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Abstract. Vision measurements are becoming a powerful technique for
operational modal analysis. Nevertheless, the performance of the exist-
ing motion extraction algorithms is subject to perturbations due to en-
vironmental interference in practical applications, such as illumination
variations and objects in the background of the investigated structure.
This paper applies a novel image-based motion estimation method that
explicitly considers such perturbations, and compares the performance
of different motion extraction methods with regards to the modal pa-
rameter estimates. These methods are tested on video data recorded
from a cantilever beam in the laboratory under random base excitation,
where the robustness against ambient light changes and disturbance by
background features is investigated. The goal of this work is to move to-
wards real-world applications of vision-based operational modal analysis
by improving robustness.

Keywords: Vision measurement · motion extraction · light changes ·
subspace methods · operational modal analysis.

1 Introduction

Vision-based measurements have developed into a powerful full-field inspection
tool for engineering structures. Over the last decade, such non-contact mea-
surement methods have succeeded in various applications of vibration-based op-
erational modal analysis (OMA), especially for civil and mechanical structure
monitoring [5, 3, 4].

With vision measurements, the vibrating behavior of an object is captured
and recorded into video frames, characterized by image intensity features. Vision-
based motion estimation algorithms aim of comparing pixel intensity changes in
video frames to extract displacements or velocities of moving object. Thus, for
long span structures, it can easily provide hundreds or thousands of virtual
sensors. Currently prevalent algorithms for vibration estimation include digital
image correlation [16, 1], Kanade-Lucas-Tomasi (KLT) optical flow tracking [15,
18], or global and local phase correlation [11, 7]. After motion estimation, the ob-
tained structural vibration responses can be processed by classical system identi-
fication methods for operational modal analysis (OMA), e.g. stochastic subspace
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identification [8] or PolyMAX [14], to obtain the desired modal parameters from
the measurements.

Since the recorded video data is processed to obtain vibration data for OMA,
the precision of the modal parameter estimates hinges on the quality of the mo-
tion estimation algorithm [7]. Moreover, in real-world applications the illumi-
nation conditions may vary, i.e., brightness and contrast may change during a
measurement. Hence, vision-based modal analysis is susceptible to such ambient
condition changes if the motion estimation algorithm is not robust towards such
changes [17].

This paper investigates the robustness of vision-based OMA to illumination
variations, and a robust motion estimation method is proposed. The approach
is compared with conventional techniques and validated on a laboratory speci-
men in a complex operational environment. Beyond considering changes in the
illumination conditions, corrupting background features are taken into account
by an active pixel selection for robust motion estimation.

2 Robust vision-based motion estimation

A robust two-step digital image correlation method is proposed for vibration
measurement in this section, where illumination variations within a dataset are
explicitly considered. Then, the computed displacements are used for modal
analysis, e.g., using subspace identification [9, 2], where an efficient version for
high-dimensional measurements [6] can be used.

2.1 Two-step image correlation

The digital image can be regarded as a 2D discrete signal I(i, j, t), which is
described by the spatial coordinates i, j ∈ Z and the temporal index of video
frame t. First, regions-of-interest (ROIs) are selected in the image along the
edges of the investigated structure, with the purpose of estimating the struc-
tural motion for each of the ROIs. The ROIs are small enough to assume no
deformation of the investigated structure within the ROI, but only structural
displacements. Within each ROI, the active pixels representing the target are
automatically selected. The displacement of target occurs between frames. De-
note the set of active pixels by A, and then the pixel level displacement of the
target is estimated by maximizing the zero mean normalized cross correlation
(ZNCC) between reference frame at t1 and displaced frame at t2

(p̂, q̂) = argmax
p,q

∑
i,j∈A Iz(i, j, t1)Iz(i+ p, j + q, t2)√∑

i,j∈A Iz(i, j, t1)2
∑

i,j Iz(i+ p, j + q, t2)2
, (1)

where (p, q) is the bidirectional pixel level displacement and (p̂, q̂) is the optimal
value. Iz(i, j, t) represents I(i, j, t) after removing the mean value.

To simplify notation, the displaced frame is shifted to compensate the pixel
level displacement

Is(i, j, t2) = I(i+ p̂, j + q̂, t2), (2)
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and subpixel correlation between frames is further carried out. Usually, interpo-
lation techniques are applied to account for the inter-pixel image intensity [13].
Here, linear plane interpolation is employed on the reference frame

I(i+ x, j + y, t1) = ai,jx+ bi,jy + ci,j , (3)

where (x, y) is the subpixel displacement to be estimated, and ai,j , bi,j and ci,j
are pixelwise coefficients for the linear interpolation. In this sense, the subpixel
displacement between the current and the reference frames can be determined
by solving the classical least squares problem

(x̂, ŷ) = argmin
x,y

∑
i,j∈A

[Is(i, j, t2)− (ai,jx+ bi,jy + ci,j)]
2
. (4)

2.2 Robustness to illumination variation

Now, the effect of illumination variation on vision-based displacement estima-
tion is considered. In fact, changes of brightness and contrast change the image
intensity by [10]

αI(i, j, t) + β, (5)

where α and β are scalars. Substituting Eq. (5) to Eq. (4) and defining instru-
mental variables

x̃ = αx, ỹ = αy, (6)

alter the formula of the original least squares problem into

(ˆ̃x, ˆ̃y, α̂, β̂) = arg min
x̃,ỹ,α,β

∑
i,j∈A

[Is(i, j, t2)− (ai,j x̃+ bi,j ỹ + ci,jα+ β)]
2
, (7)

where possible changes in brightness and contrast are explicitly considered. Its
solution is easy to obtain, and the estimated subpixel displacement can be de-
termined

x̂ =
ˆ̃x

α̂
, ŷ =

ˆ̃y

α̂
, (8)

where x̂, ŷ, ˆ̃x, ˆ̃y and α̂ are the estimates. In this way, the effect of illumination
variation is eliminated in the subpixel displacement estimation by Eq. (8).

3 Applications

In this section, the proposed motion estimation algorithm is illustrated on a can-
tilever beam structure in the Structures and Integrated Instrumentation Labora-
tory at Université Gustave Eiffel. The performance of the algorithm is compared
with other conventional vision-based motion estimation algorithms:

– ST. Extended steerable filtering based large motion estimation [7].
– POC. Global phase correlation [11].
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– KLT. Kanade-Lucas-Tomasi optical flow estimation, implemented in MAT-
LAB [12].

– Our method. Proposed method in this paper robust to image brightness
and contrast variations.

It should be noted that ST and POC should show some robustness towards
illumination variation since they are phase-based methods.

3.1 Experimental setup

A steel cantilever beam is placed on a shake table, as presented in Fig. 1, and
excited by a random noise that is band limited between 1 Hz and 200 Hz. The
direction of excitation is perpendicular to the beam body. A camera is fixed in
front of the beam so that the vibration direction of the beam is also perpendic-
ular to the optical axis of camera. Laser sensors are installed beside the beam
to provide a simultaneous displacement measurement for comparison at three
different positions as shown in the right part of Fig. 1. The sampling rate of the
camera is 600 frames per second, which makes it possible to estimate the first 8
modes of the beam from video data. Data is recorded for 2 minutes in the test,
so 72000 video frames are generated in the test. During recording, two cases
are considered: 1) simple condition, i.e. there is no illumination variation and
no background features outside the target (see Fig. 2(a)); 2) the illumination
of the experiment is modulated between 100% and 50% intensity of lamps at a
frequency of 1 Hz, and the background is corrupted by a net-shaped structure
to provide potentially disturbing features in the video frames (see Fig. 2(b)).

beam

laser 

sensor 1

laser 

sensor 2

laser 

sensor 3

Fig. 1. Left: experimental setup. Right: Close-up on cantilever beam structure and
laser sensors.
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3.2 Motion estimation

The vibration estimation performance of vision based algorithms is assessed. In
the video captured, the entire resolution of frame is 1632×128 pixels and 163
ROIs of size 10×20 pixels are set along the beam structure, as exhibited in
Fig. 2(a) and (b). Among these ROIs, the displacements extracted from ROIs
1, 84 and 126 (marked red in Fig. 2) correspond to the laser measurement data.
The differences are evaluated by the root mean square error (RMSE) in pixel
unit:

ERMSE =

√∑Ns

t=1(ût − ut)2

Ns
(9)

where t is the image frame index in the simulated image sequence. ut and ût are
perpendicular displacements to beam body, which are measured by the laser and
estimated by a motion extraction method respectively. Ns is the total number
of image frames.

The RMSE results are presented in Table 1 for the three laser sensor posi-
tions. At these places, the error rate (in %) is calculated as a ratio between error
level and maximum laser-measured displacement magnitude. The results show
that the complex environmental conditions (i.e., illumination variations and ob-
jects in the background) indeed impair the vision-based motion estimation. At
Position 1, the error level of ST and POC increases by more than a factor of
4. At Position 2 and Position 3, the situation is similar with ST and POC but
more moderate, possibly due to larger displacement and consequently a higher
SNR at these positions. In contrast, our method is less impacted by the complex
environmental conditions, with much less error increase. The KLT optical flow
estimation fails to estimate the beam vibration in this test.

The computational time of algorithms is also recorded and exhibited in Ta-
ble 1. Among tested algorithms, ST method generally costs the most time with

Table 1. Root mean square errors (RMSE) of beam vibration measurement, and com-
putational time used for single frame in the video.

Evaluated ERMSE(pixel) and error rate (%)
methods Position 1 Position 2 Position 3

simple condition

ST 0.1004 (2.35%) 0.0572 (2.69%) 0.0249 (1.13%)

POC 0.1071 (2.50%) 0.0671 (3.15%) 0.0529 (2.42%)

KLT 0.3730 (8.72%) No No

Our method 0.1060 (2.48%) 0.0572 (2.69%) 0.0357 (1.63%)

illumination variation and unclean background

ST 0.8817 (26.10%) 0.0575 (3.22%) 0.1329 (7.04%)

POC 0.4511 (13.35%) 0.1139 (6.37%) 0.1262 (6.69%)

KLT No No 0.2781 (14.74%)

Our method 0.2921 (8.65%) 0.0575 (3.22%) 0.0988 (5.24%)

Time used
(milisecond/frame)

673.4

71.0

36.0

61.0

652.1

72.6

34.4

67.8
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more than 650 milliseconds per frame. POC is second in place with around 71
milliseconds per frame, to which our method is comparable with 61-68 millisec-
onds per frame. KLT optical flow estimation is the fastest, but fails to estimate
the motions in our case.

3.3 Modal Analysis

The modal analysis accuracy of vision measurement method ST, POC and our
method is evaluated. The KLT method is excluded due to its failure in vibration

(a) (b) (c)

Fig. 2. Video frame including 163 regions of interest (ROI) with (a) clean and (b)
unclean background. The red boxes are ROIs corresponding to laser sensing positions,
while others without laser are marked yellow. (c) First 8 mode shapes of beam obtained
by finite element analysis and vision algorithms in conditions without (upper) and with
(lower) illumination variation and unclean background.
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Table 2. Modal assurance criterion (MAC) values between mode shapes estimated
from vision measurements and mode shapes from numerical model.

Algorithms Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7 Mode 8

simple condition

ST 0.9999 0.9990 0.9989 0.9989 0.9982 0.9976 0.9963 0.9950

POC 0.9997 0.9992 0.9997 0.9992 0.9986 0.9985 0.9978 0.9968

Our method 0.9999 0.9995 0.9996 0.9993 0.9988 0.9986 0.9978 0.9969

illumination variation and unclean background

ST 0.7316 0.7408 0.5489 0.5514 0.3625 0.0506 0.4107 0.0185

POC 0.8853 0.9013 0.8465 0.6976 0.8908 0.3749 0.7111 0.8864

Our method 0.9632 0.9906 0.9835 0.9787 0.9834 0.9862 0.9692 0.9784

estimation. The modal parameters are estimated using subspace identification [9,
2, 6]. The influence of the employed motion estimation method on the frequencies
and damping ratios seems to be minor, so we focus on the mode shapes in the
evaluation for sake of brevity. They are compared with theoretical mode shapes
by finite element analysis in Fig. 2 and in Table 2, showing the MAC values.

In the simple case (no illumination variation and clean background), the mode
shapes are very well estimated with either of the considered motion estimation
methods, having MAC values all above 0.995. However, for the complex case with
illumination variation and unclean background, apparent distinctions appear
between the results from our method and ST and POC. Compared with the
simple condition, the mode shapes based on ST and POC are significantly more
corrupted than with our method in Fig. 2(c) (bottom). This is also quantitatively
indicated by the lower MAC values with ST and POC, while the MAC values of
our method are all higher than 0.96.

4 Concluding remarks

This paper demonstrates the importance of robust motion estimation for vision-
based modal analysis. It has been illustrated that classical motion estimation
methods like ST and POC may perform poorly under realistic application con-
ditions where illumination variations may appear and other objects than the
investigated structure are present in the background of the recorded video. This
motivates the explicit consideration of such conditions in the motion estimation
method, prior to the modal analysis. An efficient interpolation-based method
with these properties has been introduced in this paper, and its better perfor-
mance under such complex environmental conditions has been illustrated in a
lab experiment.
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