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Abstract Due to the ubiquity of batch data processing, the related problems of
scheduling malleable batch tasks have received significant attention. We consider
a fundamental model where a set of tasks is to be processed on multiple identical
machines and each task is specified by a value, a workload, a deadline and a
parallelism bound. Within the parallelism bound, the number of machines assigned
to a task can vary over time without affecting its workload. In this paper, we
identify a boundary condition and prove by construction that a set of malleable
tasks with deadlines can be finished by their deadlines if and only if it satisfies the
boundary condition. This core result plays a key role in the design and analysis of
scheduling algorithms: (i) when several typical objectives are considered, such as
social welfare maximization, machine minimization, and minimizing the maximum
weighted completion time, and, (ii) when the algorithmic design techniques such as
greedy and dynamic programming are applied to the social welfare maximization
problem. As a result, we give four new or improved algorithms for the above
problems.

1 Introduction

Batch data processing arises in many applications. We consider scheduling
malleable/map-only tasks in the offline setting, which account for a significant
proportion in batch data processing [6–8,2–4]. Examples of such computations
include parallel rendering in computer graphics, BLAST searches and CAP3 in
bioinformatics, large scale facial recognition systems that compare thousands of
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faces, grid and random search for hyperparameter optimization in machine learn-
ing, and data cleaning. A resource manager has C identical machines and a set T
of n independent malleable tasks to be executed. Each task Ti has a parallelism
bound ki and a workload Di, which is the number of required machine time units
to be consumed. During the execution, the number of machines allocated to a
task can vary over time but should not exceed ki; meanwhile, its workload keeps
constant. Throughout the paper, we assume ki ≤ C without loss of generality.

In scheduling theory, malleable tasks can be viewed as an extension of the
classic preemptive tasks whose parallelism bounds are one [12,13]. For the latter,
when each task has to be finished by a unique deadline and there is only a single
machine, the famous EDF (Earliest Deadline First) rule is optimal in the following
sense: if there is any scheduling algorithm that can finish a set of tasks by their
deadlines, the EDF rule can also achieve this. The EDF rule is initially designed
to find an exact algorithm for scheduling batch tasks to minimize the maximum
task lateness [14]. Since then, many applications of this rule have been found,
e.g., (i) to design exact algorithms for preemptive tasks with release times [15],
(ii) for scheduling tasks with deadlines to minimize the total weighted number of
tardy tasks [16], and (iii) as a significant principle in the analysis of scheduling
feasibility for real-time systems [17]. We are convinced that, as far as malleable
tasks are concerned, an algorithm like EDF is also important for designing and
analyzing scheduling algorithms (i) under various objectives, or (ii) when differ-
ent algorithmic design techniques such as greedy and dynamic programming are
applied.

The time horizon is divided into d time slots whose durations are the same
and represent a unit of time. All tasks of T are available before the first slot. Each
task Ti may be associated with a deadline di and a value that can be gained if the
task is completed by the deadline. Before this work, Jain et al. proposed a greedy
algorithm to maximize the social welfare, i.e., the sum of values of tasks completed
by their deadlines [7]. Let

k = maxTi∈T {ki} (1)

denote the maximum parallelism bound of all tasks of T , and

d = maxTi∈T {di} (2)

denote the maximum deadline of tasks. Let

leni =

⌈
Di

ki

⌉
(3)

denote the minimum execution time of Ti, i.e., when Ti is always allocated the
maximum number ki of machines during the execution. The slackness si of Ti is
defined as di

leni
. Let

s = minTi∈T {si} (4)

be the slackness of the least flexible task (s > 1). Intuitively, s characterizes the
machine allocation urgency, e.g., when s is close to one, there exists at least one
task Ti such that the delay in allocating machines to Ti has to be very small to
meet the parallelism and deadline constraints. Due to the batch processing nature,
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tasks are often delay-tolerant and s is large enough [7,9,10]. Jain et al. show that
their algorithm achieves a performance guarantee C−k

C · s−1
s . The authors consider

the case of a large computing cluster with numerous machines such that C is
much larger than k. Thus, the algorithm is claimed to be optimal since C−k

C · s−1
s

approaches one. However, in other cases, a resource manager may have a limited
number of machines and the parallelism bound of a task can be set to a large
value; then the value of C−k

C can be much smaller than one.

1.1 Our Results

Core result (Section 3). Let S be an arbitrary subset of T , i.e., S ⊆ T . The
core result of this paper is that a set S of malleable tasks (each characterized by a
workload, a parallelism bound and a deadline) can be finished by their deadlines
on the C machines if and only if S satisfies a boundary condition. While deriving
this result, the first key is to identify the maximum workload of S that can be
processed on C machines in an interval from any slot t to slot d, denoted as
λC
t (S), where t ∈ [1, d]. This leads to the definition of the boundary condition on

the set S of tasks. The second key is to propose a scheduling algorithm Sched(S)
that can finish all tasks of T by their deadlines on the C machines if S satisfies
the boundary condition. It has a time complexity of O(nkd log (kn)); here, the
maximum deadline of tasks is assumed to be finitely bounded by a constant.

Applications (Sections 4 and 5). The core result can be used to design and
analyze new or improved algorithms for scheduling malleable tasks under different
objectives. The objectives considered in this paper include:

(a) social welfare maximization: maximize the sum of values of tasks completed
by their deadlines;

(b) machine minimization: minimize the number of machines needed to produce
a schedule that completes each task by its deadline;

(c) maximum weighted completion time minimization: minimize the maximum
weighted completion time of tasks.

The first and third objectives have been considered in [6–8]. The second objective
has been considered for other types of tasks [19] but we are the first to consider it
for malleable tasks.

After applying the core result above, we obtain the following algorithmic re-
sults:

(i) an improved greedy algorithm GreedyRLM for social welfare maximization
with a performance guarantee s−1

s and a pseudo-polynomial time complexity of

O(knd2 max{d, n}), where k and d are defined in Eq. (1) and (2), respectively;
(ii) the first exact dynamic programming (DP) algorithm for social welfare maxi-

mization with a pseudo-polynomial time complexity of O(max{nCd, n logn});
(iii) the first exact algorithm for machine minimization with a pseudo-polynomial

time complexity of O(nd log (kn));
(iv) a (1+ϵ)-approximation algorithm with a pseudo-polynomial time complexity

of O(nkd log (kn) log (n/ϵ)) for minimizing the maximum weighted completion
time of all tasks.
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Both the greedy algorithm of Jain et al. [7] and ours belong to a class of greedy
algorithms that consider tasks in the non-decreasing order of their marginal values
(i.e., the ratio of a task’s value to its workload); a task will be accepted and allo-
cated enough resource if it could be completed by its deadline with the currently
remaining resource, and rejected otherwise. In this paper, we also show that

– for social welfare maximization, (1 + ϵ)( s−1
s + ϵ) is an upper bound of the

performance guarantee that this class of greedy algorithms can achieve;
– our proposed greedy algorithm has a performance guarantee very close to this

upper bound.

The second dynamic programming algorithm above allows obtaining the optimal
social welfare but it works efficiently only when d is small since its time complexity
is exponential in d.

Technical novelty. For the above class of greedy algorithms, we give a new
algorithm analysis, and figure out what resource allocation features of tasks can
benefit and determine the performance of such an algorithm. It is an extended
analysis of the greedy algorithm for the standard knapsack problem [1] and does
not rely on the dual-fitting technique, on which the algorithm in [7] is built; in the
knapsack problem, each item/task has additional constraints in a two-dimensional
space: the deadline and parallelism bound represent the maximum length and
width of space that a task is allowed to occupy. The two most important algorithms
for knapsack problem are based on the DP technique and the greedy approach,
that also considers items by their marginal values [1]; we give in this paper their
counterparts in the scenario of malleable tasks.

The second algorithm can be viewed as an extension of the pseudo-polynomial
time exact algorithm in the single machine case [12], which is also designed via
the generic dynamic programming procedure. However, before our work, how to
enable this extension to malleable tasks was not clear as indicated in [6,7]. This
is mainly due to the lack of a definition of λC

t (S) and the lack of an algorithm
that achieves the corresponding state. In contrast, an optimal machine utilization
state in the single machine case can be defined much more easily and achieved by
the EDF algorithm. Our core result enables a DP algorithm. The above third and
fourth algorithms are obtained by respectively applying the core result to a binary
search procedure, and the related results in [8].

1.2 Related works

The linear programming approaches to designing and analyzing algorithms for
the task model of this paper [6,7] and its variants [9–11] have been well studied1.
All these works consider the same objective of maximizing the social welfare. In [6],
Jain et al. propose an algorithm with an approximation ratio of (1+ C

C−k )(1+ϵ) via
deterministic rounding of linear programming. Subsequently, Jain et al. [7] propose
a greedy algorithm GreedyRTL and use the dual-fitting technique to derive an
approximation ratio C−k

C · s−1
s . In [11], Bod́ık et al. consider an extension of our

task model, i.e., DAG-structured malleable tasks; based on randomized rounding

1 We refer readers to [13,20] for more details on the general techniques to design scheduling
algorithms.
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of linear programming, they propose an algorithm with an expected approximation

ratio of α(λ) for every λ > 0, where α(λ) = 1
λ · e

− 1
λ ·
[
1− e−

(1−1/λ)C−k

2ωκ
·lnλ·(1− κ

C
)
]
.

The online version of our task model is considered in [9,10]; again based on the
dual-fitting technique, two weighted greedy algorithms are proposed respectively
for non-committed and committed scheduling and achieve the competitive ratios
of crA = 2 +O( 1

( 3
√
s−1)2

) where s > 1 [7] and crA(s·ω(1−ω))
ω(1−ω) where ω ∈ (0, 1) and

s > 1
ω(1−ω) .

Nagarajan et al. [8] also consider DAG-structured malleable tasks and propose
two algorithms with approximation ratios of 6 and 2 respectively for the objectives
of minimizing the total weighted completion time and the maximum weighted
lateness of tasks. In particular, they show that seeking a schedule for DAG tasks
can be transformed into seeking a schedule for tasks with simpler chain-precedence
constraints. Then, whenever there exists a feasible schedule to complete a set of
tasks by their deadlines, they propose a non-optimal algorithm where each task is
completed by at most 2 times its deadline. Based on this deadline-based schedule,
the authors further give two procedures to obtain near-optimal completion times
of tasks in terms of the above two objectives.

Technically, the works [6,7,9–11] formulate their problem as an Integer Pro-
gram (IP) and relax the IP to a relaxed linear program (LP). The techniques in [6,
11] require to solve the LP to obtain a fractional optimal solution and then manage
to round the fractional solution to an integer solution of the IP that corresponds
to an approximate solution to their original problem. In [7,9,10], the dual fitting
technique first finds the dual of the LP and then construct a feasible algorithmic
solution X to the dual in some greedy way. This solution corresponds to a feasible
solution Y to their original problems, and, due to the weak duality, the value of the
dual under the solution X (expressed in the form of the value under Y multiplied
by a parameter α ≥ 1) will be an upper bound of the optimal value of the IP,
i.e., the optimal value that can be achieved in the original problem. Therefore, the
approximation ratio of the algorithm involved in the dual becomes clearly 1/α.
Here, the approximation ratio is a lower bound of the ratio of the actual value
obtained by the algorithm to the optimal value.

Parts of the results of this paper appear at the Allerton conference 2015 [21],
including the core result, the greedy and exact algorithms for social welfare max-
imization, and the exact algorithm for machine minimization. After the initial
publication of our results, a recent work [22] also show that the core result is
central in the application of the LP technique to the problems here. Specifically,
Guo and Shen [22] first use the LP technique to give a new proof of the boundary
condition in the core result. Based on this condition, they give a new formula-
tion of the original problems as IP programs, different from the ones in [6,7].
This new formulation enables from a different perspective to reveal almost the
same two algorithmic results as ours, i.e., the two exact algorithms for social wel-
fare maximization and machine minimization respectively with a time complexity
O(n · (C · d)d) and O((n + d)3.5Ls(logn + log k)), where Ls is the length of the
LP’s input.

Note that our proof approach is completely different from that of [22] based
on linear programming. Furthermore, we show in this paper that an upper bound
of the performance guarantee that the class of greedy algorithms of this paper can
achieve is (1 + ϵ)( s−1

s + ϵ), and propose an algorithm whose performance guaran-
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Table 1: Main Notation

Notation Explanation
C the total number of machines
T a set of tasks to be scheduled on C machines
Ti a task in T

Di, di, vi the demand/workload, deadline, and value of a task Ti

ki
the parallelism bound of Ti, i.e., the maximum number of machines that

can be allocated to Ti at a slot
k, d,D the maximum parallelism bound, deadline and demand of all tasks of T
yi(t) the number of machines allocated to Ti at a slot t, subject to Eq. (5)

W (t)
the total number of machines that are allocated out to the tasks at t, i.e.,

W (t) =
∑

Ti∈T yi(t)

W (t) the total number of machines idle at t, i,e., W (t) = C −W (t)

leni
the minimum execution time of Ti where Ti is allocated ki machines

throughout the execution, i.e., leni = ⌈Di
ki
⌉

si
the slackness of a task, i.e., di

leni
, measuring the urgency of machine

allocation to complete Ti by the deadline
s the minimum slackness of all tasks of T , i.e., minTi∈T {si}
v′i the marginal value of Ti, i.e., v

′
i =

vi
Di

[l] the set {0, 1, · · · , l}
[l]+ the set {1, 2, · · · , l}
S a subset of T

λt(S)
the maximum workload of S that could be executed in [t, d] when C =∞,

t ∈ [d]+

λC
t (S) the maximum workload of S that could be executed in [t, d] on the C

machines when C is finite, t ∈ [d]+

µC
t (S)

the remaining workload of S that needs to be executed in [1, t] after the
maximum workload of S has be executed on the C machines in [t+ 1, d],

i.e., µC
t (S) =

∑
Ti∈S Dj − λC

t+1(S), t ∈ [d]

A1,R1,
A2, · · · ,
RK

the sets of consecutive accepted (i.e., fully allocated) and rejected tasks by

Greedy where
⋃K

m=1Am ∪Rm = T
cm the maximum deadline of all rejected tasks of ∪ml=1Rl

c′m the maximum deadline of ∪ml=1Al

tee is close to this upper bound. On the other hand, Guo and Shen [22] consider
another standard to determine the order of considering tasks, and propose a greedy
algorithm with a performance guarantee C−k

C and a time complexity O(n2 + nd).
This algorithm may perform poorly when k is not negligible in comparison with C.
Finally, we also propose the first algorithm based DP to exactly maximize the so-
cial welfare, and consider additionally a new objective of minimizing the maximum
weighted completion time of tasks.

A parallel task can be executed on multiple machines simultaneously. Beyond
malleable tasks, other types include rigid and moldable tasks, according to the
way of setting the number of machines executing a task [5]. A task is said to rigid
when the number of machines to execute it is fixed a priori [24–26]. A task is said
to be moldable when the number is not fixed but determined before the execution;
a rich set of algorithms have been proposed for scheduling them [27–35].
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2 Model and Problem Description

There are C identical machines. The time horizon is divided into d time slots:
{1, 2, · · · , d}. Each slot represents a time interval whose length is a unit of time. We
study the offline case where a set of n tasks T = {T1, T2, · · · , Tn} arrives before the
first slot and is executed over the d slots. Each task Ti ∈ T is specified by several
characteristics: (1) value vi, (2) demand or workload2 Di (measured in machine
time units), (3) deadline di, and (4) parallelism bound ki, where Di, di, ki ∈ Z+.
Each machine can process one unit of demand in one unit of time. The parallelism
bound ki limits that, at any time slot t, Ti can be executed on at most ki machines
simultaneously. ki is a system parameter and the maximum parallelism bound k
in Eq. (1) is thus assumed to be finite [18]. A task Ti can only utilize the machines
at the slots in [1, di], where d = maxTi∈T {di}. For a task Ti to be executed, an
allocation of machines to Ti is a function

yi(t) ∈ {0, 1, · · · , ki} for any t ∈ [1, di]

yi(t) = 0 for any t ∈ [di + 1, d], if di < d
(5)

where yi(t) is the number of machines allocated to Ti at a slot t. Eq. (5) represents
the parallelism and deadline constriants. The allocation finishes task Ti if∑

t≤di

yi(t) = Di. (6)

For the system of C machines, we denote by W (t) =
∑

Ti∈T yi(t) the system’s

workload at slot t and by W (t) the amount of available machines at t where:

W (t) = C −W (t) ∈ [0, C]. (7)

The relation of W (t) and C in Eq. (7) is referred to as the capacity constraint. In
addition, we assume that the maximum deadline of tasks is bounded. We denote by
[l] and [l]+ the sets {0, 1, · · · , l} and {1, 2, · · · , l} for a positive integer l. Let D =
maxTi∈T {Di} denote the maximum workload of tasks. Other related parameters
such as k, leni and s have been given in Eq. (1)-(4). The main notation of this
paper is summarized in Table 1.

Given the model above, the following three scheduling objectives are considered
separately in this paper:

– The first objective is social welfare maximization. It aims to choose an a subset
S ⊆ T and produce a feasible schedule for S to maximize the social welfare∑

Ti∈S vi; here, the value vi of a task Ti is gained if and only if it is fully
allocated by the deadline, i.e.,

∑
t≤di

yi(t) ≥ Di, and partial execution of a
task yields no value.

– The second objective is machine minimization, i.e., seeking the minimum num-
ber of machines needed to produce a feasible schedule of T on C machines such
that the task’s parallelism bound and deadline constraints are not violated.

– The third objective is to minimize the maximum weighted completion time of
tasks, i.e., maxTi∈T {vi · ci}, where ci is the completion time of a task Ti.

2 In this paper, we use the terms ”demand” and ”workload” interchangeably.
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Fig. 1: The green area denotes the maximum workload of Ti that need or could
be processed in [t, d] when t ≤ di: if leni ≤ di − t + 1, βi = Di; otherwise,
βi = ki · (di − t+ 1).

Fig. 2: Derivation from the definition λt(S) to λC
t (S) where t = d, d − 1: in the

left subfigure, the green area denotes λd(S) and the green and blue areas together
denote λd−1(S).

3 Scheduling Feasibility

In this section, we give a boundary condition and prove its sufficiency and
necessity for finishing a set of tasks by their deadlines on the C machines.

3.1 Feasibility Criterion Definition

All tasks form a set T , and we denote by S an arbitrary subset of T . In this
subsection, we define the maximum workload of S that could be executed on the
C machines in a time slot interval [t, d], for any t ∈ [d]+, where d = maxTi∈T {di}.
We denote by λt(S) the maximum workload of S that could be executed in [t, d]
in an idealized case where there is an indefinite number of machines, i.e., C =∞,
for any t ∈ [d]+. In the case where C is finite, we denote by λC

t (S) the maximum
workload of S that can be executed on the C machines in [t, d], where t ∈ [d]+. We
denote by βi the maximum workload of an individual task Ti ∈ S that could be
executed in the discrete time slot interval [t, d].

Definition 1 By Eq. (3), (5) and (6), we have

βi = min{ki ·max{di − t+ 1, 0}, Di} (8)

where di − t + 1 is the number of slots in [t, di] if t ≤ di. The definition of βi is
illustrated in Fig. 1. In the case where C =∞, the capacity constraint is ignored
and in Eq. (7), W (t) ∈ [0,∞) for any t ∈ [d]+. For any t ∈ [d]+, λt(S) is defined
as follows:

λt(S) =
∑

Ti∈S
βi. (9)
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Let λC
d+1(S) = 0. For any t ∈ [d]+, we set:

λC
t (S) = λC

t+1(S) + min
{
λt(S)− λC

t+1(S), C
}
. (10)

As illustrated in Fig. 2, λC
d (S) = min{C, λd(S)} = C and λC

d−1(S) = λC
d (S) +

(λd−1(S)− λC
d (S)) = λd−1(S).

By Eq. (10), we have

λC
t (S) ≤ λt(S) for any t ∈ [d]+. (11)

An allocation to S is {yi
(
t̃
)
| Ti ∈ S, t̃ ∈ [1, di]} that satisfies Eq. (6) and (7). For

any t ∈ [d]+, we have: ∑
Ti∈S

∑d

t̃=t
yi(t̃) ≤ λt(S). (12)

where
∑d

t̃=t yi(t̃) ≤ βi. Formally, we have

Proposition 1 For any t ∈ [d]+, λC
t (S) is the maximum workload of S that can

be executed on the C machines in [t, d]. In other words, for any feasible allocation
to S, we have: ∑

Ti∈S

∑d

t̃=t
yi(t̃) ≤ λC

t (S). (13)

Proof We prove by contradiction. Suppose there exists an allocation to S that
satisfies ∑

Ti∈S

∑d

t̃=t
yi(t̃) > λC

t (S). (14)

Then, there exists a slot t0 ∈ [t, d] such that

λC
t0(S)− λC

t0+1(S) < C; (15)

otherwise, λC
t (S) = C · (d − t + 1)

(a)

≥
∑

Ti∈S
∑d

t̃=t yi(t̃), which contradicts Eq.
(14), where inequality (a) is due to Eq. (7). With abuse of notation, let t0 be the
earliest such slot in [t, d]. By Eq. (10) and (15), we have

λC
t0(S) = λt0(S). (16)

If t0 = t, Eq. (16) and (14) contradict Eq. (12). If t0 > t, we have

λC
t (S) = λt0(S) + C · (t0 − t). (17)

We have ∑
Ti∈S

∑t0−1

t̃=t
yi(t̃)

(b)
> λC

t (S)−
∑

Ti∈S

∑d

t̃=t0
yi(t̃)

(c)

≥ λC
t (S)− λt0(S)

(d)
= C · (t0 − t),

which violates the capacity constraint Eq. (7); herein, inequality (b) is due to Eq.
(14), (c) is due to Eq. (12), and (d) is due to Eq. (17). ■
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For any t ∈ [d], we define

µC
t (S) =

∑
Ti∈S

Di − λC
t+1(S). (18)

By Proposition 1, for any t ∈ [d]+, µC
t (S) denotes the remaining (minimum)

workload of S that needs to be processed in [1, t] on the C machines. In this
paper, given a set S of tasks, the inequality below

µC
t (S) ≤ C · t for all t ∈ [d− 1] (19)

is referred to as boundary condition.

3.2 Sufficiency and Necessity

In Section 3.2.1 and 3.2.2, we give elements that are needed to prove that
there exists a feasible allocation to the tasks of S that satisfies Eq. (6) and (7), if
S satisfies the boundary condition in Eq. (19). In Section 3.2.3, we give the core
result of this paper.

3.2.1 Transformation to Simpler Tasks

Below, we show that the problem of scheduling malleable tasks can be trans-
formed into a problem of scheduling non-malleable preemptive tasks where their
parallelism bounds equal one.

Decomposition Procedure. For any task Ti ∈ T , let ni = Di if Di < ki, and
ni = ki otherwise, where

ni ≤ ki. (20)

Ti can be decomposed into ni smaller tasks Ti,1, Ti,2, · · · , Ti,ni . For any j ∈ [ni]
+,

the task Ti,j is defined as follows where leni = ⌈Di/ki⌉:

1. The deadline di,j of Ti,j is di.
2. The demand Di,j of Ti,j is set as follows:

– If Di < ki, then Di,j = 1.
– If Di/ki = leni, then Di,j = leni.
– Consider the case where Di/ki < leni and leni ≥ 2. If j ∈ [Di − ki·

(leni − 1)]+, then Di,j = leni; if j ∈ [Di − ki · (leni − 1) + 1, ki], then
Di,j = leni − 1.

Here, we have:

Di =
∑ni

j=1
Di,j where 0 < Di,j ≤ leni. (21)

3. The parallelism bound ki,j of Ti,j is one. Let yi,j(t) ∈ {0, 1} denote the number
of machines allocated to Ti,j at any slot t ∈ [di]

+.
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Like Eq. (6), for any j ∈ [ni]
+, a task Ti,j is finished by the deadline di when we

have: ∑
t≤di

yi,j(t) = Di,j , subject to yi,j(t) ∈ {0, 1}. (22)

Let Ŝi = {Ti,1, Ti,2, · · · , Ti,ni} for any Ti ∈ S and

Ŝ =
⋃

Ti∈S
Ŝi. (23)

Like Eq. (7), for any t ∈ [d]+, the capacity constraint is as follows:

∑
Ti,j∈Ŝ

yi,j(t) ≤ C. (24)

Lemma 1 λC
t (Ŝ) = λC

t (S) for any t ∈ [d]+.

Proof By Definition 1 and Eq. (23), we have

λt(Ŝ) =
∑

Ti,j∈Ŝ
βi,j =

∑
Ti∈S

∑ni

j=1
βi,j (25)

where βi,j = min{(di− t+1)+, Di,j}. Each task Ti ∈ S corresponds to a set Ŝi of
tasks with the same deadline di. There are three cases:

– If di < t, we have βi = βi,j = 0 where j ∈ [ni]
+.

– If di ≥ t and di − (t− 1) < leni, we have βi = ki · (d− t+ 1), βi,j = d− t+ 1
and ni = ki.

– If di ≥ t and di − (t− 1) ≥ leni, we have βi = Di and βi,j = Di,j ; herein, Eq.
(21) holds.

In each case, we finally have βi =
∑ni

j=1 βi,j . Thus, by Eq. (25), we have λt(Ŝ) =∑
Ti∈S βi = λt(S). By Eq. (10), λC

t (Ŝ) only relates to λC
t+1(Ŝ), λt(Ŝ) and C where

λC
d+1(Ŝ) = λC

d+1(S) = 0; thus, λC
t (Ŝ) = λC

t (S) for any t ∈ [d]+. ■

Lemma 2 An allocation to Ŝ that satisfies Eq. (22) and (24) can be transformed
into an allocation to S that satisfies Eq. (6) and (7), with a time complexity of
O(nkd), where we have:

yi(t) =

ni∑
j=1

yi,j(t) for any Ti ∈ S and t ∈ [di]
+. (26)

Proof We have yi(t) ∈ [ki] since yi,j(t) ∈ {0, 1} and ni ≤ ki by Eq. (20). By
Eq. (21), we have

∑
t≤di

yi(t) =
∑ni

j=1

∑
t≤di

yi,j(t) =
∑ni

j=1 Di,j = Di. For an

individual task Ti ∈ S, by Eq. (26), the time complexity of computing {yi(t)}di
t=1

is O(k ·d) where ni ≤ k and di ≤ d. There are at most n tasks where |S| ≤ n. The
total time complexity of transformation is O(nkd). ■



12 Xiaohu Wu, Patrick Loiseau

3.2.2 Algorithm

Below, for ease of exposition, we also use {T̂1, T̂2, · · · , T̂n̂} to represent the
set Ŝ in Eq. (23) where n̂ =

∑
Ti∈S ni ≤ k · n and consider scheduling Ŝ on the

C machines. For any T̂i ∈ Ŝ, its deadline is d̂i, its demand is D̂i, its parallelism
bound is k̂i = 1, and its allocation at slot t ∈ [d̂i]

+ is ŷi(t) ∈ {0, 1}. The minimum
execution time of T̂i ∈ Ŝ is ˆleni = D̂i. Initially, we set ŷi(t) = 0 for any T̂i ∈ Ŝ
and t ∈ [d]+. Let D′

i denote the remaining workload of T̂i to be processed and
D′

i = D̂i. The algorithm LDF(Ŝ) is formally presented in Algorithm 1 where time
slots t are considered from the latest slot d towards the earlier ones. At each
iteration t, let Kt denote the set of the tasks T̂i whose deadlines are no smaller
than t and whose remaining workloads D′

i are larger than zero (line 3). Subject
to the capacity constraint, we choose min{C, |Kt|} tasks from Kt with the largest
remaining workloads denoted as K′

t (line 4) and allocate one machine to each such
task T̂i at slot t (line 5): D′

i = D′
i − 1.

Algorithm 1: LDF(Ŝ)
1 For all tasks T̂i ∈ Ŝ, set D′

i = D̂i, and ŷi(t) = 0 for all t ∈ [d]+.// D′
i: record the

remaining workload of T̂i to be processed.
2 for t← d to 1 do

3 Let Kt = {T̂i : D
′
i > 0 & d̂i ≥ t}.

4 Let K′
t be the set of the min{C, |Kt|} tasks in Kt with largest D′

i: sort the tasks
of Kt in the non-increasing order of their remaining workloads D′

i and then
select the first min{C, |Kt|} tasks.

5 Set ŷi(t) = 1 and D′
i = D′

i − 1 for all T̂i ∈ K′
t.

Lemma 3 Consider two slots t < t0 and a task T̂i′ ∈ Kt0 , where t0 is the earliest
slot in [t + 1, d] such that ŷi′(t0) = 0 and ŷi′(t̃) = 1 for any t̃ ∈ [t, t0 − 1]. If we
have D′

i′ ≥ 2 at the beginning of iteration t and |Kt0 | > C, then we have Kt0 ⊆ Kt.

Proof At the beginning of iteration t0, we have

D′
i′ ≥ 2 + (t0 − 1)− t = t0 − t+ 1; (27)

by the definition of K′
t0 in line 4, we have that T̂i′ /∈ K′

t0 and |K′
t0 | = C, since

ŷi′(t0) = 0; also, we have

D′
i ≥ D′

i′ for any task T̂i ∈ K′
t0 . (28)

At each iteration, the remaining workload of a task decreases by at most one (line
5); for any task T̂i ∈ K′

t0 , by Eq. (27) and (28), we have

D′
i ≥ (t0 − t+ 1)−

(
t0 − t̃

)
≥ t̃− t+ 1 ≥ 2

at the beginning of each iteration t̃ ∈ [t + 1, t0]; thus, no tasks of Kt0 whose
remaining workloads are smaller than 2 are included into K′

t̃. Thus, no tasks of
Kt0 have their remaining workload D′

i to be zero at the beginning of iteration t,
and we have Kt0 ⊆ Kt. ■



Algorithms for Scheduling Deadline-Sensitive Malleable Tasks∗ 13

Proposition 2 If Ŝ satisfies the boundary condition, LDF(Ŝ) will produce a fea-
sible allocation to Ŝ on the C machines with a time complexity of O(nkd log (kn)).

Proof For the feasible allocation, it suffices to show that, upon completion of
each iteration t ∈ [1, d], LDF(Ŝ) will produce a feasible allocation to Ŝ on the C
machines that satisfies ∑

Ti∈Ŝ

∑d

t̃=t
ŷi(t̃) = λC

t (Ŝ). (29)

Then, upon completion of iteration t = 1, the remaining workload of Ŝ to be
executed is µC

0 (S) ≤ 0 by Eq. (19). Thus, all tasks of Ŝ are completed.
Now, we prove Eq. (29) by induction. Let K̂t = {T̂i ∈ Ŝ|d̂i ≥ t} denote the

tasks whose deadlines are no smaller than t; then, we have

λt(Ŝ)
(a)
= λt(K̂t) and λC

t (Ŝ) (b)
= λC

t (K̂t). (30)

where (a) is due to Eq. (8) and (9) and (b) is due to Eq. (10). First, we consider
the iteration t = d where

K̂d = Kd. (31)

By Eq. (9), (30) and (31), we have λd(Ŝ) = λd(Kd) = |Kd|. Thus, by Eq. (10), we
have

λC
d (Ŝ) = min{λd(Ŝ), C} = min{|Kd|, C}.

Upon completion of the iteration t = d, the allocation in line 5 satisfies∑
T̂i∈Ŝ

ŷi(d) =
∑

T̂i∈K′
d

ŷi(d)
(a)
= min{C, |Kt|} = λC

d (Ŝ).

where equality (a) is due to the choice of K′
d in line 4.

Second, suppose Eq. (29) holds upon completion of the iteration t + 1. In the
rest of this proof, we analyze the case upon completion of the iteration t ∈ [1, d−1].
If |Kt| ≥ C, we have |K′

t| = C and the allocation upon completion of the iteration
t satisfies ∑

T̂i∈Ŝ
ŷi(t) =

∑
T̂i∈K′

t

ŷi(t) = C (32)

Thus, we have ∑d

t̃=t

∑
T̂i∈Ŝ

ŷi(t)
(b)
= C + λC

t+1(Ŝ)
(c)
= λC

t (Ŝ) (33)

where equality (b) is due to the induction hypothesis and Eq. (32). By Eq. (10)
and (13), we have∑d

t̃=t

∑
T̂i∈Ŝ

ŷi(t) ≤ λC
t (Ŝ) ≤ C + λC

t+1(Ŝ).

Together with the equality (b), we have that the equality (c) holds. By Eq. (33),
we have that Eq. (29) holds if |Kt| ≥ C.

If |Kt| < C, we prove the following conclusion for every task T̂i ∈ K̂t upon
completion of the iteration t:
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Algorithm 2: Sched(S)
1 Apply the decomposition procedure in Section 3.2.1 to decompose the tasks of S into

the tasks of Ŝ;
2 Call LDF(Ŝ), presented in Algorithm 1;

3 Apply Eq. (26) to transform the allocation of Ŝ to the allocation of S;

(a) If d̂i − (t − 1) < ˆleni, we have ŷi
(
t̃
)
= 1 for all t̃ ∈ [t, di] and

∑d
t̃=t ŷi(t̃) =

d̂i − (t− 1).
(b) If d̂i − (t− 1) ≥ ˆleni, we have

∑d
t̃=t ŷi(t̃) = D̂i (i.e., D

′
i = 0).

Then, by Eq. (8) and (9), we have

∑
T̂i∈Ŝ

∑d

t̃=t
ŷi(t̃) = λt(Ŝ). (34)

By Eq. (11) and (13), we have Eq. (29) holds if |Kt| < C.

Now, we prove the conclusion above. Suppose there exists a task T̂i′ ∈ K̂t

whose allocation violates the conclusion. Then, in both cases of the conclusion, we
have

D′
i′ = D̂i′ −

∑d

t̃=t
ŷi′(t̃) ≥ 1 (35)

upon completion of iteration t; further, at iteration t, we have T̂i′ ∈ K′
t and

ŷi′(t) = 1 (36)

since |Kt| < C. By Eq. (35) and (36), we have at the beginning of iteration t that

D′
i′ = D̂i′ −

∑d

t̃=t+1
ŷi′(t̃) ≥ 2.

Due to Eq. (36), we also have that there exists a slot t0 ∈ [t + 1, d̂i′ ] such that
ŷi′(t0) = 0 upon completion of iteration t0; otherwise, the conclusion above holds
for T̂i′ . Let t0 be the earliest such slot and we have |Kt0 | > C since ŷi′(t0) = 0.
By Lemma 3, we have Kt0 ⊆ Kt. Thus, we have |Kt| > C, which contradicts the
original fact that |Kt| < C.

Finally, at each iteration of LDF(Ŝ) from d to 1, a sorting operation is done
in line 4, which leads to a time complexity of O(n̂ · log n̂). Thus the total time
complexity of LDF(Ŝ) is O(d · n̂ · log n̂) ≤ O(nkd log (kn)) where n̂ ≤ k · n. ■

3.2.3 Core Result

Theorem 1 There exists a feasible allocation to S on the C machines if and only
if S satisfies the boundary condition in Eq. (19). The time complexity of giving a
feasible allocation is O(nkd log (kn)).
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Algorithm 3: Greedy

1 A = ∅; // Record the set of tasks accepted

2 yi(t) = 0 for all Ti ∈ T and t ∈ [d]+;
3 v1/D1 ≥ vn/Dn ≥ · · · ≥ vn/Dn;
4 for i← 1 to n do

5 if
∑di

t=1 min{ki,W (t)} ≥ Di then
6 Accept Ti: A = A ∪ {Ti};
7 Allocate machines to Ti: Allocate(i);

Proof We first prove the ”if” direction, i.e., Algorithm 2 can produce a feasible
allocation if S satisfies the boundary condition. By Eq. (21) and (23), we have∑

Ti∈S Di =
∑

T̂i∈Ŝ D̂i. By Lemma 1, we have µC
t (S) = µC

t (Ŝ). Thus, if S satis-

fies Eq. (19), Ŝ satisfies Eq. (19). By Proposition 2, LDF(Ŝ) can give a feasible
allocation to Ŝ with a time complexity of O(nkd log (kn)) and by Lemma 2 there
exists a feasible allocation to S with a time complexity of O(nkd). Thus, if S
satisfies the boundary condition, Algorithm 2 can produce a feasible allocation to
S on the C machines with a time complexity of O(nkd log (kn)).

Next, we prove the ”only if” direction. For any t ∈ [d]+, the workload of S
processed in [1, t] does not exceed the capacity constraint Eq. (7):∑

Ti∈S

∑t

t̃=1
yi(t̃) ≤ C · t. (37)

By Proposition 1, we also have∑
Ti∈S

∑t

t̃=1
yi(t̃) ≥

∑
Ti∈S

Di − λC
t+1(S) = µC

t (S). (38)

By Eq. (37) and (38), the ”only if” direction holds. ■

4 Applications: Part I

In this section, we consider the objective of social welfare maximization and
illustrate the application of the results in Section 3 to the greedy strategy [1,23].

4.1 Generic Greedy Algorithm

A generic greedy algorithm framework is presented in Algorithm 3. We use
A ⊆ T to denote the set of tasks chosen and included into the solution. Initially,
A = ∅ and yi(t) = 0 for all Ti ∈ T and t ∈ [d]+. The set below

Y = {yi(t)|Ti ∈ T , t ∈ [d]+}

defines the current machine allocation state. Algorithm 3 have three components
and works as follows:
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Algorithm 4: Fully-Utilize(i)

1 for t← di to 1 do

2 yi(t)← min
{
ki,W (t), Di −

∑di
t=t+1

yi(t)
}
.

(i) Order: Consider tasks in non-increasing order of their marginal values (lines 3-
4). The marginal value of a task Ti is defined as v′i = vi/Di and is the criterion
used to judge the task efficiency, i.e., the value obtained when it utilizes one
machine per unit of time. We assume without loss of generality that

v′1 ≥ v′2 ≥ · · · ≥ v′n; (39)

(ii) Accepting condition: At each iteration i, the task Ti is the most efficient among
the remaining tasks {Ti, · · · , Tn}; then, consider whether to accept Ti or not
according to some condition (lines 5-6).

(iii) Allocation algorithm: If the task Ti being considered is accepted, use some al-
location algorithm, denoted as Allocate(i), to define the allocation of machines
to Ti: {yi(t)|t ∈ [di]

+} (line 7).

In Algorithm 3, we don’t specify the allocation algorithm Allocate(i). With
different specification of Allocate(i), Algorithm 3 can have many instances and
represents a class of greedy algorithms, which is referred to as Greedy. For ex-
ample, in [7], two greedy algorithms are proposed and are in fact two instances
of Algorithm 3. The preliminary and final algorithms in [7] are called Simple-
Greedy and GreedyRTL respectively. In SimpleGreedy, the allocation algorithm
can be simply specified as Algorithm 4. As shown in [7], the performance guarantee
of SimpleGreedy is 1/(1 + C

C−k ·
s

s−1 ). Further, the authors propose another spe-
cific allocation algorithm to improve SimpleGreedy; the resulting greedy algorithm
GreedyRTL achieves a performance guarantee C−k

C · s−1
s .

In this paper, we hope to understand the best possible performance guarantee
that Algorithm 3 can achieve, no matter what allocation algorithm Allocate(i) are
applied. Afterwards, we manage to instantiate Algorithm 3 that can achieve the
best possible performance guarantee.

Proposition 3 For any algorithm in the class Greedy and an arbitrarily small ϵ >
0, there exists an instance with minimum slackness s such that the social welfare
achieved by the schedule constructed by the algorithm is at most (1 + ϵ)( s−1

s + ϵ)
times the social welfare achieved by an optimal schedule.

Proof Let us consider a special instance:

(i) The number of machines is one, i.e., C = 1. There are n = 5 tasks. Each task
Ti has a deadline di, a workload Di, a parallelism bound ki, and a marginal
value v′i =

vi

Di
.

(ii) The first n− 1 tasks have the same features. Let d′1 = n− 1 = 4, and for any
task Ti with i ∈ [1, n− 1], we set di = d′1, Di = 1, ki = 1 and v′i = 1 + ϵ.

(iii) Let

d′2 = ⌈1/ϵ⌉ ≫ 2d′1 = 8. (40)

For the last task Tn, we set dn = d′2, Dn = d′2 − d′1 + 1, kn = 1 and v′n = 1.
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Fig. 3: The allocation to the chosen tasks where d′1 = n− 1 = 5 and d′2 = ⌈1/ϵ⌉ ≫
2d′1.

In this instance, by Eq. (3) and (4), we have

s= min

{
d′1,

d′2
d′2 − d′1 + 1

}
(a)
=

d′2
d′2 − d′1 + 1

(41)

where (a) is due to that
d′
2

d′
2−d′

1+1 = 1
1−(d′

1−1)/d′
2
≤ 2 ≤ d′1 where (d′1−1)/d′2 ≤ 1

2 by

Eq. (40). The first n tasks have a smaller deadline than Tn, and a larger marginal
value than Tn. By Algorithm 3, Greedy will always fully allocate resource to the
first d′1 = n−1 tasks as illustrated in Fig. 3(a); afterwards, since each task occupies

one time slot,
∑d′

1
t=1 W (t) = d′1 and W (t) = 0 for all t ∈ [d′1]

+; finally, the task

Tn is rejected since
∑d′

2
t=1 W (t) = d′2 − d′1 < Dn. The social welfare achieved by

Greedy is (1 + ϵ)d′1. On the other hand, the optimal schedule will execute the
task Tn in the interval [d′1, d

′
2] and execute the first n − 2 tasks in [1, d′1 − 1], as

illustrated in Fig. 3(b). The optimal social welfare is (1+ ϵ)(d′1−1)+(d′2−d′1+1).

Let ρ′ =
(1+ϵ)d′

1

(1+ϵ)(d′
1−1)+(d′

2−d′
1+1) . Then, ρ

′ =
(1+ϵ)d′

1

ϵ(d′
1−1)+d′

2
≤ (1 + ϵ)

d′
1

d′
2
. By Eq. (41),

we have s−1
s =

d′
1−1

d′
2

. Thus, ρ′ ≤ (1+ ϵ)( s−1
s + 1

d′
2
) ≤ (1+ ϵ)( s−1

s + ϵ) by Eq. (40),

and the proposition holds. ■

A ρ-approximation algorithm G is defined to be an algorithm for which the social
welfare f(x) of the approximate solution G(x) to any instance x will not be no less
than a factor ρ times the value OPT of an optimal solution. By Proposition 3, for
any algorithm in the class Greedy, an upper bound of its approximation ratio ρ is
(1 + ϵ)( s−1

s + ϵ) whose value is close to s−1
s .

4.2 Notation

Greedy considers tasks sequentially. The first considered task will be accepted
definitely and then we will use the feasibility condition to determine whether to
accept or reject the next task according to the current available resource and the
characteristics of this task. To describe the process under which Greedy accepts or
rejects tasks, we define the sets of consecutive accepted (i.e., fully allocated) and
rejected tasks A1,R1,A2, · · · . Specifically, let Am = {Tim , Tim+1, · · · , Tjm} be the
m-th set of the adjacent tasks that are accepted by Greedy where i1 = 1 while
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Rm = {Tjm+1, · · · , Tim+1−1} is the m-th set of the adjacent tasks that are rejected
following the set Am, where m ∈ [K]+ for some integer K. Integer K represents
the last step: in the K-th step, AK ̸= ∅ and RK can be empty or non-empty;
herein, we have

T = A1 ∪R1 ∪ A2 ∪ · · · ∪ RK (42)

A =
⋃K

m=1
Am (43)∑

t≤di

yi(t) =

{
Di if Ti ∈ A
0 if Ti ∈ ∪Km=1Rm

(44)

We also denote by cm the maximum deadline of all rejected tasks of ∪ml=1Rl, i.e.,

cm = maxTi∈∪m
l=1Rl

{di},

and by c′m the maximum deadline of ∪ml=1Al, i.e.,

c′m = maxTi∈∪m
l=1Al

{di}.

While the tasks in Am ∪ Rm are being considered, we refer to Greedy as being
in the m-th phase. Before the execution of Greedy, we refer to it as being in the
0-th phase. Upon completion of the m-th phase of Greedy, we define a threshold
parameter tthm such that

(i) if cm ≥ c′m, set tthm = cm, and

(ii) if cm < c′m, set tthm to any time slot in [cm, c′m].

Here, di ≤ tthm for all Ti ∈ ∪mj=1Rj . For ease of exposition, we let tth0 = 0.

4.3 A New Algorithmic Analysis

The main result of this subsection is Theorem 2. We will show that once the
resource allocation done by Greedy satisfies some features, its performance guar-
antee can be deduced immediately. For all m ∈ [K]+, upon completion of Greedy,
we define the following two features that we want the allocation to ∪mj=1Aj to
satisfy:

Feature 1 The total allocation to
⋃m

j=1Aj in [1, tthm ] is at least r · C · tthm , where
r ∈ [0, 1], i.e., ∑

Ti∈∪m
j=1Aj

∑tthm
t=1

yi(t) ≥ r · C · tthm .

Feature 2 For any task Ti ∈
⋃m

j=1Aj and all l ∈ [m,K], the maximum workload

of Ti is processed in
[
tthl + 1, d

]
, i.e.,∑di

t̃=tthl +1
yi(t̃) = min

{
Di, ki · (di − tthl )+

}
.

Theorem 2 If Greedy achieves a resource allocation structure that satisfies Fea-
ture 1 and Feature 2 for all m ∈ [K]+, it gives an r-approximation to the optimal
social welfare.
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In the rest, we prove Theorem 2; we will first provide an upper bound of the
optimal social welfare.

Proof Overview.We refer to the original problem of schedulingA1,R1, · · · ,AK ,RK

on C machines to maximize the social welfare as the MSW-I problem. The total
value generated by Greedy is as follows:

V1 =
∑

Ti∈A
vi =

∑
Ti∈A

Di · v′i (45)

where A is given in Eq. (43).

In the following, we define a relaxed version of the MSW-I problem. For any
m ∈ [K]+, assume that R′

m consists of a single task T ′
m. The deadline d′m of T ′

m

is tthm where tthm ≥ cm, its workload is infinite, its parallelism bound k′
m is C, and

its marginal value v′m is the largest one of the tasks in Rm:

v′im ≥ · · · ≥ v′jm ≥ v′m = v′jm+1. (46)

Let y′m(t) ∈ {0, 1, · · · , C} denote the number of machines allocated to a task T ′
m

at slot t ∈ [d′m]+. Partial execution of a task of A1,R′
1,A2, · · · ,R′

K by its deadline
on the C machines is allowed here and can yield linearly proportional value. In
particular, for any m ∈ [K]+, due to the characteristics of T ′

m defined above, its
allocation only need to satisfy:

0 ≤ y′m(t) ≤ C for any t ∈ [d′m]+. (47)

The value generated by the allocation of T ′
m is

∑d′
i

t=1 y
′
m(t) · v′m.

To differentiate the allocation of this relaxed problem from the allocation of
the MSW-I problem, we use ŷi(t) to denote the number of machines allocated to a
task Ti ∈ A at a slot t. Like Eq. (5), we have ŷi(t) ∈ {0, 1, · · · , ki} for any t ∈ [di]

+

and ŷi(t) = 0 for any t ∈ [di + 1, d] if di < d. However, if we decide to execute Ti,
the allocation to Ti in [1, di] only needs to satisfy the following condition:

0 <
∑

t≤di

ŷi(t) ≤ Di (48)

which is different from Eq. (6). The generated value is
∑di

t=1 ŷi(t) · v
′
i. Also, there

is a capacity constraint:

∑
Ti∈A

ŷi(t) +
K∑

m=1

y′m(t) ≤ C for any t ∈ [d]+. (49)

We consider scheduling A and R′
1, · · · ,R′

K on the C machines with the objective
of maximizing the social welfare, which is referred to as the MSW-II problem.

Lemma 4 The optimal social welfare OPT2 of the MSW-II problem is an upper
bound of the optimal social welfare OPT1 of the MSW-I problem, i.e., OPT1 ≤
OPT2.

Proof The proof can be found in Section 6.1. ■
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Lemma 5 An upper bound of the optimal social welfare of the MSW-II problem
is as follows:

OPT2 ≤ V1 +
∑K

m=1
V ′
2,m (50)

where V ′
2,m = (1− r) ·

(
tthm − tthm−1

)
· C · v′m and V1 is given in Eq. (45).

Proof The proof can be found in Section 6.2. ■

The following lemma shows how to use the allocation of the MSW-I problem
to bound

∑m
i=1 V

′
2,i.

Lemma 6 For any m ∈ [K]+, we have∑m

i=1
V ′
2,i ≤

1− r

r
·
∑

Ti∈∪m
j=1Aj

∑tthm

t=1
yi(t) · v′i.

Proof The proof can be found in Section 6.3. ■

By Eq. (44) and (45), we have
∑

Ti∈∪K
j=1Aj

tthK∑
t=1

yi(t) · v′i ≤ V1 where tthK ≤ d. By

Lemma 6, we have

V1 +
∑K

m=1
V ′
2,m ≤ V1 +

1− r

r
· V1 =

1

r
· V1.

Finally, by Lemmas 4 and 5, we have OPT1 ≤ OPT2 ≤ V1 +
∑K

m=1 V
′
2,m ≤ 1

r ·V1;
thus, V1 ≥ r ·OPT1 and Theorem 2 holds.

4.4 Optimal Algorithm Design

Initially, for all Ti ∈ T , yi(t) are set to zero at all slots. Recall in Section 4.2
the generic description of the executing process of a greedy algorithm. Now, we
introduce the proposed algorithm GreedyRLM, presented as Algorithm 5. It con-
siders the tasks in the non-increasing order of their marginal values (lines 2-4, 20).
In the m-th phase, when Ti is considered, GreedyRLM operates as follows:

(i) If
∑

t≤di
min{W (t), ki} ≥ Di, call Allocate-A(i) (lines 5-6); herein, Ti ∈ Am.

(ii) Otherwise, Ti is rejected. If the last task Ti−1 was accepted, go to find the last
task of Rm (lines 8-10); then set the threshold parameter tthm of the m-th phase
(lines 11-18).

In them-th phase, when Ti is accepted, Fully-Utilize(i) is first called in Allocate-
A(i). It considers slot t one by one from the deadline di towards earlier ones. At
each iteration t, we have

yi(t) = min{ki,W (t), Di −
∑d

t̃=t+1
yi(t̃)}. (51)

The allocation yi(t) of Ti at slot t is set according to the parallelism and capacity
constraints and the remaining workload to be processed after the allocation of the
previous iterations. Fully-Utilize(i) does not change the allocations of the previous
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Algorithm 5: GreedyRLM

Input : n tasks with typei = {vi, di, Di, ki}
Output: A feasible allocation of resource to tasks

1 initialize: yi(t)← 0 for all Ti ∈ T and 1 ≤ t ≤ d, m = 1, tth0 = 0;
2 without loss of generality, assume v′1 ≥ v′2 ≥ · · · ≥ v′n;
3 i← 1;
4 while i ≤ n do

5 if
∑

t≤di
min{W (t), ki} ≥ Di then

// in the m-th phase, Ti is accepted
6 Allocate-A(i), presented as Algorithm 6;

7 else
// Ti is rejected

8 if the last task Ti−1 was accepted then
// the allocation to Am was completed where jm = i− 1

9 while
∑

t≤di+1
min

{
W (t), ki+1

}
< Di+1 do

10 i← i+ 1;

// the last task of Rm is Tim+1−1 = Ti

11 if cm ≥ c′m then
12 tthm ← cm;

13 else

14 let t′min denote the earliest slot in [cm + 1, c′m] with W (t′min) > 0;
15 if such t′min exists then
16 set the threshold tthm to t′min − 1;

17 else
18 set the threshold tthm to c′m;

19 m← m+ 1; // GreedyRLM will enter the next phase

20 i← i+ 1; // afterwards, the first accepted task of Am is Ti

Algorithm 6: Allocate-A(i)

1 Fully-Utilize(i), presented as Algorithm 4;

2 if di ≥ tthm−1 + 2 then

3 AllocateRLM(i, tthm−1 + 2), presented as Algorithm 7;

tasks. Due to the condition in line 5, we have
∑di

t=1
yi(t) = Di upon completion

of Fully-Utilize(·).
Second, if di ≥ tthm−1 + 2, AllocateRLM(i, tthm−1 + 2) is called after Fully-

Utilize(i). It operates at each slot t from di to tthm−1 + 2 until the total allocation
of Ti in [1, t− 1] equals zero (lines 1, 2, 11). At each iteration t, Routine(∆, t) is
called to increase the number W (t) of available machines at t to ∆ (line 5); this
is realized by transferring the allocations of previously allocated tasks at t to an
earlier slot t′ with W (t′) > 0. Then, let θ = W (t) and the W (t) idle machines at t
will be additionally allocated to Ti (line 7); afterwards W (t) = 0. Correspondingly,
the allocations of Ti at the earliest slots will be also reduced by θ (line 8).

Example. Now, we illustrate the operation of GreedyRLM. Suppose there are
C = 3 machines and a set T of 4 tasks {T1, T2, T3, T4}. The task characteristics
are illustrated in Figure 4(a). Initially, tth0 = 0. In the first phase, first, T1 is
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Algorithm 7: AllocateRLM(i, x)

1 t← di;

2 while t ≥ x and
∑t−1

t̃=1
yi(t̃) > 0 do

3 ∆← min
{
ki − yi(t),

∑t−1
t̃=1

yi(t̃)
}
;

4 if ∆ > 0 then
5 flag ← 0, and call Routine(∆, t);

6 if W (t) > 0 then

7 θ ←W (t), and yi(t)← yi(t) +W (t);

8 let t′′ be such a slot that
∑t′′−1

t̃=1
yi(t̃) < θ and

∑t′′

t̃=1
yi(t̃) ≥ θ, and

execute the following operations:

1. θ ← θ −
∑t′′−1

t̃=1
yi(t̃),

2. for every t̃ ∈ [1, t′′ − 1], yi(t̃)← 0,

3. yi(t
′′)← yi(t

′′)− θ;

9 if flag = 1 then
10 exit AllocateRLM(i, x);

11 t← t− 1;

Algorithm 8: Routine(∆, t)

1 while W (t) < ∆ do

2 t′ ← the current time slot earlier than and closest to t so that W (t′) > 0;

3 if t′ ≤ tthm−1, or there exists no such t′ then
4 flag ← 1, break;

5 if
∑t′−1

t̃=1
yi(t̃) ≤W (t) then

6 flag ← 1, break;

7 let i′ be a task such that yi′ (t) > yi′ (t
′);

8 yi′ (t)← yi′ (t)− 1, yi′ (t
′)← yi′ (t

′) + 1;

Fig. 4: An Example of GreedyRLM.

accepted and Fully-Utilize(i = 1) is called: y1(t) = k1 = 1 for all t ∈ [6, 9], which
is illustrated in Figure 4(b). Second, T2 is accepted and Fully-Utilize(i = 2) is
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called: y2(t) = k2 = 1 for all t ∈ [6, 7], which is illustrated in Figure 4(c). For T1

and T2, AllocateRLM(i, 2) is called but has no effect on the previous allocation of
Fully-Utilize(i) since ∆ = 0 in AllocateRLM(i, 2).

Third, T3 is accepted. When Fully-Utilize(i = 3) is called, the allocation state
is illustrated in Figure 4(d). Next, AllocateRLM(i = 3, 2) is called. At iteration
t = di = 7, ∆ = 1 (line 3) and then Routine(∆, t = 7) is called (line 5): t′ = 5;
here, we have i′ = 2; the allocation of T2 at slot t is reduced by 1 and its allocation
at t′ is increased by 1. Afterwards, W (t) = 1. Returning to AllocateRLM(3, 2),
the allocation of T3 at t is increased by 1 to k3 = 2, and its allocation at the
earliest slot is reduced by 1 to maintain

∑d3

t=1
y3(t) = D3. Upon completion of the

iteration t = 7 of AllocateRLM(3, 2), the allocation state is illustrated in Figure
4(e). At iteration t = 6, ∆ = 1 (line 3) and then Routine(∆, t = 6) is called (line
5): t′ = 4; the allocation of T2 is reduced by one at t and increased by one at
t′. The allocation of T3 is increased by one at t, and its allocation at the earliest
slot is reduced by one. Upon completion of the iteration t = 6 of AllocateRLM(3,
2), the allocation state is illustrated in Figure 4(f). Fourth, T4 is rejected. Upon
completion of GreedyRLM, we have K = 1, A1 = {T1, T2, T3} and R1 = {T4};
since c′1 > c1, we have t′min = 8 and tth1 = 7.

On the whole, upon finishing each call to Allocate-A(·), we have that

– the amount W (t) of allocated machines at each slot t ∈ [1, d] does not decrease,

in contrast to the amount just before executing Allocate-A(·). On the other hand,
we have for all j ∈ [m,K] that W

(
tthj + 1

)
> 0 upon completion of the j-th phase

(i.e., the allocation to Aj) by the definition of tthj (see lines 11-18 of GreedyRLM).
Thus, we also have for every task Ti ∈

⋃m
l=1Al that

W
(
tthj + 1

)
> 0 (52)

before executing and after completing Allocate-A(i). In AllocateRLM(·), the al-
location of previous tasks needs to be transferred from t to an earlier slot. This
requires the existence of Ti′ in line 7 of Routine(·), which is shown below.

Lemma 7 The precondition of calling Routine(∆, t) is
∑t−1

t̃=1
yi(t̃) > 0 and ∆ > 0.

In Routine(∆, t), the task Ti′ in line 7 always exists if the conditions in lines 3
and 5 are false.

Proof Since ∆ > 0, we have

yi(t) < ki (53)

and
∑t−1

t̃=1
yi(t̃) > 0 before calling Routine(·), which further indicates

W (t) = 0 (54)

after Fully-Utilize(i) since at its iteration t we have yi(t) = min
{
ki,W (t), Di −

∑d
t=t+1 yi(t)

}
.

Since the conditions in the lines 3 and 5 of Routine(∆, t) are false, we have

yi(t
′) = ki (55)
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after Fully-Utilize(i) and

W (t′) > 0. (56)

By Eq. (7) and Eq. (53)-(56), we have W (t) − yi(t) > W (t′) − yi(t
′) at the first

iteration of Routine(·); then, there exists a Ti′ such that yi′(t
′) < yi′(t). In the

subsequent iteration of Routine(·), W (t) becomes > 0 since partial allocation of
Ti′ is transferred from t to t′; however, it still holds that W (t) < ∆ ≤ ki − yi(t).
So, we have

W (t)− yi(t) = C −W (t)− yi(t)

> W (t′)− ki = W (t′)− yi(t
′)

and such Ti′ can still be found like the first iteration. ■

Lemma 8 For any j ∈ [m,K], upon completion of Allocate-A(i), we have either
yi(t) = ki for all t ∈ [tthj + 1, di] or

∑di

t=tthj +1
yi(t) = Di, if di ≥ tthj + 1.

Proof We prove by contradiction. Suppose upon completion of Allocate-A(i) that
(i)
∑di

t=tthj +1
yi(t) < ki · (di − tthj ) if leni > di − tthj , and (ii)

∑di

t=tthj +1
yi(t) < Di

if leni ≤ di − tthj ; herein,
∑di

t=1
yi(t) = Di. In both cases, we have that

∑tthj

t=1
yi(t) > 0. (57)

and there exists a slot t̂ ∈ [tthj + 1, di] such that

yi(t̂) < ki. (58)

Eq. (57) also holds at the iteration t̂ of AllocateRLM(i, tthm−1 + 2). However, it
is impossible that the iteration t̂ would end with the states in Eq. (57) and (58):
herein, ∆ > 0, the slot t′ in line 2 of Algorithm 8 exists where t′ ≥ tthj +1 > tthm−1,
and the condition in line 5 is false since Eq. (57) holds. ■

Proposition 4 GreedyRLM gives an s−1
s -approximation to the optimal social wel-

fare with a time complexity of O(knd2max{d, n}).

In the rest, we will prove Proposition 4.

Lemma 9 The time complexity of GreedyRLM is
O(knd2max{d, n}).

Proof GreedyRLM considers the n tasks one by one. For the task Ti, the time com-
plexity comes from Allocate-A(i), which depends on AllocateRLM(·). In AllocateRLM(·),
each loop iteration at t ∈ [1, di] needs to seek the time slot t′ and the task Ti′ at
most Di times. The time complexities of respectively seeking t′ and Ti′ are O(d)
and O(n); the maximum of these two complexities is max{d, n}. Since di ≤ d and
Di ≤ D, we have that the time complexity of Allocate-A(i) is O(dDmax{d, n}).
Since D ≤ dk, we have that O(dDmax{d, n}) = O(kd2 max{d, n}). Finally, the
time complexity of GreedyRLM is O(knd2 max{d, n}). ■
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Due to Theorem 2, in the following, we only need to prove that Features 1 and 2
holds in GreedyRLM where r = s−1

s , which is given in Proposition 5 and 6. The
worst-case utilization of GreedyRLM is derived mainly by analyzing the resource
allocation state when a task Ti in the first m phases is rejected (the condition in
line 5 of GreedyRLM is not satisfied), and we have that

Proposition 5 Upon completion of GreedyRLM, Feature 1 holds in which r =
s−1
s .

Proof The omitted proof can be found in Section 6. ■

Proposition 6 For any j ∈ [m,K], upon completion of GreedyRLM, we have for
any Ti ∈

⋃m
l=1Al that either yi(t) = ki for all t ∈ [tthj +1, di] or

∑di

t=tthj +1
yi(t) =

Di, if di ≥ tthj + 1.

Proof By Lemma 8, for any m′ ∈ [m]+ and Ti ∈ Am′ , we have either yi(t) = ki
for all t ∈ [tthm′ + 1, di] or

∑di

t=tth
m′+1

yi(t) = Di upon completion of Allocate-A(i).

For any l ∈ [m′,K], we observe the subsequent execution of Allocate-A(·) after Ti

whose input is a task in Al and could conclude that,

(a) upon completion of Allocate-A(·), the allocations to Ti in [1, tthl−1] are still the
ones before executing it;

(b) Allocate-A(·) can only change the allocations of Ti in the range [tthl′ + 1, tthl′+1]
where l′ ∈ [l − 1,K] but does not change the total amount of the allocations
in [tthl′ + 1, tthl′+1].

As a result, every subsequent execution of Allocate-A(·) never changes the total
amount of allocations of Ti in [tthj + 1, tthj+1] for all j ∈ [m,K]. Further, upon

completion of GreedyRLM, the total amount of the allocations to Ti in [tthj +1, d]
equals its counterpart upon completion of Allocate-A(i).

In the following, we prove the two points (a) and (b) above. In the execution of
Allocate-A(·), Fully-Utilize(·) is first called and it does not change the allocation to
the previous tasks; then, AllocateRLM(·, tthl +2) is called in which only Routine(·)
(i.e., its lines 7-8) can change the allocation to the previous tasks including Ti. In
lines 7-8, a previous task Ti′ is found to change its allocations at t and t′; here,
t′ is defined in line 2 and tthl−1 < t′ < t. As a result, Allocate-A(·) cannot change

the allocations of the previous tasks in [1, tthl−1]; for all t ∈ [tthl′ + 1, tthl′+1] where
l′ ∈ [l,K], during the execution of the iteration of AllocateRLM(·) at t, we have
t′ ≥ tthl′ + 1. Hence, the change to the allocations of the previous tasks can only
happen in the interval [tthl′ + 1, tthl′+1]. ■

5 Applications: Part II

In this section, we illustrate the applications of the results in Section 3 to (i)
the dynamic programming technique for social welfare maximization, (ii) the ma-
chine minimization objective, and (iii) the objective of minimizing the maximum
weighted completion time.
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Algorithm 9: DP(T )

1 F ← {T1};
2 A(1)← {(∅, 0), (F , v(F))};
3 for i← 2 to n do
4 A(j)← A(i− 1);
5 for each (F , v(F)) ∈ A(i− 1) do
6 if {Ti} ∪ F satisfies the boundary condition then
7 if there exist a pair (F ′, v(F ′)) ∈ A(i) so that (1) H(F ′) = H(F ∪ {Ti}),

and (2) v(F ′) ≥ v(F ∪ {Ti}) then
8 Add ({Ti} ∪ F , v({Ti} ∪ F)) to A(i);
9 Remove the dominated pair (F ′, v(F ′)) from A(i);

10 else
11 Add ({Ti} ∪ F , v({Ti} ∪ F)) to A(i);

12 return argmax(F,v(F))∈A(n){v(F)};

5.1 Dynamic Programming

For the problem with social welfare, a subset of tasks is chosen to maximize
their total value, with the constraint that these tasks need to be completed by
their deadlines. For any solution, there must exist a feasible schedule for the chosen
tasks, and the set of chosen tasks in an optimal solution also needs to satisfy the
boundary condition by Theorem 1. Then, to find the optimal solution, we only need
address the following problem: if we are given C machines, how can we choose a
subset S of tasks in T such that (i) this subset satisfies the boundary condition,
and (ii) no other subset of selected tasks achieves a better social welfare? This
problem can be solved via the generic dynamic programming (DP) procedure.

To enable a DP algorithm, we need to identify a dominant condition for the
model of this paper [20]. Let F ⊆ T and recall the notation λC

t (F) in Eq. (10).
Now, we define a d-dimensional vector

H(F) =
(
λC
1 (F)− λC

2 (F), · · · , λC
d (F)− λC

d+1(F)
)
,

where we have for all t ∈ [d]+ that λC
t (F)−λC

t+1(F) denotes the maximum resource
that F can utilize on the C machines in the slot t after F has maximally utilized
λC
t+1(F) resource in [t+1, d]. Let v(F) denote the total value of the tasks in F and

then we introduce the notion of one pair (F , v(F)) dominating another (F ′, v(F ′))
if H(F) = H(F ′) and v(F) ≥ v(F ′), that is, the solution to our problem indicated
by (F , v(F)) uses the same amount of resource as (F ′, v(F ′)), but obtains at least
the same value.

We now give the general DP procedure DP(T ), also presented as Algorithm 9
[20]. Here, we iteratively construct the lists A(i) for all i ∈ [n]+. Each A(i) is a
list of pairs (F , v(F)), in which F is a subset of {T1, T2, · · · , Ti} satisfying the
boundary condition. Each list only maintains all the dominant pairs. Specifically,
we start with A(1) = {(∅, 0), ({T1}, v1)}. For each i = 2, · · · , n, we first set A(i)←
A(i − 1), and for each (F , v(F)) ∈ A(i − 1), we add (F ∪ {Ti}, v(F ∪ {Ti})) to
the list A(i) if F ∪ {Ti} satisfies the boundary condition. We finally remove from
A(i) all the dominated pairs. DP(T ) will select a subset S of T from all pairs
(F , v(F)) ∈ A(n) so that v(F) is the maximum.
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Algorithm 10: Machine Minimization

1 L = 1, U = k · n;
2 Compute the λt(T ) in Eq. (9) for all t ∈ [d]+;
3 while U − L > 1 do
4 M = ⌊(U + L)/2⌋;
5 Compute the λM

t (T ) in Eq. (10) for all t ∈ [d]+;

6 Compute the µM
t (T ) in Eq. (18) for all t ∈ [d];

7 if the boundary condition in Eq. (19) holds then
8 U = M ;

9 else
10 L = M ;

Proposition 7 DP(T ) outputs a subset S of T = {T1, · · · , Tn} such that v(S) is
the maximum value subject to the condition that S satisfies the boundary condition;
the time complexity of DP(T ) is O(nCd).

Proof The proof is similar to the one in the knapsack problem [20]. By induction,
we need to prove that A(i) contains all the non-dominated pairs corresponding
to feasible sets F ∈ {T1, · · · , Ti}. When i = 1, the proposition holds obviously.
Now suppose it hold for A(i − 1). Let F ′ ⊆ {T1, · · · , Ti} and H(F ′) satisfies
the boundary condition. We claim that there is some pair (F , v(F)) ∈ A(i) such
that H(F) = H(F ′) and v(F) ≥ v(F ′). First, suppose that Ti /∈ F ′. Then, the
claim follows by the induction hypothesis and by the fact that we initially set
A(i) to A(i− 1) and removed dominated pairs. Now suppose that Ti ∈ F ′ and let
F ′

1 = F ′ −{Ti}. By the induction hypothesis there is some (F1, v(F1)) ∈ A(i− 1)
that dominates (F ′

1, v(F ′
1)). Then, the algorithm will add the pair (F1∪{Ti}, v(F1∪

{Ti})) to A(i). Thus, there will be some pair (F , v(F)) ∈ A(i) that dominates
(F ′, v(F ′)). Since the space size of H(F) is no more than Cd, the time complexity
of DP(T ) is O(nCd). ■

Proposition 8 Given the subset of tasks S chosen by DP(T ), Sched(S) gives a
feasible schedule of S, which is an optimal solution to the welfare maximization
problem with a time complexity O(max{nCd, n logn}).

Proof It follows from Proposition 7 and Theorem 1. ■

Remark. As in the knapsack problem [20], to construct the algorithm DP(T ), the
pairs of the possible state of resource utilization and the corresponding best social
welfare have to be maintained and a d-dimensional vector has to be defined to
indicate the resource utilization state. This seems to imply that we cannot make
the time complexity of a DP algorithm polynomial in L.

5.2 Machine Minimization

In this subsection, we aim to finish all tasks of T by their given deadlines.
The minimal number of machines needed to produce a feasible allocation of T is
exactly the minimum C∗ such that the boundary condition is satisfied. An upper
bound of the minimum C∗ is k ·n and C∗ can be obtained through a binary search
procedure, which is formally presented in Algorithm 9.
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Algorithm 11: Minimizing Maximum Completion Time

1 max c = n ·maxTi∈T {leni};
2 U = max c ·maxTi∈T {vi}, L = maxTi∈T {vi};
3 while U > (1 + ϵ) · L do
4 M = (U + L)/2;
5 For every task Ti ∈ T , let di = ⌊M/vi⌋;
6 if Algorithm 2 produces a feasible schedule of T by Theorem 1 then
7 U = M ;

8 else
9 L = M ;

Proposition 9 There exists an exact algorithm for the machine minimization
objective with a time complexity of O(nd log (kn)).

Proof When Algorithm 9 ends, we have that (a) U = L+1 and (b) if we consider
scheduling T on U machines, the resulting boundary condition can be satisfied;
however, if we consider scheduling T on L machines, the boundary condition does
not hold. By Theorem 1, the final U is the optimal C∗. The binary search pro-
cedure itself in lines 2-9 has a time complexity of O(log (kn)). The operations of

computing {λt(T )}dt=1 and
{
λM
t (T )

}d
t=1

in lines 2 and 5 have a time complexity

of O(nd). Afterwards, the operations of computing
{
µM
t (T )

}d
t=0

in line 6 have a
time complexity of O(n + d). Thus, the total time complexity of Algorithm 9 is
O(nd log (kn)). ■

5.3 Maximum Weighted Completion Time Minimization

In this subsection, we are given the parameters Di, ki and vi of each task
Ti ∈ T ; here, with abuse of notation, vi represents the weight of Ti. We will finish
all the tasks of T on the C machines. The weighted completion time of a task Ti

is defined below:

wi(εi) = vi · εi. (59)

where εi is a positive integer and the time slot at which Ti is finished, i.e., εi =
max{t : yi(t) > 0}. For each task Ti ∈ T , we have

∑εi

t=1 yi(t) = Di. Our objective
is to minimize the maximum weighted completion time of all tasks of T , i.e.,

minimize maxTi∈T {wi(εi)}. (60)

Previously, Nagarajan et al. observed that the problem of minimizing the max-
imum weighted completion time can be reduced to a feasibility problem by intro-
ducing deadlines and applying a simple binary search [8]. This idea can be adapted
to solve the problem of this subsection, as we will see in Algorithm 11. Specifically,
suppose we have a schedule of T whose maximum weighted completion time is x
where x is a positive real number and wi(εi) ≤ x for all Ti ∈ T . Then, by Eq. (59),
we have an upper bound of the completion time εi of each task Ti ∈ T , denoted
as di(x):

di(x) = ⌊x/vi⌋. (61)
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Let D(x) = {di |Ti ∈ T , di = di(x)}. We apply the binary search procedure to the
core results in Section 3, and the resulting algorithm is presented in Algorithm 11.
For any task Ti ∈ T , an upper bound of its completion time is max c = n ·
maxTi∈T {leni}, and a lower bound is 1. By Eq. (59) and (60), we can thus set the
corresponding upper bound U and lower bound L of the optimal for our problem
(lines 1-2). Algorithm 11 operates until U ≤ (1 + ϵ) · L (line 3):

(i) Let M = (U + L)/2. We set the deadline of Ti ∈ T to di(M) such that when
every task Ti is finished by slot di(M), the maximum weighted completion time
of all tasks is no larger than M (lines 4-5).

(ii) If Algorithm 2 can produce a feasible schedule under the deadline setting
D(M), we set U = M (lines 6-7); otherwise, we set L = M (lines 8-9).

Lemma 10 For any positive real number x, if there exists a schedule of T , denoted
by Sched′, whose maximum weighted completion time is x, then we can always
obtain a feasible schedule of T under the deadline setting D(x) whose maximum
weighted completion time is no larger than x.

Proof In Sched′, we denote the completion time slot of Ti ∈ T by ε′i. By Theo-
rem 1, we can give a feasible schedule of T in which each task Ti is finished by the
slot ε′i. Since maxTi∈T {ε′i · vi} ≤ x, we have ε′i ≤ di(x) and di(x) · vi ≤ x by Eq.
(61). The lemma thus holds. ■

Proposition 10 There is a (1+ϵ)-approximation algorithm with a time complex-
ity of O(nkd log (kn) log (n/ϵ)) for scheduling independent malleable tasks under
the objective of minimizing the maximum weighted completion time of tasks.

Proof When Algorithm 11 ends, we can get a feasible schedule of T under the
deadline setting D(U) and cannot achieve this under the deadline setting D(L).
Here, U is an upper bound of the optimal maximum weighted completion time
achievable. By Lemma 10, we have that there does not exist a schedule whose
maximum weighted completion time is L and L is thus a lower bound of the
optimal maximum weighted completion time. Since U ≤ (1+ ϵ) ·L, the schedule of
T under the deadline setting D(U) gives a (1 + ϵ)-approximation algorithm. The
binary search procedure itself in lines 3-9 has a time complexity of O(logn/ϵ). By
Theorem 1, the test in line 6 has a time complexity of O(nkd log (kn)). Thus, the
total complexity of Algorithm 11 is O(nkd log (kn) log (n/ϵ)). ■

6 Related Proofs

6.1 Proof of Lemma 4

Let us consider an optimal allocation to A1,R1, · · · , AK ,RK for the MSW-I
problem. If we replace an allocation to a task in Rm with the same allocation to
a task in R′

m and do not change the allocation to Am, this generates a feasible
allocation for the MSW-II problem, which yields at least the same social welfare
by Eq. (46); hence, Lemma 4 holds.
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6.2 Proof of Lemma 5

Lemma 11 For any m ∈ [K]+, while the allocation of ∪mj=1Aj of the MSW-I
problem satisfies Features 1 and 2, we have:

µC
tthm

(
∪mj=1Aj

)
≥ r · C · tthm. (62)

Proof Due to Feature 2 and Definition 1, we have∑
Ti∈∪m

j=1Aj

∑d

t=tthm+1
yi(t)

=
∑

Ti∈∪m
j=1Aj

min
{
Di, ki · (di − tthm)+

}
=λtthm+1

(
∪mj=1Aj

)
By Eq. (11) and (13), we have

λC
tthm+1

(
∪mj=1Aj

)
=
∑

Ti∈∪m
j=1Aj

∑d

t=tthm+1
yi(t).

By Eq. (18), we have

µC
tthm

(
∪mj=1Aj

)
=
∑

Ti∈∪m
j=1Aj

∑tthm

t=1
yi(t)

Finally, by Feature 1, the lemma holds. ■

Lemma 12 Suppose there are K variables x1, x2, · · · , xK that satisfy:∑m

j=1
xj ≤ (1− r) · tthm · C for any m ∈ [K]+. (63)

Then,
∑K

m=1 xm · v′m achieves the maximum value when x∗
m = (1 − r) · (tthm −

tthm−1) · C for all m ∈ [K]+, where

v′1 ≥ v′2 ≥ · · · ≥ v′K .

Proof When the maximum value is achieved, we have∑K

j=1
xj = (1− r) · tthK · C; (64)

otherwise, for the case where m = K, we can increase the value of xK until the
equality in Eq. (63) is achieved to maximize

∑K
m=1 xm · v′m. In the following, we

only consider the solutions that satisfy Eq. (64) and these solutions only have two
cases: (i) xm = (1 − r) · (tthm − tthm−1) · C for all m ∈ [K]+ and (ii) there exists a
m′ ∈ [K]+ such that xm′ < (1− r) · (tthm′ − tthm′−1) ·C. We will prove that the value

of
∑K

m=1 xm · v′m under the solution in the first case is always no smaller than its
counterpart under a solution in the second case. Then, Lemma 12 will hold.

Without loss of generality, let m′ denote the smallest such m′ where

x′ = (1− r) · (tthm′ − tthm′−1) · C − xm′ > 0. (65)
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Then, if m′ ≥ 2, we also have

xm = (1− r) · (tthm − tthm−1) · C for m ∈
[
m′ − 1

]+
. (66)

By Eq. (64)-(66), we have m′ < K and∑K

j=m′+1
xj = (1− r) · (tthK − tthm′) · C + x′.

If the solution x1, x2, · · · , xK satisfies Eq. (64)-(66), then the value of
∑K

m=1 xm · v′m
is at least the same after we increase the value of xm′ in Eq. (65) by x′ to
(1 − r) · (tthm′ − tthm′−1) · C and simultaneously reducing the value of

∑K
j=m′+1 xj

by x′. ■

In the following, we use Lemmas 11 and 12 to prove Lemma 5. All tasks are
divided into A1,R′

1, A2, · · · ,R′
K . For any m ∈ [K]+, we first show which tasks are

not needed to be executed in [tthm−1 + 1, tthm ] in order to get an optimal allocation
that can achieve the maximum value: if m ≥ 2, the tasks of R′

1, · · · , R′
m−1 will

not be executed in [tthm−1 + 1, tthm ]; if m ≤ K − 1, the tasks of R′
m+1, · · · ,R′

K will
not be executed in [tthm−1 + 1, tthm ]. This says that, there exists an optimal alloca-
tion/schedule that only needs to allocate machines to the tasks of A1, · · · ,AK in
[1, d] and to the tasks of R′

m in [tthm−1 + 1, tthm ] for any m ∈ [K]+. In the rest of
this proof, we focus on such an optimal allocation.

The proof of the above conclusion is as follows. Given a m ∈ [K]+, if m ≥ 2, all
tasks ofR′

1, · · · ,R′
m−1 could not be processed in [tthm−1+1, tthm ] due to the deadline

constraint. If m ≤ K − 1, the marginal values of tasks satisfy v′m ≥ v′m+1 ≥ · · · ≥
v′K by Eq. (46); instead of processing R′

m+1, · · · ,R′
K in [tthm−1+1, tthm ], processing

R′
m could generate at least the same value or even a higher value.
Suppose we are considering an optimal schedule described above. Let

YA =
{
ŷi(t)|Ti ∈

⋃K

l=1
Al, t ∈ [d]+

}
denote the allocations of

⋃K
l=1Al in [1, d]. For any m ∈ [K]+, we define several

parameters below:

Cm = C · (tthm − tthm−1) (67)

Rm = Cm −
∑

Ti∈
⋃K

l=1 Al

∑tthm

t=tthm−1+1
ŷi(t) (68)

pm =
∑

Ti∈Am

(
Di −

∑d

t=1
ŷi(t)

)
(69)

Vpm =
∑

Ti∈Am

(
Di −

∑d

t=1
ŷi(t)

)
· v′i (70)

VA =
∑

Ti∈
⋃K

l=1 Al

∑d

t=1
ŷi(t) · v′i (71)

R′
m = Rm − pm (72)

The allocation of T ′
m in

[
tthm−1 + 1, tthm

]
is denoted as

Ym =
{
y′m(t)|t ∈

[
tthm−1 + 1, tthm

]}
.
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In an optimal solution, we have that the equality in Eq. (49) holds and thus∑tthm

t=tthm−1+1
y′m(t) = Rm (73)

where Rm is given in Eq. (68). By Eq. (46), we have

Vpm ≥ pm · v′m. (74)

The allocation of an optimal schedule is denoted as YA and
⋃K

m=1 Ym. By Eq.
(71) and (73), the corresponding optimal social welfare is as follows:

OPT2 = VA +
∑K

m=1
v′m ·Rm

(a)

≤ VA +
∑K

m=1
Vpm +

∑K

m=1
v′m ·R′

m

(b)

≤ V1 +
∑K

m=1
v′m ·R′

m

(75)

where inequality (a) is due to Eq. (72) and (74), and (b) holds since VA +∑K
m=1 Vpm =

∑
Ti∈

⋃K
l=1 Al

Di · v′i = V1 where V1 is given in Eq. (45). In the rest

of this proof, for any m ∈ [K]+, we prove
∑m

j=1 R
′
j ≤ (1 − r) · tthm · C. Then, by

Eq. (75) and Lemma 12, we have that Lemma 5 holds.
By Eq. (67), (68), (69) and (72), we have:

m∑
j=1

R′
j = tthm · C −

∑
Ti∈

K⋃
l=1

Al

tthm∑
t=1

ŷi(t)−
m∑

j=1

pj

≤ tthm · C −
∑

Ti∈
m⋃
l=1

Al

(
Di −

d∑
t=1

ŷi(t)

)
+

tthm∑
t=1

ŷi(t)

= tthm · C −

 ∑
Ti∈

m⋃
l=1

Al

Di −
∑

Ti∈
m⋃

j=1
Aj

d∑
t=tthm+1

ŷi(t)


(c)

≤ tthm · C − µC
tthm

(
∪mj=1Aj

) (d)

≤ (1− r) · tthm · C

Here, inequality (c) is due to Eq. (18) and (13); inequality (d) is due to Lemma 11.

6.3 Proof of Lemma 6

It suffices to prove that, the total allocation to ∪ml=1Al in [1, tthm ] could be
divided into m parts such that, for all l ∈ [1,m], (i) the l-th part has a size
r ·(tthl −tthl−1) ·C, and (ii) the allocation of the l-th part is associated with marginal
values no smaller than v′l. Then, the total value generated by executing the l-th
part is no smaller than 1−r

r times the total value generated by the allocation to R′
l
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in [tthl−1+1, tthl ]. As a result, the value generated by the total allocation to ∪ml=1Al

in [1, tthm ] is no smaller than 1−r
r times the value generated by the allocation to

T ′
1, · · · , T ′

m.
Due to Feature 1, the allocation to A1 achieves a utilization r in [1, tth1 ] and

we could use a part of this allocation as the first part whose size is r · tth1 · C.
Next, the allocation to A1 ∪A2 achieves a utilization r in [1, tth2 ]; we could deduct
the allocation used for the first part and get a part of the remaining allocation to
A1 ∪A2 as the second part, whose size is r · (tth2 − tth1 ) ·C. Similarly, we could get
the 3rd, · · · , m-th parts that satisfy the first point mentioned at the beginning of
this proof. Since the marginal value of the task of R′

l is no larger than the ones
of the tasks in ∪ll′=1Al′ for all 1 ≤ l ≤ m, the second point mentioned above also
holds.

6.4 Proof of Proposition 5

We consider a task Ti ∈ ∪ml=1Rl such that di = cm, and suppose Ti ∈ Rm′ for
some m′ ∈ [m]+. First, we analyze the resource allocation state at the moment
that Ti is rejected. Let µ denote the number of the slots t in [1, cm] with W (t) ≥ ki.
At this moment, we have µ ≤ leni−1 = ⌈di

si
⌉−1 since

∑
t≤di

min{ki,W (t)} < Di.
In the worst case, all machines are idle at the µ slots, and the total idle resource at
the other slots in [1, cm] is < Di−µ ·ki. As a result, we have the current utilization
of A1 ∪ · · · ∪ Am′ in [1, cm] is at least

C · di − µ · C − (Di − µ · ki)
C · di

≥ C · di −Di − (leni − 1) · (C − ki)

C · di

≥ C · (di − leni) + (C − ki) + (leni · ki −Di)

C · di

≥ s− 1

s
= r.

Second, we show, after Ti is rejected, the resource allocation by Allocate-A(j) to
each subsequent task Tj ∈ Al, where l ∈ [m′+1, L], doesn’t change the utilization
in [1, cm]; here, we have cm = cm′ ≤ tthm′ ≤ · · · ≤ tthm ≤ · · · ≤ tthL . Fully-Utilize(j)
doesn’t change the allocation to the previously accepted tasks. In AllocateRLM(j,
tthl +2), the operations of changing the allocation to other tasks happen in its call
to Routine(∆, t); due to the function of lines 7-8, the call to Allocate-A(j) will
never change the current allocation of A1∪· · ·∪Am′ in [1, cm]. Hence, if tthm = cm,
upon completion of GreedyRLM, the utilization of A1 ∪ · · · ∪ Am is at least r
where m′ ≤ m; if tthm > cm, since each time slot in [cm + 1, tthm ] is fully utilized
by the definition of tthm , the utilization in [cm + 1, tthm ] is 1 and the final resource
utilization will also be at least r.

7 Conclusion

In this paper, we study the problem of scheduling n malleable batch tasks
on C identical machines. Our core result is to give the first optimal scheduling
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algorithm so that C machines can be optimally utilized by a set of batch tasks.
We further derive four algorithmic results in obvious or non-obvious ways: (i) a
greedy algorithm for social welfare maximization with a pseudo-polynomial time
complexity of O(knd2max{d, n}) that achieves an approximation ratio of s−1

s , (ii)
the first dynamic programming algorithm for social welfare maximization with
a pseudo-polynomial time complexity of O(max{nCd, n logn}), (iii) the first ex-
act algorithm for machine minimization with a pseudo-polynomial time complex-
ity of O(nd log (kn)), and (iv) a (1+ϵ)-approximation algorithm with a pseudo-
polynomial time complexity of O(nkd log (kn) log (n/ϵ)) for minimizing the max-
imum weighted completion time of all tasks. Here, d is the maximum deadline of
tasks while k is the maximum parallelism bound of tasks.
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31. G. Mounié, C. Rapine, & D. Trystram. “A 3
2
-approximation algorithm for scheduling

independent monotonic malleable tasks.” SIAM Journal on Computing 37, no. 2 (2007):
401-412.

32. P.-F. Dutot, and D. Trystram. “Scheduling on hierarchical clusters using malleable tasks.”
In Proceedings of the thirteenth annual ACM symposium on Parallel algorithms and archi-
tectures, pp. 199-208. ACM, 2001.

33. R. Lepère, D. Trystram, & G. J. Woeginger. “Approximation algorithms for schedul-
ing malleable tasks under precedence constraints.” International Journal of Foundations of
Computer Science 13, no. 04 (2002): 613-627.

34. K. Jansen, & L. Porkolab. “Linear-time approximation schemes for scheduling malleable
parallel tasks.” Algorithmica 32, no. 3 (2002): 507-520.

35. W. Ludwig, & P. Tiwari. “Scheduling malleable and nonmalleable parallel tasks.” In Pro-
ceedings of the fifth annual ACM-SIAM symposium on Discrete algorithms, pp. 167-176.
SIAM, 1994.


