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ABSTRACT
Markov’s principle (MP) is an axiom in some varieties of construc-

tive mathematics, stating that Σ0
1
propositions (i.e. existential quan-

tification over a decidable predicate on N) are stable under double

negation. However, there are various non-equivalent definitions

of decidable predicates and thus Σ0
1
in constructive foundations,

leading to non-equivalent Markov’s principles. While this fact is

well-reported in the literature, it is often overlooked, leading to

wrong claims in standard references and published papers.

In this paper, we clarify the status of three natural variants of

MP in constructive mathematics, by giving respective equivalence

proofs to different formulations of Post’s theorem, to stability of

termination of computations, to completeness of various proof

systems w.r.t. some model-theoretic semantics for Σ0
1
-theories, and

to finiteness principles for both extended natural numbers and trees.

The first definition (MPP) uses a purely propositional definition of

Σ0
1
for predicates on natural numbersN, while the second one (MPB)

relies on functions N → B, and the third one (MPPR) on a subset

of these functions expressible in an explicit model of computation.

We then prove that MPP is strictly stronger than MPB, and that

MPB is strictly stronger thanMPPR for variants of Martin-Löf’s con-

structive type theory (MLTT), leading to separation results for the

above theorems. These separations are achieved through a model

construction of MLTT in TT
□
C , a type theory parameterised by ef-

fects, which can be syntactically restricted as needed. We replicate

effectful techniques going back to Kreisel twice to refute different

logical principles (first MPB, then MPP), while simultaneously sat-

isfying variants of those principles (firstMPPR, thenMPB) when
effects are restricted.

All our results are checked by a proof assistant.

Author version of paper published at 39th Annual ACM/IEEE Sympo-
sium on Logic in Computer Science (LICS ’24), July 8–11, 2024, Tallinn,
Estonia. https://doi.org/10.1145/3661814.3662104

1 INTRODUCTION
Markov’s Principle (MP) is a central principle in constructive math-

ematics, nowadays most commonly stated as follows [7, 8, 46]:

∀𝑓 : N → B. ¬¬(∃𝑛. 𝑓 𝑛 = true) → ∃𝑛. 𝑓 𝑛 = true

It states that Σ0
1
propositions, i.e. existential quantifications over

decidable predicates, are stable under double negation. While not

generally accepted in all flavours of constructive mathematics, it is

a principle of the Russian school led by Markov [3, Ch. 3]. It also

has a central status in constructive reverse mathematics [8, 20],

where it is well-known to be equivalent to a multitude of principles

spanning many areas of mathematics and theoretical computer

science, going back to Gödel’s insight that his completeness proof

for first-order logic w.r.t. Tarski semantics requires MP.

However, as is often the case when working in constructive

foundations, there are multiple, non-equivalent ways to define MP,

explainable by different possible definitions of when a predicate is

decidable. The standard reference book in constructive mathematics

by Troelstra and van Dalen discusses three versions [57]: The first,

to which we refer asMPP, states that existential quantification over

classical predicates 𝐴, i.e. predicates for which ∀𝑛 : N. 𝐴𝑛 ∨ ¬𝐴𝑛
holds, is stable under double negation. The second, to which we

refer as MPB, uses Boolean-valued functions instead of classical

predicates. Troelstra and van Dalen remark (in passing, without

a theorem) that MPP and MPB are equivalent under the axiom

of unique choice for natural number relations, and separable by

a model using lawless (choice) sequences. The third variant, re-

ferred to asMPPR, uses primitive recursive Boolean functions.MPB
and MPPR are equivalent under the axiom CT (“Church’s thesis”,

stating that any function 𝑓 : N → N is computable in a model of

computation such as Turing machines).

In general, the three variants of MP are not equivalent. The first
such separation result was shown by Smorynski [52], who proves

that MPPR is strictly weaker than MPP over Heyting arithmetic.

The proof is based on Kripke’s elaboration [32] of a proof idea of

independence of MP due to Kreisel [26].

While unique choice, rendering MPP and MPB equivalent, is

present in many constructive foundations, CT, rendering MPB and

MPPR equivalent, is only present in CRM and independent in all

other common foundations. Given the central status of MP in all

of constructive mathematics, it may be surprising that confusion

about these strictly different variants still arises frequently, though

the confusion can possibly be explained by the strong historic

connection of MP to CRM, where the variants coincide.
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However, at the time of writing,Wikipedia [63] and the nLab [37]

– two frequently consulted online sources maintained by well-

known researchers in the community – contain mistakes about

the status of MP, and so do recently published papers. We first dis-

cuss the rich history of consistency, independence, and separation

results before explaining the frequent mistakes and how the present

paper aims at clarifying the situation once and for all.

Derivability, Consistency, Independence. Derivability ofMPP as

a rule (only considering closed formulas) in (first-order) Heyting

arithmetic goes back to Gödel’s Dialectica interpretation [16], and

the first consistency proof for a (higher-order) formal system was

given for MPP by Kleene and Vesley [22]. Such consistency proofs

can even be given while maintaining properties integral to intu-

itionistic logic such as the witness property [17].

There seem to be twomain techniques to prove the independence

of MP, both going back to Kreisel.

In 1958, Kreisel [25] observed that using modified function realiz-

ability, the Independence of Premise axiom (IP) holds, but together

with MPPR implies that the limited principle of omniscience (LPO)

holds in the model – which is contradictory in realizability. This

technique was recently adapted by Pédrot and Tabareau [46] to

show the independence of MPB from constructive type theory –

a prominent, modern foundation of constructive mathematics –

using exceptions as effects to validate IP and then by showing that

adding MP would yield LPO again – which is contradictory since

the type theory is still computational.

In another paper published in 1958, Kreisel furthermorementions

the idea that free choice sequences can be used to refute MP [26].

This technique has its roots in Brouwer’s “weak counterexam-

ples” [59], that rely on sequences built from undecided predicates to

refute results. It was formally worked out by Kripke [32] (for his sys-

tem FC) as well as Kleene and Vesley [22] (for I). Myhill [36] gives

a more abstract account of the technique without using a model,

by assuming a strong form of Kripke’s schema and a negation of

a consequence of LPO, which in turn could be proved consistent

using free choice sequences. Recently, the technique was used by

Coquand and Mannaa [7] to show the independence of MPB for

constructive type theory, relying on a forcing extension of Martin-

Löf Type Theory [40] (MLTT); as well as by Cohen and Rahli [5],

who work in a general framework for effectful type theory, where

the forcing conditions used in [7] are internalized in the object

theory as effectful computations.

Clarifying the status of MP’s variants. In constructive reverse

mathematics [8, 20], where one proves equivalences between sub-

classical axioms and theorems, MP plays a central role. For in-

stance, variants of MP are known to be equivalent to Post’s the-

orem from computability theory [57], the statement that a com-

putation that does not run forever terminates (this form is used

in CRM), completeness theorems for first-order or propositional

logic [8, 13, 18, 50], the statement that if an extended natural num-

ber is not infinite it is finite (which seems to be folklore and is noted

in the nLab [37]), and the same statement for binary trees [2].

However, one needs to be careful not to confuse the different

variants of MP. At the time of writing, the nLab [37] states that

MPB is equivalent to “If a Turing machine does not run forever,

then it halts”. However, this is wrong in general, the statement

about Turing machines is only equivalent toMPPR, i.e. the stated
equivalence would need CT. Wikipedia [63] states thatMPTM – a

variant ofMPB which requires computability by Turing machines –

is equivalent to MPPR assuming CT. However, CT is not necessary

for the proof, since Kleene’s normal form theorem is provable with-

out axioms. Subsequently, Wikipedia states that MPB is equivalent

toMPTM – this equivalence requires CT. Similar problems can also

be found in research papers: E.g. Pédrot [44] states that MPB is

equivalent to “a Turing machine that does not loop necessarily

terminates”, which again is only equivalent to MPPR. An earlier

version of [49] contained a similar formulation.

In this paper, we aim to clarify the status of MP once and for

all. We explain how all three variants of MP are equivalent to

respective, but strictly different versions to the principles listed

above, including the one concerning termination.

Our proofs isolate the essence of the equivalences by working

against double negation elimination over general classes of predi-

cates. We identify the minimal closure properties for these classes,

which can then be instantiated to different definitions of Σ0
1
to yield

the usual proofs. Our proofs are valid in any concrete foundation

for constructive mathematics.

From Independence to Separation. In the same spirit as the work

by Coquand, Mannaa, Pédrot, Tabareau, Cohen, and Rahli [5, 7, 46]

adapting Kreisel’s ideas to type theory, we proceed to construct

models that separate the three variants of MP following Smoryn-

ski’s idea [52]. Concretely, we build models for variants of MLTT

relying on the effectful type theory TT
□
C [5], which is especially

well-suited for this task for two main reasons. (i) It is formalised in

Agda, and therefore provides high correctness guarantees, which is

especially valuable for such brittle proofs. (ii) It provides constructs

to syntactically restrict the effects terms can have, and in particular

allows syntactically quantifying over effect-free functions, meaning

that many arguments can be conducted in the object theory rather

than having to be carried out in the metatheory.

Metatheory. The equivalence proofs between MP and other prin-

ciples are conducted in informal constructivemathematics, meaning

they hold in all foundations giving formal meaning to constructive

mathematics. In particular they hold for intuitionistic higher-order

arithmetics such as HA𝜔 , intuitionistic set theories such as IZF

or CZF, or constructive type theories such as MLTT [40], the Cal-

culus of Inductive Constructions [43] (CIC), or Homotopy Type

Theory [58] (HoTT). The equivalence proofs are verified using the

Coq proof assistant [54], which implements CIC, because CIC is the

system among the ones mentioned above proving the least amount

of choice principles. The separation arguments are stated for MLTT

because MLTT is a sweet spot regarding the succinctness of its

definition and is at the heart of most dependent type theories. They

are verified using Agda [38, 39], because we are building on the

existing Agda formalisations of TT
□
C [5] and MLTT [1, 41].

We use standard notation (∀, ∃,∧,∨,→,¬,⊤,⊥);N for the type of

natural numbers;B for the type of Booleans true and false; List(𝐴)
for the type of lists over 𝐴 with elements [] and 𝑒 :: 𝑙 where 𝑒 : 𝐴
and 𝑙 : List(𝐴). In addition, 𝑙 ::

𝑟 𝑒 appends 𝑒 to 𝑙 , and 𝑙 ++ 𝑘

appends the list 𝑘 to 𝑙 .

Contributions. To summarise, our contributions are as follows:
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First, we give an encyclopedic overview of well-known equiva-

lence proofs in their most general form, simplifying several of them.

E.g., we observe that the equivalence of MP and Post’s theorem

can be seen as an instance of the equivalence proof of the law of

excluded middle and double negation elimination which makes

the logical complexity of the predicates involved explicit. We also

observe that completeness of a vast variety of well-known proof

systems w.r.t. model semantics is equivalent to MP, by isolating

that the system only has to be consistent (i.e. there needs to be an

unprovable formula) and compact (i.e. derivations w.r.t. a possibly

infinite theory only require finitely many assumptions). Secondly,

we give a separation of MPB and MPPR in TT
□
C , and use the same

strategy to separateMPP andMPB. Thirdly, we contribute a model

construction of MLTT in TT
□
C . This enables transporting the separa-

tion results to MLTT, yielding the first separation results for MP in

type theory, strengthening previous independence results [5, 7, 46].

Furthermore, it enables new independence and separation results

for MLTT via effectful techniques.

2 CONSTRUCTIVE NOTIONS OF EXISTENCE
In systems such as (higher-order) arithmetic or (first- or higher-

order) set theory, propositions are defined via a language of logic. In

type theory, one instead defines propositions as types via the Curry-

Howard isomorphism. This modeling has some degrees of freedom,

which entails what exactly is provable about propostions. In this

paper, we write P for the set or type of propositions, and ||𝑋 || for
the proposition that the type 𝑋 is inhabited. We call the operation

|| · || a (weak) propositional truncation operation, following [24].

In (dependent) type theory, propositional truncation can be used

to define (anonymous, logical) existence ∃ by applying it to the

dependent pair type Σ. In MLTT, no native truncation operation is

available and all types are morally identified with propositions, i.e.

one could define truncation as the identity, entailing ∃ := Σ.
In CIC, one has a separate (impredicative) universe of proposi-

tions and defines truncation of 𝐴 as the inductive proposition with

elements ||𝑎 || for 𝑎 : 𝐴. Case analysis on proofs of inhabitedness is

only allowed to produce another proof – never a type or something

like a natural number. Consequently, proofs of ∃ cannot be turned

into elements of the Σ type.

In HoTT, one models propositions semantically as types of which

all inhabitants are equal, and obtains that ||𝑋 || isomorphic to ∀𝑃 :

P. (𝑋 → 𝑃) → 𝑃 , i.e. one can eliminate from truncation into

arbitrary propositions. In particular, if 𝐴𝑥 ensures that 𝑥 is unique,

one can extract a witness 𝑥 from ∃𝑥 . 𝐴𝑥 .
As a consequence, the axiom of unique choice, which makes

a connection between (unique) existence and Σ explicit, becomes

provable in HoTT and MLTT:

∀𝑅 : 𝐴 → 𝐵 → P. (∀𝑎.∃!𝑏. 𝑅𝑎𝑏) → ∃𝑔.∀𝑎. 𝑅𝑎(𝑔𝑎)

This is because the proposition is equivalent to

∀𝑅 : 𝐴 → 𝐵 → P. (∀𝑎.∃!𝑏. 𝑅𝑎𝑏) → ||∀𝑎.Σ𝑏. 𝑅𝑎𝑏 ||

The full (type-theoretic) axiom of choice, replacing unique ex-

istence ∃! with existence ∃, however is only provable in MLTT.

Notably, all mentioned systems, including the set-theoretic ones,

prove the following variant of the axiom of choice for relations over

natural numbers, where the relation is computationally decidable:

∀𝑓 : 𝐴 → N → B. (∀𝑎.∃𝑏. 𝑓 𝑎𝑏 = true) → ∃𝑔.∀𝑎. 𝑓 𝑎(𝑔𝑎) = true

One often calls this (countable) Δ0

1
-choice. The proof of this princi-

ple differs by system. In MLTT, it is a simple consequence of the full

axiom of choice. In CIC, it can be constructed via explicit recursion

on an inductive well-foundedness proof of a certain relation. In

HoTT and set theory, it follows from unique choice, because the

following equivalence holds in all discussed systems:

∀𝑓 : N → B. (∃𝑛. 𝑓 𝑛 = true)
↔ (∃!𝑛. 𝑓 𝑛 = true ∧ ∀𝑚 < 𝑛. 𝑓𝑚 = false)

Note that in all systems, the Δ0

1
variant of choice immediately

generalises to the following Σ0
1
version where 𝑓 : 𝐴→N→N→B:

(∀𝑥 .∃𝑛.∃𝑚. 𝑓 𝑥𝑛𝑚 = true) → ∃𝑔. ∀𝑥 . ∃𝑚. 𝑓 𝑥 (𝑔𝑥)𝑚 = true

Note that for CIC, HoTT, and set theory, a Π0

1
variant where ∃𝑚

is replaced by ∀𝑚 is already not provable anymore. In CIC, even

the unique choice variant with ∃!𝑛.∀𝑚 for this fails.

3 MARKOV’S PRINCIPLES
Markov’s principle (MP) is a form of double negation elimination

for a certain class of propositions, namely Σ0
1
propositions. We

first discuss double negation elimination over arbitrary classes of

propositions𝐶 , and then introduce three non-equivalent definitions

of Σ0
1
, before using them to introduce three different variants of MP.

We call any 𝐶 : ∀𝑋 . (𝑋 → P) → P a class of predicates. When

dealing with such classes we leave the first type argument implicit.

We write𝐶 (𝑃) given a proposition 𝑃 as shorthand for𝐶 (𝜆_ : N. 𝑃).
We call a class𝐶 of predicates closed under disjunction if𝐶 (𝑝) →

𝐶 (𝑞) → 𝐶 (𝜆𝑥 . 𝑝𝑥 ∨ 𝑞𝑥), closed under point restriction if 𝐶 (𝑝) →
∀𝑥 : 𝑋 . 𝐶 (𝜆𝑦 : 𝑋 . 𝑝𝑥), and closed under emptiness if 𝐶 (𝜆𝑥 : 𝑋 . ⊥).

We now introduce double negation elimination over 𝐶-proposi-

tions, and prove that under certain mild assumptions on 𝐶 , this is

equivalent to double negation elimination over 𝐶-predicates.

𝐶-DNE := ∀𝑃 : P. 𝐶 (𝑃) → ¬¬𝑃 → 𝑃

Theorem 3.1. For any class𝐶 that is closed under point restriction,
𝐶-DNE is equivalent to ∀𝑝 : N → P. 𝐶 (𝑝) → ∀𝑛. ¬¬𝑝𝑛 → 𝑝𝑛.

Proof. The left-to-right direction requires closure under point

restriction, the other direction is straightforward. □

Note that while DNE (for the full class of all propositions) is

equivalent to the law of excluded middle LEM := ∀𝑃 . 𝑃 ∨¬𝑃 , we do
not further discuss 𝐶-LEM because the equivalence does not hold

for all classes 𝐶: Additionally to being closed under disjunction, 𝐶

would have to be closed under negation – a condition not fulfilled

by e.g. Σ0
1
predicates which we now introduce.

A predicate is Σ0
1
if it can be characterised by an existential

quantification followed by a decidable predicate. Three definitions

of decidable predicates arise naturally in sufficiently expressive

foundations of constructivemathematics: via classical predicates, i.e.

predicates𝐴 : N → P such that∀𝑛. 𝐴𝑛∨¬𝐴𝑛; via Boolean functions
𝑓 : N → B; and via computable Boolean functions defined using a



Liron Cohen, Yannick Forster, Dominik Kirst, Bruno da Rocha Paiva, and Vincent Rahli

model of computation, e.g. Turing machines (TMs). Formally:

P-D(𝑝) := ∀𝑥 . 𝑝𝑥 ∨ ¬𝑝𝑥
B-D(𝑝) := ∃𝑓 : N → B.∀𝑥 . (𝑝𝑥 ∧ 𝑓 𝑥 = true) ∨ (¬𝑝𝑥 ∧ 𝑓 𝑥 = false)

TM-D(𝑝) := ∃𝑓 : N → B.∀𝑥 . (𝑝𝑥 ∧ 𝑓 𝑥 = true) ∨ (¬𝑝𝑥 ∧ 𝑓 𝑥 = false)
∧ TM-computable𝑓

We verbalise the forms as propositionally decidable, Boolean decid-
able, and TM-decidable predicates. Note that TM-decidable pred-

icates are Boolean decidable, and Boolean decidable predicates

are propositionally decidable. Conversely, Boolean decidable pred-

icates are TM-decidable under the axiom CT (“Church’s thesis”),

stating that every function is (TM-)computable [28, 29]. Further-

more, propositionally decidable predicates are Boolean decidable

under unique choice. In systems with computational sum types

𝐴 + 𝐵, one has:

Lemma 3.2. B-D(𝑝) ↔ ||∀𝑥 . (𝑝𝑥) + (¬𝑝𝑥) ||

Those three definitions of decidability give rise to three natural

and non-equivalent definitions of Σ0
1
predicates. We can give the

definition parametrical in a definition of decidability:

𝐷-Σ0
1
(𝑝) := ∃𝐴 : 𝑋 → N → P. 𝐷 (𝑝) ∧ ∀𝑥 . 𝑝𝑥 ↔ ∃𝑛. 𝐴𝑥𝑛

We abbreviate P-D-Σ0
1
, B-D-Σ0

1
, and TM-D-Σ0

1
as P-Σ0

1
, B-Σ0

1
,

and TM-Σ0
1
respectively. Note that all three notions of Σ0

1
are closed

under disjunctions, point restriction, and emptiness.

We now introduce three versions of MP and then prove that they

are exactly DNE for the different notions of Σ0
1
introduced. Techni-

cally, we start by introducing four versions of MP in the forms they

often appear in the literature: using classical propositions, Boolean

functions, computable functions, and primitive recursive functions.

The last two versions of MP are well-known to be equivalent via

the Kleene normal form theorem, we give the proof below.

MPP := ∀𝐴 : N → P. (∀𝑛. 𝐴𝑛 ∨ ¬𝐴𝑛) →
¬¬(∃𝑛. 𝐴𝑛) → (∃𝑛. 𝐴𝑛)

MPB := ∀𝑓 : N → B.

¬¬(∃𝑛. 𝑓 𝑛 = true) → (∃𝑛. 𝑓 𝑛 = true)
MPTM := ∀𝑓 : N → B. TM-computable𝑓 →

¬¬(∃𝑛. 𝑓 𝑛 = true) → (∃𝑛. 𝑓 𝑛 = true)
MPPR := ∀𝑓 : N → B. primitive-recursive 𝑓 →

¬¬(∃𝑛. 𝑓 𝑛 = true) → (∃𝑛. 𝑓 𝑛 = true)

Theorem 3.3. We have MPP→MPB and MPB→MPTM due to

MPP ↔ P-Σ0
1
-DNE, MPB ↔ B-Σ0

1
-DNE, MPTM ↔ TM-Σ0

1
-DNE

The first implication is an equivalence given the axiom of unique

choice and the second under CT. MPB is proved independent from

type theory by Coquand and Mannaa [7] as well as by Pédrot and

Tabareau [46], andMPTM by Forster, Kirst, and Wehr [13] (called

MPL). In Appx. A we discuss that formulating MP via Σ instead of

∃, ¬∀¬ instead of ¬¬∃, or N instead of B does not matter.

Kleene’s normal form theorem [21] states that the termination

of any partial computable function can be expressed via a single

existential quantification and a primitive recursive predicate:

Theorem 3.4. Let 𝑓 be a partial computable function. Then there
exists a primitive recursive total function 𝑔 such that 𝑓 𝑥 terminates
with value 𝑣 if and only if ∃𝑛. 𝑔 𝑥 𝑣 𝑛 = true.

Since standard pairing function on the natural numbers are also

primitive recursive, we have that MPPR and MPTM are equivalent.

Theorem 3.5. MPPR ↔ MPTM

Proof. The right-to-left direction is straightforward, since any

primitive recursive function is TM-computable.

For the other direction, let 𝑓 be a TM-computable function.

Via the Kleene normal form theorem, we obtain a primitive re-

cursive 𝑔 such that ∀𝑥 . ∃𝑛. 𝑔 𝑥 (𝑓 𝑥) 𝑛 = true. Now, define ℎ𝑥 :=

𝑔 (𝜋1𝑥) true (𝜋2𝑥), where 𝜋1,2 are projections of pairing.
We have that ∃𝑛. 𝑓 𝑛 = true ↔ ∃𝑛𝑚. 𝑔𝑛 true 𝑚 = true ↔

∃𝑥 . 𝑔 (𝜋1𝑥) true (𝜋2𝑥) = true ↔ ∃𝑥 . ℎ𝑥 = true. In particular

¬¬(∃𝑥 . ℎ𝑥 = true) → (∃𝑥 . ℎ𝑥 = true) (which follows fromMPPR)
implies ¬¬(∃𝑛. 𝑓 𝑛 = true) → (∃𝑛. 𝑓 𝑛 = true). □

4 EQUIVALENCE TO OTHER PRINCIPLES
MP is central in constructive reverse mathematics [8, 20]. It is

equivalent to a wide range of principles from computability theory

(Post’s theorem and ¬¬-stability of termination of computations),

logic (completeness theorems), or regarding basic concepts such as

the one-point compactification of natural numbers or binary trees.

In this section, we define all these principles in a general form by

abstracting out classes of predicates, and then give the equivalence

proofs only requiring necessary closure properties of the classes.

The accompanying Coq proofs are in equivalences.v.

4.1 Post’s Theorem
Post’s Theorem (PT) [48, 57] states that Σ0

1
predicates with comple-

ment in Σ0
1
are decidable:

𝐷-PT := ∀𝑝 : N → P. 𝐷-Σ0
1
(𝑝) → 𝐷-Σ0

1
(𝜆𝑥. ¬𝑝𝑥) → 𝐷 (𝑝)

Theorem 4.1. Let 𝐶 be a class that is closed under disjunction,
point restriction, and emptiness. Then 𝐶-DNE if and only if ∀𝑥 . 𝑞𝑥 ∨
¬𝑞𝑥 for any 𝑞 : N → P such that 𝑞 and its complement are 𝐶 .

Proof. For the left-to-right direction, to prove 𝑞𝑥 ∨¬𝑞𝑥 , we can
apply 𝐶-DNE because 𝐶 is closed under disjunction. It suffices to

prove ¬¬(𝑞𝑥 ∨ ¬𝑞𝑥) which is an intuitionistic tautology.

For the other direction, to prove 𝑝𝑥 from ¬¬𝑝𝑥 , we apply the

assumption with 𝑞𝑦 := 𝑝𝑥 (i.e. the point restriction of 𝑝 to 𝑥).

Now, 𝑞 is in 𝐶 because it is a point restriction of 𝑝 and 𝑝 is in 𝐶 ,

and the complement of 𝑞 is in 𝐶 because it is empty due to the

assumption ¬¬𝑝𝑥 . □

Note that the statement degenerates to the fact that double nega-

tion elimination is equivalent to the law of excluded middle if 𝐶 is

chosen to be the class containing all predicates.

Corollary 4.2. MP is equivalent to PT for all three variants.

Proof. We prove that the propositional variant of PT from the

last theorem is individually equivalent to all three versions of PT.

For the backward directions, it suffices to observe that all definitions

of D(𝑝) imply ∀𝑥 . 𝑝𝑥 ∨ ¬𝑝𝑥 .
For the forwards direction for the P case, there is nothing to

prove. For the forwards direction of the B case, we need that

Σ0
1
(𝑝) → Σ0

1
(𝑞) → ∀𝑥 . 𝑝𝑥 ∨ 𝑞𝑥 → (𝑝𝑥) + (𝑞𝑥), see e.g. [10,
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Lem. 4.58]. The forwards direction of the PR case is then a simple

computability proof for the latter argument. □

The equivalence for MPB is formalised in Coq by Forster, Kirst,

and Smolka [11] the equivalence forMPPR by Forster and Smolka [14].

4.2 Termination of Computation
The statement of MP in CRM can be given as “a computation halts

if it does not run forever”.

We introduce here three versions of computability of relations

𝑅 : N→N→P: 𝑅 is B-computable, if there is a partial function

𝑓 : N ⇀ N (see e.g. [10, § 4.5]) such that ∀𝑥𝑦. 𝑅𝑥𝑦 ↔ 𝑓 𝑥 ↓ 𝑦. 𝑅

is TM-computable, if this function is furthermore computable in a

model of computation. Finally, we define that 𝑅 is P-computable if

its graph 𝜆(𝑥,𝑦). 𝑅𝑥𝑦 is P-Σ0
1
, because we can then prove:

Theorem 4.3. 𝑅 is computable if and only if its graph is Σ0
1
.

Proof. For P, the statement is trivial. For B, it requires using

step-indexed evaluation to 𝑛 such that 𝑓 𝑥 ↓ 𝑦 in 𝑛 steps. For TM, it

requires proving that this unbounded search is computable. □

With Thm. 3.1 we immediately have:

Corollary 4.4. The variants of MP are equivalent to the state-
ment that for any computable 𝑅, ∀𝑥 . ¬¬(∃𝑦. 𝑅𝑥𝑦) → ∃𝑦. 𝑅𝑥𝑦.

Note that in particular, the statement “a Turing machine halts if

it does not run forever” is equivalent to MPPR.

4.3 Extended Natural Numbers
One can model the extension of N with a point of infinity as monot-

onous infinite sequences of truth values 𝑏𝑖 (if 𝑏𝑖 then 𝑏 𝑗 holds for

𝑗 ≥ 𝑖). This type is also called the one-point compactification of the

natural numbers.MP is equivalent to “an extended natural number

which is not infinite is finite”. As far as we were able to find out,

this result seems to be folklore and is recorded in the nLab [37].

We define an extended natural number principle in 𝐶:

𝐷-ENNP :=∀𝑝 : N → P. 𝐷 (𝑝) → (∀𝑖 . 𝑝𝑖 → ∀𝑗 ≥ 𝑖 . 𝑝 𝑗)
→ ¬¬(∃𝑛. 𝑝𝑛) → ∃𝑛. 𝑝𝑛

The mentioned equivalence proof can again be given generically:

Theorem 4.5. 𝐷-Σ0
1
-DNE → 𝐷-ENNP, and the converse holds if

𝐷 fulfills 𝐷 (𝑝) → 𝐷 (𝜆𝑛. ∃𝑚 ≤ 𝑛. 𝑝𝑚).

It is a simple corollary then that the statement that an extended

natural number which is not infinite is finite is equivalent toMPP if

sequences are defined as predicates N → P, and to MPB if defined

as functions N → B. Defining sequences as computable functions
N → B is unusual, but is equivalent toMPPR.

4.4 Binary Trees
Berger, Ishihara, and Schuster [2] prove that MP is equivalent to

a principle regarding decidable binary trees, stating that “if a tree

is not infinite, then it is finite”. We introduce a tree as a predicate

on lists of Booleans, which contains the empty list and is closed

under taking prefixes. A tree is finite if it has a maximum depth,

and infinite if for any depth 𝑛 there is a path 𝑙 with length 𝑛.

We introduce a tree finiteness principle as follows:

𝐷-TFP := ∀𝜏 : List(B) → P.

𝐷 (𝜏) → 𝜏 [] → (∀𝑙1𝑙2 . 𝜏 (𝑙1 ++ 𝑙2) → 𝜏𝑙1) →
¬(∀𝑛.∃𝑙 . |𝑙 | = 𝑛 ∧ 𝜏𝑙) → ∃𝑛.∀𝑙 . |𝑙 | ≥ 𝑛 → ¬𝜏𝑙

Theorem 4.6. 𝐷-Σ0
1
-DNE ↔ 𝐷-TFP given that 𝐷 (𝜏) → 𝐷 (𝜆𝑛 :

N. ∀𝑙 : List(B). |𝑙 | = 𝑛 → ¬𝜏𝑙) (for the forwards direction),
𝐷 (𝐴) → 𝐷 (𝜆𝑙 : List(B) . ∀𝑛. 𝑛 < |𝑙 | → ¬𝐴𝑛) (for the backwards
direction), and 𝐷 (𝑝) → ∀𝑥 . 𝑝𝑥 ∨ ¬𝑝𝑥 .

Proof. For the forward direction, assume 𝐷-Σ0
1
-DNE, and let

an infinite tree 𝜏 in 𝐷 be given. First observe that it suffices to prove

∃𝑛. 𝑝𝑛 for 𝑝𝑛 := ∀𝑙 . |𝑙 | = 𝑛 → ¬𝜏𝑙 . We can then apply 𝐷-Σ0
1
-DNE

and the assumption that 𝐷 (𝑝). We have to deduce a contradiction

by assuming ¬∃𝑛.∀𝑙 . |𝑙 | = 𝑛 → ¬𝜏𝑙 , which we do by proving

that the tree is not in fact infinite ∀𝑛.∃𝑙 . |𝑙 | = 𝑛 ∧ 𝜏𝑙 . The relevant

observation is that ∃𝑙 . |𝑙 | = 𝑛 ∧ 𝜏𝑙 is logically decidable as long as

𝐷 (𝜏) ensures that 𝜏 is, the rest is tedious but straightforward.
For the backwards direction fix 𝐴 in 𝐷 and define the tree 𝜏𝑙 :=

∀𝑛 < |𝑙 |. ¬𝐴𝑛. By assumption, 𝐷 (𝜏). It now suffices to prove that 𝜏

is bounded if and only if ∃𝑛. 𝐴𝑛, which is again relying on the

assumption that if 𝐷 (𝐴), then 𝐴 is logically decidable. □

The conditions on 𝐷 hold for all variants of decidability we

introduced, because the first two concern bounded quantification

over decidable predicates, and all variants imply logical decidability.

Corollary 4.7. MPP is equivalent toP-D-TFP,MPB toB-D-TFP,
and MPPR to TM-D-TFP.

4.5 Completeness Theorems in Logic
Completeness theorems are a central topic both in constructive and

classical reverse mathematics.

Regarding the constructive line, it was already known to Gödel

that completeness of natural deduction w.r.t. Tarski semantics

over the (∀,→,⊥)-fragment of classical first-order logic implies

MPPR [27]. Regarding the classical line, it is a folklore theorem

that completeness theorems already for propositional logic require

comprehension principles such as Weak König’s Lemma [51].

A recent line ofwork byHerbelin, Ilik, Kirst, Forster, andWehr [13,

18, 19] has exposed that the reverse mathematical analysis can be

split into two phases: First, different forms of Markov’s principle

are equivalent to forms of stability of provability in proof systems.

Second, proving quasi-completeness, i.e. that certain forms of va-

lidity imply the double negation of provability require more logical

principles, depending on the connectives of the logic.

Wework with respect to a general class𝐶 of theories T : F → P.

If 𝐶 (T ) we call T a 𝐶-theory. We treat any list 𝐴 : List(F ) as a
theory implicitly.

We explain here the first connection as abstractly as possible,

using a type of formulas F : T , a constant ¤⊥ : F , and a proof

system · ⊢ · : (F → P) → F → P which supports the assumption

rule T𝜑 → T ⊢ 𝜑 , is consistent, i.e. [] ⊬ ¤⊥, and compact, i.e.

T ⊢ 𝜑 → ∃𝐴. (∀𝜓 ∈ 𝐴. T𝜓 ) ∧ 𝐴 ⊢ 𝜑 . The proof essentially

generalizes [50, Lem. 4.5]. Note that ¤⊥ just has to be an underivable

formula – we do not require any exfalso quod libet property.
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Theorem 4.8. Stability of 𝐶-theory provability implies 𝐶-DNE,
and the converse holds for any 𝐶 s.t. 𝐶 (T )→𝐶 (T ⊢ 𝜑).

Proof. The backwards direction is straightforward. We only

prove the forwards direction. Assume that for any T with 𝐶 (T )
provability is stable, and let a proposition 𝑃 with 𝐶 (𝑃) and ¬¬𝑃 be

given. Setting T𝜑 := 𝑃 we first prove as an intermediate result that

¬¬(T ⊢ ¤⊥): Since the goal is negative, we can turn the assumption

of ¬¬𝑃 into 𝑃 . It suffices to prove T ⊢ ¤⊥, which follows since

¤⊥ ⊢ ¤⊥ by the assumption rule and T ¤⊥ because 𝑃 holds. Now

because 𝐶 (𝑃) holds we have 𝐶 (T ) and thus T ⊢ ¤⊥ by assumption

of stability. Using compactness, this means that 𝐴 ⊢ ¤⊥ for some 𝐴

with ∀𝜓 ∈ 𝐴. T𝜓 . If 𝐴 is empty, we have a contradiction due to

[] ⊢ ¤⊥ and consistency. If 𝐴 is not empty, we have a formula in T
and thus 𝑃 holds as needed. □

The equivalences to MPB and MPPR for stability of classical

first-order provability are already proved in Coq by Forster, Kirst,

and Wehr [12]. Our proof can immediately be instantiated to prove

the equivalence ofMPP to the stability of classical first-order prov-

ability for P-Σ0
1
theories. The theorem also applies to other systems:

Corollary 4.9. Completeness for Σ0
1
-theories for classical first-

order logic and classical propositional logic w.r.t. Tarski models and
quasi-completeness for intuitionistic first-order logic and intuitionistic
propositional logic w.r.t. Kripke models are respectively equivalent to
the corresponding variant of MP.

Proof. Since quasi-completeness for all of these systems is con-

structively provable, completeness is respectively equivalent to

stability of provability. It is tedious but straightforward to prove

that provability in Σ0
1
theories is itself Σ0

1
. □

5 TT□
C PRIMER

To separate the three variants of MP mentioned above for MLTT,

we make use of an intermediate theory called TT
□
C , defining models

of MLTT as the composition of a translation of MLTT to TT
□
C and

models of TT
□
C . The TT

□
C family of type theories was put forward

in [5] as a general framework for exploring the validity status of

key principles such as the Law of ExcludedMiddle in various instan-

tiated type theories. Concretely, TT
□
C , which is formalised in Agda,

captures type theories (1) parameterised by a choice operator C of

stateful computations that can evolve non-deterministically over

time, captured by a poset W of worlds, and that can change the

state of the world; and (2) modeled through an abstract modal-

ity □. In this work, we focus on specific instantiations of TT
□
C

(i.e., □ and C) for satisfying or falsifying the various variants of

MP. The results presented below have also been formalised in

Agda: https://github.com/vrahli/opentt/blob/lics24/lics24.lagda. From now on

we will use the symbol Ó to link to the corresponding definition

or result in the formalisation. Some of the results presented below

are sometimes simplified compared to [5], as well as compared to

subsequent presentations [4, 6] and to the formalisation, in part

due to our focus on specific instantiations of TT
□
C .

5.1 Syntax
Fig. 1 presents a subset of TT

□
C ’s terms 𝑡 ∈ Term and contexts

Γ ∈ Ctxt, which is relevant for the purpose of this paper (see [5]

for more details), where 𝑥 belongs to a set of variables Var, 𝑛 is

a metatheoretical number, 𝑣 is a value, and 𝛿 belongs to a set of

choice names N discussed in Sec. 5.3. TT
□
C ’s syntax is similar to

that of MLTT [40], which is further discussed in Sec. 6, and whose

syntax is also presented in Fig. 1, along with an interpretation of

MLTT’s syntax in TT
□
C . Fig. 1 also presents some TT

□
C notation

that will be useful in the rest of this paper. Because MLTT and TT
□
C

share similar types, we make use of colors to distinguish the two:

blue for MLTT expressions and red for TT
□
C expressions.

Types are syntactic forms that are given semantics in Sec. 5.6

via a forcing interpretation. The type system includes the type of

natural numbers N, dependent products 𝚷𝑥 :𝐴.𝐵, dependent sums

𝚺𝑥 :𝐴.𝐵, disjoint union𝐴+𝐵, and a hierarchy of universesU𝑖 indexed

by universe levels, which for the purpose of this paper are numbers.

It also includes equality types 𝑎 = 𝑏 ∈ 𝐴 expressing that 𝑎 and 𝑏

are equal members of the type𝐴, and a truncation operator ↓𝐴 that

“erases” 𝐴’s computational content. The type E(𝐴) carves out an
effect-free subtype of 𝐴, and is further discussed in Sec. 5.5.

Compared to non-effectful type theories such as MLTT, dis-

cussed further in Sec. 6, TT
□
C additionally includes the following

computations (see Sec. 5.4 for further details): in the context of

this paper, 𝛿 is a choice name that can be thought of as a pointer

to a reference cell holding a list of values (Booleans in Sec. 7 and

propositions in Sec. 8); !𝑛(𝑘) is used to access the 𝑘 th choice pointed
to by 𝑛; fix(𝑡) is a general fixpoint operator; let 𝑥 = 𝑡 in 𝑢 allows

evaluating arguments in an otherwise call-by-name semantics.

5.2 Worlds
To capture the time notion underlying choice operators, TT

□
C is

parameterized by a Kripke frame [31, 32] defined as follows:

Definition 5.1 (Ó Kripke frame). A Kripke frame is defined as a

set of worlds W equipped with a reflexive and transitive binary

relation ⊑.

Let𝑤 range over W. We sometimes write𝑤 ′ ⊒ 𝑤 for𝑤 ⊑ 𝑤 ′
,

which is read𝑤 ′ extends𝑤 . LetP𝑤 be the collection of predicates on

world extensions, i.e., functions in ∀𝑤 ′ ⊒ 𝑤.P. Note that due to ⊑’s
transitivity, if 𝑃 ∈ P𝑤 then for every𝑤 ′ ⊒ 𝑤 , it naturally restricts

to a predicate in P𝑤′ . We make use of the following notation, where

𝑃 ∈ P𝑤 : ∀⊑𝑤 (𝑃) := ∀𝑤 ′ ⊒ 𝑤.𝑃 (𝑤 ′) and ∃⊑
𝑤 (𝑃) := ∃𝑤 ′ ⊒ 𝑤.𝑃 (𝑤 ′).

For readability, we sometime write ∀⊑𝑤 (𝑤 ′ .𝑃) instead of ∀⊑𝑤 (𝜆𝑤 ′ .𝑃)
and ∃⊑

𝑤 (𝑤 ′ .𝑃) instead of ∃⊑
𝑤 (𝜆𝑤 ′ .𝑃).

5.3 Choices
TT

□
C includes effectful computations that rely on worlds to record

choices and provides operators to manipulate the choices stored

in a world, which we now recall. Choices are referred to through

their names. A concrete example of such choices are reference cells

in programming languages, where a variable name pointing to

a reference cell is the name of the corresponding reference cell.

Another example, which we rely on in this paper, is the notion

of choice sequences [22, 30, 35, 55, 56, 60, 62], which stem from

Brouwer’s intuitionistic logic, and can be seen (and implemented)

as reference cells storing lists of values, e.g., numbers or Booleans.

Therefore, TT
□
C ’s computation system is parameterized by a set N

of choice names, equipped with a decidable equality, and an operator

https://github.com/vrahli/opentt/blob/lics24/lics24.lagda
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L135
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𝑡 ::= 𝑥 | 𝜆𝑥 : 𝑡 .𝑡 | 𝑡 𝑡 | O | S 𝑡 | Nind 𝑡 𝑡 𝑡 𝑡 | Π𝑥 :𝑡 .𝑡 | N | U
| ⟨𝑡, 𝑡⟩ | fst(𝑡) | snd(𝑡) | Σ𝑥 :𝑡 .𝑡 | ★ | 1 | 0ind 𝑡 𝑡 | 0

Γ ::= • | Γ, 𝑥 : 𝑡

⟦𝑥⟧ = 𝑥 ⟦𝜆𝑥 : 𝑇 .𝑡⟧ = 𝜆𝑥.⟦𝑡⟧
⟦O⟧ = 0 ⟦𝑓 𝑎⟧ = ⟦𝑓 ⟧ ⟦𝑎⟧
⟦U⟧ = U1 ⟦Π𝑥 :𝐴.𝐵⟧ = 𝚷𝑥 :⟦𝐴⟧.⟦𝐵⟧
⟦N⟧ = N ⟦Σ𝑥 :𝐴.𝐵⟧ = 𝚺𝑥 :⟦𝐴⟧.⟦𝐵⟧
⟦★⟧ = ★ ⟦⟨𝑡,𝑢⟩⟧ = ⟨⟦𝑡⟧, ⟦𝑢⟧⟩
⟦1⟧ = 1 ⟦fst(𝑡)⟧ = fst(⟦𝑡⟧)
⟦0⟧ = 0 ⟦snd(𝑡)⟧ = snd(⟦𝑡⟧)
⟦S 𝑡⟧ = S ⟦𝑡⟧ ⟦0ind 𝐴 𝑒𝑎⟧ = ⟦𝑒⟧

⟦Nind 𝑃 𝑧 𝑠 𝑛⟧ = Nind ⟦𝑧⟧ ⟦𝑠⟧ ⟦𝑛⟧
⟦•⟧ = • ⟦Γ, 𝑥 : 𝐴⟧ = ⟦Γ⟧, 𝑥 : ⟦𝐴⟧

𝑣 ::= 𝜆𝑥 .𝑡 | 𝑛 | ⟨𝑡, 𝑡⟩ | ★ | inl(𝑡) | inr(𝑡)
| 𝚷𝑥 :𝑡 .𝑡 | N | U𝑖 | 𝚺𝑥 :𝑡 .𝑡 | 𝑡 = 𝑡 ∈ 𝑡 | 𝑡+𝑡 | ↓𝑡
| 𝛿 | E(𝑡)

𝑡 ::= 𝑣 | 𝑥 | 𝑡 𝑡 | S 𝑡 | Nind 𝑡 𝑡 𝑡 | let ⟨𝑥,𝑦⟩ = 𝑡 in 𝑡
| case 𝑡 of inl(𝑥) ⇒ 𝑡 | inr(𝑦) ⇒ 𝑡

| let 𝑥 = 𝑡 in 𝑡 | !𝑡 (𝑡) | fix(𝑡)
Γ ::= • | Γ, 𝑥 : 𝑡

0 := 0 = 1 ∈ N !𝛿 := 𝜆𝑛.!𝛿 (𝑛)
1 := 0 = 0 ∈ N 𝑡1 → 𝑡2 := 𝚷𝑥 :𝑡1 .𝑡2
2 := 1+1 ¬𝑇 := 𝑇 → 0

t := inl(★) fst(𝑡) := let ⟨𝑥,𝑦⟩ = 𝑡 in 𝑥
f := inr(★) snd(𝑡) := let ⟨𝑥,𝑦⟩ = 𝑡 in 𝑦
if 𝑡1 then 𝑡2 else 𝑡3 := case 𝑡1 of inl(_) ⇒ 𝑡2 | inr(_) ⇒ 𝑡3

Figure 1:MLTT syntax (top/left), TT□
C syntax (top/right), MLTT interpretation in TT□

C (bottom/left), TT□
C notation (bottom/right)

that given a list of names, returns a name not in the list. This can

be given by, e.g., nominal sets [47]. In what follows we let 𝛿 range

over N , and take N to be N for simplicity. Choices are defined

abstractly as follows:

Definition 5.2 (Ó Choices). A choice operator is a set C ⊆ Term
of choices, ranged over by 𝑐 , that contains two syntactically different
values 𝜿 and 𝝈 (𝜿 is sometimes referred to as the “default” choice),

equipped with a partial function read ∈ W → N → N → C, and
total functions 𝜈C ∈ W → N and start𝜈C ∈ W → W. Given

𝑤 ∈ W, 𝛿 ∈ N , and 𝑛 ∈ N: the choice read(𝑤, 𝛿, 𝑛), if it exists,
is meant to be the 𝑛th-choice made for 𝛿 w.r.t.𝑤 ; 𝜈C(𝑤) is meant

to return a new choice name not present in 𝑤 ; and start𝜈C(𝑤)
is meant to return an extension of 𝑤 with the new name 𝜈C(𝑤).
Those functions are required to satisfy the following properties:

E1 ∀(𝑤 : W).𝑤 ⊑ start𝜈C(𝑤)
E2 Initially, the only possible choice is the default choice, i.e.:

∀(𝑤 : W).defC(start𝜈C(𝑤), 𝜈C(𝑤)), where
defC(𝑤, 𝛿) := ∀(𝑛 : N) (𝑐 : C).read(𝑤, 𝛿, 𝑛) = 𝑐 → 𝑐 = 𝜿

We require C ⊆ Term, so that a choice read using read can be

used in a TT
□
C computation (see Sec. 5.4).

In particular, choice sequences of Booleans, which are ever in-

creasing finite lists of Booleans, form a choice operator:

Example 5.3 (Ó Choice Sequences). We define choice sequences of

Booleans as follows. LetN := N and C := {𝝈 ,𝜿}, where 𝝈 := t and

𝜿 := f (this example is in particular used in Sec. 7, where while the

default choice is f , it is always possible to make the syntactically

different choice t). Worlds are lists of entries: W := List(N ×
List(C)). ⊑ is the reflexive transitive closure of two operations

that allow: (i) creating a new choice sequence by extending a world

𝑤 with a name 𝛿 not occurring in 𝑤 as follows: (𝛿, []) :: 𝑤 ; and

(ii) updating an existing choice sequence by appending a choice to

the corresponding list, i.e., if (𝛿, 𝑙) occurs in𝑤 , a new 𝛿-choice 𝑐 is

made by replacing (𝛿, 𝑙)with (𝛿, 𝑙 ::𝑟 𝑐) in𝑤 .We define read(𝑤, 𝛿, 𝑛)
so that it returns 𝑙 ’s𝑛th element if (𝛿, 𝑙) occurs in𝑤 , and is undefined

otherwise. 𝜈C(𝑤) returns a choice sequence name not occurring

in𝑤 ; and start𝜈C(𝑤) uses the first operation described above to add
a new choice sequence entry to𝑤 with name 𝜈C(𝑤). Property E2

in then trivially satisfied because new choice sequence entries are

always of the form (𝛿, []), and so trivially for any 𝑐 in [], 𝑐 is 𝜿 .

As we will see below it is important in Ex. 5.3 that worlds only

store a finite number of values for each choice sequence (the lists

of choices made so far), which is a key aspect of choice sequences,

because in Sec. 7.1 we will need the ability to make the choice t in

any world (using Def. 7.1), and in addition the ability to keep on

making the default choice f (using Def. 7.2). Note that those choices

are not made using TT
□
C computations, but in the metatheory,

through the ⊑ relation by extending worlds.

5.4 Operational Semantics
TT

□
C ’s call-by-name operational semantics (Ó) is defined using a

relation𝑤 ⊢ 𝑡 ↦→ 𝑡 ′, which captures that 𝑡 reduces to 𝑡 ′ in one step

of computation w.r.t. the world 𝑤 . Its main cases are as follows,

where 𝑡 [𝑥\𝑢] stands for the capture-avoiding substitution of all the

free occurrences of 𝑥 in 𝑡 by 𝑢, and where 𝑣 is a value:

𝑤 ⊢ (𝜆x .t ) u ↦→ t [x\u] 𝑤 ⊢ let 𝑥 = 𝑣 in 𝑡 ↦→ 𝑡 [𝑥\𝑣 ]
𝑤 ⊢ S 𝑛 ↦→ 1 + 𝑛 𝑤 ⊢ !𝛿 ( 𝑛 ) ↦→ read(𝑤,𝛿,𝑛)
𝑤 ⊢ Nind 𝑡1 𝑡2 0 ↦→ 𝑡1 𝑤 ⊢ Nind 𝑡1 𝑡2 1 + 𝑛 ↦→ 𝑡2 𝑛 (Nind 𝑡1 𝑡2 𝑛)
𝑤 ⊢ let ⟨𝑥, 𝑦⟩ = ⟨𝑡1, 𝑡2 ⟩ in 𝑡 ↦→ 𝑡 [𝑥\𝑡1; 𝑦\𝑡2 ]
𝑤 ⊢ case inl(𝑡 ) of inl(𝑥 ) ⇒ 𝑡1 | inr(𝑦) ⇒ 𝑡2 ↦→ 𝑡1 [𝑥\𝑡 ]
𝑤 ⊢ case inr(𝑡 ) of inl(𝑥 ) ⇒ 𝑡1 | inr(𝑦) ⇒ 𝑡2 ↦→ 𝑡2 [𝑦\𝑡 ]

Therefore, through the rule for !, a choice name 𝛿 can be used in a

computation to access (or “read”) choices from a world. This allows

getting the 𝑛th 𝛿-choice from the current world𝑤 .

We indicate with boxes the arguments that have to be reduced

before these axioms can be used. We omit the congruence rules

that allow computing within terms such as: if𝑤 ⊢ 𝑡1 ↦→ 𝑡2 then𝑤 ⊢
𝑡1 (𝑢) ↦→ 𝑡2 (𝑢). We denote by _ ⊢ _ ↦→∗

_ the reflexive transitive

closure of the _ ⊢ _ ↦→ _ relation, i.e., 𝑤 ⊢ 𝑎 ↦→∗ 𝑏 states that 𝑎

computes to 𝑏 in 0 or more steps, w.r.t. the world 𝑤 . We further

define 𝑤 ⊢ 𝑎 �⇒ 𝑏 := ∀⊑𝑤 (𝑤 ′ .𝑤 ′ ⊢ 𝑎 ↦→∗ 𝑏), which captures that 𝑎

computes to 𝑏 in all extensions of𝑤 .

https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L138
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L141
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L144
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5.5 Different Levels of Effects
As made precise in Sec. 5.6, TT

□
C ’s type system allows capturing

different levels of effects that we now explain. However, we only

present those relevant to the present discussion, introducing a sub-

set of TT
□
C where types are either types of effect-free computations,

or are types of expressions that can potentially read choices us-

ing the ! operator. Furthermore, as we focus on choice sequences

in this paper, while more choices can be made over time, once a

choice has been made, it cannot be modified. Therefore, if !𝛿 (𝑘)
reduces to a number in some world𝑤1 then it reduces to that same

number in any 𝑤2 ⊒ 𝑤1, and it follows that if 𝑤 ⊢ 𝑎 ↦→∗ 𝑏 then

𝑤 ⊢ 𝑎 �⇒ 𝑏 holds too. Hence, we enforce that all types are closed

under𝑤 ⊢ 𝑎 �⇒ 𝑏 in Sec. 5.6.

In addition to the above effects, and in order to implement more

general forms of references, TT
□
C ’s computation system further

allows adding and modifying choices as explained in [4], which we

omit from the presentation. Furthermore, while types such as N

are defined using 𝑤 ⊢ 𝑎 �⇒ 𝑏 in Fig. 2, when considering TT
□
C

in its full generality, these types are defined using 𝑤 ⊢ 𝑎 ↦→∗ 𝑏

instead so as to allow for a wide range of effects by default. Type

modalities can then be used to restrict the level of reading (through

a R modality, that enforces that𝑤 ⊢ 𝑎 �⇒ 𝑏 whenever𝑤 ⊢ 𝑎 ↦→∗ 𝑏)
and writing (through a W modality) expressions can perform. For

example, the N type contains expressions of the form 𝑘 as well as

effectful computations of the form !𝛿 (𝑘) when choices are numbers,

even when !𝛿 (𝑘) returns different numbers in𝑤1 and𝑤2 ⊒ 𝑤1.

It then becomes critical for example to prove that𝑤 ⊨ !𝛿 ∈N → 2

when choices are Booleans (see Thm. 5.8, which is key to prove the

separation result presented in Sec. 7), that the R and Wmodalities are

applied to N to restrict the effects indices can have. Consequently,

in the TT
□
C interpretation of MLTT discussed in Sec. 6, in order to

uniformly interpret MLTT datatypes, the R and W modalities need

to be applied to all corresponding TT
□
C datatypes. A type of the

form R(W(𝐴)) is then a type of potentially effectful expressions, that

are however not observable, in particular in the sense that choices

do not change once they have been made. Those modalities are also

critical to validate elimination rules, e.g., for numbers, because, as

explained in [45], we cannot have both observational effects and

dependent elimination, while we can validate an elimination rule

for R(W(N)) since the effects are not observable in the above sense.

However, as we restrict the presentation of TT
□
C in this paper

to a subset of its effects, those modalities become moot and can

therefore be omitted altogether. The only modality we require is E.
The type E(𝐴) is a subtype of𝐴, which is inhabited by𝐴’s elements

that compute to effect-free expressions. Its semantics in Sec. 5.6 is

defined in terms of the effect-free(𝑡) predicate that expresses that
no expressions of the form !𝑡 (𝑢) occur in 𝑡 .

5.6 Forcing Interpretation
TT

□
C ’s types are interpreted via the forcing interpretation presented

in Fig. 2 in which forcing conditions are worlds (we omit universes

for readability). This interpretation, adapted from [5, 6], and rem-

iniscent of sheaf models such as [15, 33, 42, 53, 61], is a logical

relation defined using induction-recursion [9] as follows: (1) the in-

ductive relation𝑤 ⊨ 𝑇1 ≡𝑇2 expresses type equality at the world𝑤 ,

i.e., the two closed terms 𝑇1 and 𝑇2 are equal types at the world𝑤 ;

(2) the recursive function 𝑤 ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇 expresses equality in a

type, i.e., that the two closed terms 𝑡1 and 𝑡2 are equal expressions

in the type𝑇 at the world𝑤 . We further use the following notation:

𝑤 ⊨ 𝑡 ∈𝑇 := 𝑤 ⊨ 𝑡 ≡ 𝑡 ∈𝑇 𝑤 ⊨ 𝑇 := ∃(𝑡 : Term) .𝑤 ⊨ 𝑡 ∈𝑇
Fam𝑤 (𝐴1, 𝐴2, 𝐵1, 𝐵2) := 𝑤 ⊨ 𝐴1 ≡𝐴2

∧ ∀⊑𝑤
(
𝑤 ′ .∀(𝑎1, 𝑎2 : Term) . 𝑤 ′ ⊨ 𝑎1 ≡𝑎2 ∈𝐴1

→ 𝑤 ′ ⊨ 𝐵1 [𝑥\𝑎1] ≡𝐵2 [𝑥\𝑎2]

)
When 𝑤 ⊨ 𝑇 , we say that 𝑇 is inhabited at world 𝑤 . This forcing

interpretation is parametrized by a modality □:

Definition 5.4 (Ó Modality). A modality □ is a family of predi-

cates □𝑤 ∈ P𝑤 → P over worlds 𝑤 , which satisfy the following

properties, where we write □𝑤 (𝑤 ′ .𝑃) for □𝑤𝜆𝑤
′ .𝑃 , and where the

free variables𝑤∈W, 𝑃,𝑄∈P𝑤 , and 𝑝∈P are universally quantified:

□1 (monotonicity): ∀⊑𝑤 (𝑤 ′ .□𝑤𝑃 → □𝑤′𝑃)
□2 (distribution): □𝑤 (𝑤 ′ .𝑃 𝑤 ′ → 𝑄 𝑤 ′) → □𝑤𝑃 → □𝑤𝑄

□3 (density): □𝑤 (𝑤 ′ .□𝑤′𝑃) → □𝑤𝑃

□4 (weakening): ∀⊑𝑤 (𝑃) → □𝑤𝑃

□5 (reflexivity): □𝑤 (𝑤 ′ .𝑝) → 𝑝

The above properties are in particular key in proving that the

above interpretation yields a type system in the sense of Thm. 5.6.

Modalities are derived from covering relations [5, Prop. 23],

where 𝑤 ⊳ 𝑜 captures that 𝑜 ∈ P𝑤 “covers” the world 𝑤 , as fol-

lows:

□𝑤𝑃 := ∃(𝑜 : P𝑤).𝑤 ⊳ 𝑜 ∧ ∀⊑𝑤 (𝑤 ′ .𝑜 (𝑤 ′) → 𝑃 (𝑤 ′))

Coverings are simpler to define than modalities. However modali-

ties are easier to reason about than coverings. Covering relations

are required to satisfy suitable properties discussed in [5, Def. 22]

to be able to derive modalities from them. We focus in this paper on

Beth coverings, which allow capturing aspects of choice sequences

(see Thm. 5.8), which we use to falsify some versions ofMP. In par-

ticular, Beth coverings capture the fact that choices are not always

immediately available in a world, but only eventually.

Example 5.5 (Ó Beth Covering). The Beth covering is defined as

follows, i.e., 𝑤 ⊳𝐵 𝑜 whenever 𝑜 contains at least one world from

each “branch” (captured by chain below) starting from𝑤 :

𝑤 ⊳𝐵 𝑜 := ∀𝑐 : chain(𝑤) .∃(𝑛 : N) (𝑤 ′
: W).𝑤 ′ ⊑ (𝑐 𝑛) ∧ 𝑜 (𝑤 ′)

where chain(𝑤) is the set of sequences of worlds in N → W such

that 𝑐 ∈ chain(𝑤) iff (1)𝑤 ⊑ 𝑐 0, (2) for all 𝑖 ∈ N, 𝑐 𝑖 ⊑ 𝑐 (𝑖 + 1); and
(3) 𝑐 is progressing, which is formally defined in [5, Def. 25], and

informally captures that there exists two worlds𝑤1 ⊑ 𝑤2 along 𝑐

and an 𝑛 such that read(𝑤1, 𝛿, 𝑛) is undefined, while read(𝑤2, 𝛿, 𝑛)
is defined, and this infinitely often for all choice names 𝛿 .

We finally show that the semantics presented in this section

allows proving that TT
□
C is a standard type system:

Theorem 5.6 (Ó). Given a computation system with choices C
and a modality □, TT□C is a standard type system in the sense that its
forcing interpretation induced by □ satisfies the following properties

https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L147
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L150
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L153


Separating Markov’s Principles

Numbers • 𝑤 ⊨ N ≡N ⇐⇒ ⊤
• 𝑤 ⊨ 𝑡 ≡ 𝑡 ′ ∈ N ⇐⇒ □𝑤 (𝑤′ .∃(𝑛 : N) .𝑤′ ⊢ 𝑡 �⇒ 𝑛∧𝑤′ ⊢ 𝑡 ′ �⇒ 𝑛)
Equalities • 𝑤 ⊨ 𝑎1 = 𝑏1 ∈ 𝐴 ≡𝑎2 = 𝑏2 ∈ 𝐵 ⇐⇒

𝑤 ⊨ 𝐴 ≡𝐵 ∧ ∀⊑
𝑤 (𝑤′ .𝑤′ ⊨ 𝑎1 ≡𝑎2 ∈𝐴) ∧ ∀⊑

𝑤 (𝑤′ .𝑤′ ⊨ 𝑏1 ≡𝑏2 ∈ 𝐵)
• 𝑤 ⊨ 𝑎1 ≡𝑎2 ∈ 𝑎 = 𝑏 ∈ 𝐴 ⇐⇒ □𝑤 (𝑤′ .𝑤′ ⊨ 𝑎 ≡𝑏 ∈𝐴)

Truncation • 𝑤 ⊨ ↓𝐴 ≡ ↓𝐵 ⇐⇒ 𝑤 ⊨ 𝐴 ≡𝐵

• 𝑤 ⊨ 𝑎1 ≡𝑎2 ∈ ↓𝐴 ⇐⇒ □𝑤 (𝑤′ .𝑤′ ⊨ 𝐴)
Modality closure • 𝑤 ⊨ 𝑇1 ≡𝑇2 ⇐⇒

□𝑤 (𝑤′ .∃(𝑇 ′
1
,𝑇 ′

2
: Term) .𝑤′ ⊢ 𝑇1 �⇒ 𝑇 ′

1
∧𝑤′ ⊢ 𝑇2 �⇒ 𝑇 ′

2
∧𝑤′ ⊨ 𝑇 ′

1
≡𝑇 ′

2
)

• 𝑤 ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇 ⇐⇒
□𝑤 (𝑤′ .∃(𝑇 ′

:Term) .𝑤′ ⊢ 𝑇 �⇒ 𝑇 ′ ∧ 𝑤′ ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇
′ )

Products • 𝑤 ⊨ 𝚷𝑥 :𝐴1 .𝐵1 ≡𝚷𝑥 :𝐴2 .𝐵2 ⇐⇒ Fam𝑤 (𝐴1, 𝐴2, 𝐵1, 𝐵2 )
• 𝑤 ⊨ 𝑓 ≡𝑔 ∈ 𝚷𝑥 :𝐴.𝐵 ⇐⇒ □𝑤 (𝑤′ .∀(𝑎1, 𝑎2 : Term) .𝑤′ ⊨ 𝑎1 ≡𝑎2 ∈𝐴 → 𝑤′ ⊨ 𝑓 (𝑎1 ) ≡𝑔 (𝑎2 ) ∈ 𝐵 [𝑥\𝑎1 ] )
Sums • 𝑤 ⊨ 𝚺𝑥 :𝐴1 .𝐵1 ≡ 𝚺𝑥 :𝐴2 .𝐵2 ⇐⇒ Fam𝑤 (𝐴1, 𝐴2, 𝐵1, 𝐵2 )
• 𝑤 ⊨ 𝑝1 ≡𝑝2 ∈ 𝚺𝑥 :𝐴.𝐵 ⇐⇒ □𝑤 (𝑤′ .∃(𝑎1, 𝑎2, 𝑏1, 𝑏2 : Term) .𝑤′ ⊨ 𝑎1 ≡𝑎2 ∈𝐴∧𝑤′ ⊨ 𝑏1 ≡𝑏2 ∈ 𝐵 [𝑥\𝑎1 ] ∧𝑤′ ⊢ 𝑝1 �⇒ ⟨𝑎1, 𝑏1 ⟩∧𝑤′ ⊢ 𝑝2 �⇒ ⟨𝑎2, 𝑏2 ⟩)
Disjoint unions • 𝑤 ⊨ 𝐴1+𝐵1 ≡𝐴2+𝐵2 ⇐⇒ 𝑤 ⊨ 𝐴1 ≡𝐴2 ∧ 𝑤 ⊨ 𝐵1 ≡𝐵2

• 𝑤 ⊨ 𝑎1 ≡𝑎2 ∈𝐴+𝐵 ⇐⇒ □𝑤 (𝑤′ .∃(𝑢, 𝑣 : Term) .(𝑤′ ⊢ 𝑎1 �⇒ inl(𝑢 ) ∧ 𝑤′ ⊢ 𝑎2 �⇒ inl(𝑣) ∧ 𝑤′ ⊨ 𝑢 ≡ 𝑣 ∈𝐴) ∨ (𝑤′ ⊢ 𝑎1 �⇒ inr(𝑢 ) ∧ 𝑤′ ⊢ 𝑎2 �⇒
inr(𝑣) ∧ 𝑤′ ⊨ 𝑢 ≡ 𝑣 ∈ 𝐵) )

Effect-free • 𝑤 ⊨ E(𝐴) ≡ E(𝐵) ⇐⇒ 𝑤 ⊨ 𝐴 ≡𝐵

• 𝑤 ⊨ 𝑎 ≡𝑏 ∈ E(𝐴) ⇐⇒ □𝑤 (𝑤′ .𝑤 ⊨ 𝑎 ≡𝑏 ∈𝐴 ∧ (∃(𝑐 : Term) .𝑤′ ⊢ 𝑎 �⇒ 𝑐 ∧ effect-free(𝑐 ) ) ∧ (∃(𝑑 : Term) .𝑤′ ⊢ 𝑏 �⇒ 𝑑 ∧ effect-free(𝑑 ) ) )

Figure 2: Forcing Interpretation

(where free variables are universally quantified):

TSt (transitivity): 𝑤 ⊨ 𝑇1 ≡𝑇2 → 𝑤 ⊨ 𝑇2 ≡𝑇3 → 𝑤 ⊨ 𝑇1 ≡𝑇3

𝑤 ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇 → 𝑤 ⊨ 𝑡2 ≡ 𝑡3 ∈𝑇 → 𝑤 ⊨ 𝑡1 ≡ 𝑡3 ∈𝑇

TSs (symmetry): 𝑤 ⊨ 𝑇1 ≡𝑇2 → 𝑤 ⊨ 𝑇2 ≡𝑇1

𝑤 ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇 → 𝑤 ⊨ 𝑡2 ≡ 𝑡1 ∈𝑇

TSr (computation): 𝑤 ⊢ 𝑇1 �⇒ 𝑇2 → (𝑤 ⊨ 𝑇 ≡𝑇1 ↔ 𝑤 ⊨ 𝑇 ≡𝑇2 )
𝑤 ⊢ 𝑡1 �⇒ 𝑡2 → (𝑤 ⊨ 𝑡 ≡ 𝑡1 ∈𝑇 ↔ 𝑤 ⊨ 𝑡 ≡ 𝑡2 ∈𝑇 )

TSm (monotonicity): 𝑤 ⊨ 𝑇1 ≡𝑇2 → ∀⊑
𝑤 (𝑤′ .𝑤′ ⊨ 𝑇1 ≡𝑇2 )

𝑤 ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇 → ∀⊑
𝑤 (𝑤′ .𝑤′ ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇 )

TSl (locality): □𝑤 (𝑤′ .𝑤′ ⊨ 𝑇1 ≡𝑇2 ) → 𝑤 ⊨ 𝑇1 ≡𝑇2

□𝑤 (𝑤′ .𝑤′ ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇 ) → 𝑤 ⊨ 𝑡1 ≡ 𝑡2 ∈𝑇

TSc (consistency): ¬𝑤 ⊨ 0

One key property used to falsifyMPB in Sec. 7.1, that we wish

a choice name 𝛿 to satisfy, is that !𝛿 ∈ N → 2 when 𝛿 is the name

of a sequence of Boolean choices, and this in any world𝑤 . This is

an important property of choices sequences (of Booleans): they are

functions that eventually return a Boolean for any input 𝑛, once the

𝑛th choice has been made. To prove this we further require that □
satisfies the following retrieving property.

Definition 5.7 (Ó Retrieving). The modality □ is called retrieving
if the following property holds:

∀𝑤 𝛿 𝑛.□𝑤 (𝑤 ′ .∃(𝑐 : C) .∀⊑
𝑤′ (𝑤 ′′ .read(𝑤 ′′, 𝛿, 𝑛) = 𝑐))

In particular, themodality derived from the Beth covering (Ex. 5.5)

satisfies this property (Ó). Let us sketch the proof. Given a world𝑤

and a chain 𝑐 ∈ chain(𝑤), since 𝑐 is progressing, there must be

a 𝑤 ′ ⊒ 𝑤 where read(𝑤 ′, 𝛿, 𝑛) is defined, and since, as explained

in Ex. 5.3, existing choices cannot be modified, it must be that

read(𝑤 ′′, 𝛿, 𝑛) for all𝑤 ′′ ⊒ 𝑤 ′
.

Using this property we now prove that choice names of Boolean

choice sequences inhabit the type N → 2 in any world 𝑤 , even

though 𝑤 does not have all the corresponding choices, and even

though the types N and 2 rule out some effects as explained in

Sec. 5.5. Intuitively, !𝛿 ∈ N → 2, even in worlds where there are

no 𝛿-choices, such as the empty world [] defined in Ex. 5.3, be-

cause thanks to the locality property TSl , it is enough to prove that

□𝑤 (𝑤 ′ .𝑤 ′ ⊨ !𝛿 (𝑘) ∈ 2) for any 𝑤 ∈ W and 𝑘 ∈ N. Now, if □ is

obtained for example from a Beth covering as defined in Ex. 5.5,

it is enough to exhibit a covering 𝑜 ∈ P𝑤 of 𝑤 , such that !𝛿 (𝑘)

computes to a Boolean in all the worlds in 𝑜 (which the retrieving

property guarantees to exist). This can be achieved by defining the

covering so that it contains only worlds with at least 𝑘 𝛿-choices.

Theorem 5.8 (Ó). For all worlds𝑤 and choice names𝛿 of a Boolean
choice sequence,𝑤 ⊨ !𝛿 ∈N → 2.

Proof. According to 𝚷’s semantics from Fig. 2 and using both

□4 and the computation property TSr (Thm. 5.6), we must prove

𝑤1 ⊨ !𝛿 (𝑛) ∈ 2 given 𝑤1 ⊒ 𝑤 and 𝑤1 ⊨ 𝑛 ∈N. According to N’s

semantics, we know that □𝑤1
(𝑤 ′ .∃(𝑘 : N) .𝑤 ′ ⊢ 𝑛 �⇒ 𝑘), which

follows from the clauses in Fig. 2. Using locality (Thm. 5.6) it suf-

fices to prove □𝑤1
(𝑤 ′ .𝑤 ′ ⊨ !𝛿 (𝑛) ∈ 2), and using □2 (Def. 5.4),

𝑤2 ⊨ !𝛿 (𝑛) ∈ 2 given 𝑤2 ⊒ 𝑤1 and 𝑤2 ⊢ 𝑛 �⇒ 𝑘 , where 𝑘 ∈ N.

Using TSr , it is enough to prove 𝑤2 ⊨ !𝛿 (𝑘) ∈ 2. Because □ is re-

trieving, we obtain □𝑤2
(𝑤 ′ .∃(𝑐 : C).∀⊑

𝑤′ (𝑤 ′′ .read(𝑤 ′′, 𝛿, 𝑘) = 𝑐)).
Using locality it suffices to prove □𝑤2

(𝑤 ′ .𝑤 ′ ⊨ !𝛿 (𝑘) ∈ 2), and
using □2 we have to prove 𝑤3 ⊨ !𝛿 (𝑘) ∈ 2 given 𝑤3 ⊒ 𝑤2 and

∀⊑𝑤3
(𝑤 ′ .read(𝑤 ′, 𝛿, 𝑘) = 𝑐) for some choice 𝑐 ∈ {t, f }. We derive

that𝑤3 ⊢ !𝛿 (𝑘) �⇒ 𝑐 , and using TSr , it is enough to prove𝑤2 ⊨ 𝑐 ∈ 2,

which is straightforward. □

5.7 Sequents and Rules
A TT

□
C sequent is of the form Γ ⊢ 𝑡 : 𝑇 , expressing that 𝑡 has type𝑇

in the context Γ. Sequents are interpreted using the pairwise func-

tionality approach [34, Def. 4.5], further discussed in [23, Sec. 2.2.2].

To define this semantics, we first define some notation. Let Sub be

the type of substitutions, i.e., partial maps from variables to closed

terms, written as follows: [𝑥1\𝑡1; · · · ;𝑥𝑛\𝑡𝑛]. Given a substitution 𝑠

of the above form, and 𝑖 ≤ 𝑛, we write 𝑠 |𝑖 for [𝑥1\𝑡1; · · · ;𝑥𝑖\𝑡𝑖 ]. We

further define the following relations (equality between substitu-

tions and equality between contexts), where the substitutions 𝑠1
and 𝑠2 are of the form [𝑥1\𝑡1; · · · ;𝑥𝑛\𝑡𝑛] and [𝑥1\𝑢1; · · · ;𝑥𝑛\𝑢𝑛],
respectively, and Γ is a context of the form 𝑥1 : 𝐴1, · · · , 𝑥𝑛 : 𝐴𝑛 :

𝑤 ⊨ 𝑠1≡𝑠2∈Γ := ∀(𝑖 : [1..𝑛]).𝑤 ⊨ 𝑡𝑖 ≡𝑢𝑖 ∈𝐴𝑖 [𝑠1 |𝑖−1]
𝑤 ⊨ Γ [𝑠1]≡Γ [𝑠2] := ∀(𝑖 : [1..𝑛]).𝑤 ⊨ 𝐴𝑖 [𝑠1 |𝑖−1] ≡𝐴𝑖 [𝑠2 |𝑖−1]
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Given a sequent 𝑆 of the form Γ ⊢ 𝑡 : 𝐴, its semantics, written as

𝑤 ⊨ 𝑆 , is defined as follows:

∀(𝑠1, 𝑠2 : Sub) . (𝑤 ⊨ 𝑠1≡𝑠2∈Γ ∧𝑤 ⊨ Γ [𝑠1]≡Γ [𝑠2])
→ (𝑤 ⊨ 𝐴[𝑠1] ≡𝐴[𝑠2] ∧𝑤 ⊨ 𝑡 [𝑠1] ≡ 𝑡 [𝑠2] ∈𝐴[𝑠1])

Finally, a TT
□
C inference rule 𝑅 that allows deriving the se-

quent 𝑆0 from the sequents 𝑆1, . . . , 𝑆𝑛 , is valid w.r.t. the world 𝑤 ,

written𝑤 ⊨ 𝑅, if𝑤 ⊨ 𝑆1 → · · · → 𝑤 ⊨ 𝑆𝑛 → 𝑤 ⊨ 𝑆0.
Since our main focus is to prove separation results for MLTT,

we only present TT
□
C ’s semantics, which is used to interpret MLTT,

and omit its inference rules.

6 INTERPRETATION OF MLTT IN TT□
C

MLTT [40], whose syntax is recalled in Fig. 1, is a dependent type

theory with dependent products and sums, a base type of numbers,

and a type of types, U, that, in particular, allows quantifying over

types. It is at the heart of many type theories such as CIC [43],

Agda’s modern version of MLTT [39], HoTT [58], etc.

MLTT comes with five judgments for: well-formed contexts ⊢ Γ,
well-formed types Γ ⊢ 𝐴, well-typed terms Γ ⊢ 𝑡 : 𝐴, convertible
types Γ ⊢ 𝐴 ≡ 𝐵, and convertible terms Γ ⊢ 𝑡 ≡ 𝑢 : 𝐴. Appx. B recalls

MLTT’s typing and conversion rules for convenience.

Fig. 1 interprets MLTT’s syntax in TT
□
C . Crucially, this trans-

lation satisfies the following properties, which are used to prove

Thm. 6.1 and to satisfyMPPR in Sec. 7.3, respectively:

• ⟦𝑡 [𝑥\𝑢]⟧ = ⟦𝑡⟧[𝑥\⟦𝑢⟧] for any MLTT terms 𝑡 and 𝑢

• effect-free(⟦𝑡⟧) for any MLTT term 𝑡

MLTT judgments are translated to TT
□
C sequents as follows,

where the universe level 𝑖 > 1 is a parameter of the translation:

⟦⊢ Γ⟧ = ⊤
⟦Γ ⊢ 𝐴⟧ = ⟦Γ⟧ ⊢ ⟦𝐴⟧ : U𝑖

⟦Γ ⊢ 𝑡 : 𝐴⟧ = ⟦Γ⟧ ⊢ ⟦𝑡⟧ : ⟦𝐴⟧
⟦Γ ⊢ 𝐴 ≡ 𝐵⟧ = ⟦Γ⟧ ⊢ ★ : ⟦𝐴⟧ = ⟦𝐵⟧ ∈ U𝑖

⟦Γ ⊢ 𝑡 ≡ 𝑢 : 𝐴⟧ = ⟦Γ⟧ ⊢ ★ : ⟦𝑡⟧ = ⟦𝑢⟧ ∈ ⟦𝐴⟧

Using this translation of MLTT to TT
□
C , as well as the semantics

presented in Sec. 5.6 and Sec. 5.7, we can build models of MLTT:

Theorem 6.1 (Ó). Given an MLTT inference rule of the following
form (left), where 𝐽𝑖 are MLTT judgments, and a world 𝑤 , then the
following TT□C inference rule (right) is valid w.r.t.𝑤 :

MLTT:
𝐽1 · · · 𝐽𝑛

𝐽0 TT□C :
⟦𝐽1⟧ · · · ⟦𝐽𝑛⟧

⟦𝐽0⟧

Let us illustrate how this proof works by considering MLTT’s

elimination rule for numbers from Fig. 3 in Appx. B:

Γ, 𝑥 : N ⊢ 𝑃 Γ ⊢ 𝑧 : 𝑃 [𝑥\O]
Γ ⊢ 𝑠 : Π𝑦:N.𝑃 [𝑥\𝑦] → 𝑃 [𝑥\S 𝑦] Γ ⊢ 𝑛 : N

Γ ⊢ Nind 𝑃 𝑧 𝑠 𝑛 : 𝑃 [𝑥\𝑛]

We first convert it to a TT
□
C rule using the ⟦_⟧ interpretation:

⟦Γ⟧, 𝑥 : N ⊢ ⟦𝑃⟧ : U𝑖 ⟦Γ⟧ ⊢ ⟦𝑧⟧ : ⟦𝑃⟧[𝑥\0]
⟦Γ⟧ ⊢ ⟦𝑠⟧ : 𝚷𝑦:N.⟦𝑃⟧[𝑥\𝑦] → ⟦𝑃⟧[𝑥\S 𝑦] ⟦Γ⟧ ⊢ ⟦𝑛⟧ : N

⟦Γ⟧ ⊢ Nind ⟦𝑧⟧ ⟦𝑠⟧ ⟦𝑛⟧ : ⟦𝑃⟧[𝑥\⟦𝑛⟧]

which is an instance of the following rule, which is valid according

to the above semantics for TT
□
C :

Γ, 𝑥 : N ⊢ 𝑃 : U𝑖 Γ ⊢ 𝑧 : 𝑃 [𝑥\0]
Γ ⊢ 𝑠 : 𝚷𝑦:N.𝑃 [𝑥\𝑦] → 𝑃 [𝑥\S 𝑦] Γ ⊢ 𝑛 : N

Γ ⊢ Nind 𝑧 𝑠 𝑛 : 𝑃 [𝑥\𝑛]

7 SEPARATION OFMPB ANDMPPR
We prove that instantiating C with choice sequences and □ with

a Beth modality as in [5] yields a model validating constructively

¬MPB, but still validatingMPPR assuming Markov’s Principle in

the meta-theory (while we could use meta-MPPR, we use here meta-

MPB for convenience, avoiding having to encode functions using

primitive recursive functions). To do so, we express N and B as the

TT
□
C types N and 2 of possibly effectful terms. Those effects allow

refuting MPB because 𝑓 can be undetermined for all inputs and

thus satisfy ¬¬(∃𝑛. 𝑓 𝑛 = true) but not ∃𝑛. 𝑓 𝑛 = true. However,
primitive recursive functions can be encoded as natural numbers,

and thus behave like pure, effect-free functions. Concretely, Sec. 7.1

proves the following, wherewewrite𝑏 = t for𝑏 = t ∈ 2, and∃𝑥 :𝐴.𝐵

for either 𝚺𝑥 :𝐴.𝐵 (Ó) or ↓𝚺𝑥 :𝐴.𝐵 (Ó):

∀(𝑤 : W).𝑤 ⊭ 𝚷𝑓 :N → 2.(¬¬∃𝑛:N.𝑓 𝑛 = t) → ∃𝑛:N.𝑓 𝑛 = t

Sec. 7.2 shows that assumingMPB in the meta-theory,MP for

effect-free (or pure) functions is valid in all models in [5], 𝚷𝒑𝑥 :𝐴.𝐵

defined as 𝚷𝑥 :E(𝐴) .𝐵, i.e. letting 𝑓 range over pure terms only

(see Ó for the 𝚺𝑥 :𝐴.𝐵 version and Ó for the ↓𝚺𝑥 :𝐴.𝐵 version):

∀(𝑤 : W).𝑤 ⊨ 𝚷𝒑 𝑓 :N → 2.(¬¬∃𝑛:N.𝑓 𝑛 = t) → ∃𝑛:N.𝑓 𝑛 = t

We refer to this version of MP asMPpure . To show that this implies

MPPR, note that MPPR can be equivalently stated as

∀(𝑤 : W).𝑤 ⊨ 𝚷𝑚:N.(¬¬∃𝑛:N.eval𝑚 𝑛 = t) → ∃𝑛:N.eval𝑚 𝑛 = t

where eval : N → N → 2 is a pure functionwhich interprets its first

argument as the Gödelisation of a primitive recursive 𝑓 , such that

for any such 𝑓 there is𝑚 with ∀𝑛.𝑓 𝑛 = eval𝑚 𝑛. Now, whenever

an effectful𝑚 evaluates to 𝑐 in a world𝑤 , we have that eval 𝑐 is a
pure function for all𝑤 ′ ⊒ 𝑤 , makingMPpure applicable (Ó).

We now exhibit one class of models that allow both falsifying

MPB and satisfying MPPR simultaneously. Those models are the

ones presented in Sec. 5.6 and Sec. 5.7 such that C (Def. 5.2) is an

immutable (Def. 7.1) type of Boolean choices t and f , and □ (Def. 5.4)

is retrieving (Def. 5.7) and choice-following (Def. 7.2), which are used

to falsifyMPB in Sec. 7.1.

7.1 Falsifying MPB
This section shows that the above models allow proving the follow-

ing formula, adapting the proof used in [5] to falsify LEM:

∀(𝑤 : W).𝑤 ⊭ 𝚷𝑓 :N → 2.(¬¬∃𝑛:N.𝑓 𝑛 = t) → ∃𝑛:N.𝑓 𝑛 = t (1)

To prove this, we will instantiate the 𝚷 using a fresh choice name 𝛿

that inhabits N → 2. We will then show that (A) even though

¬¬∃𝑛:N.𝑓 𝑛 = t holds because it is always possible to make the

choice t in a branch starting from𝑤 , (B) ∃𝑛:N.𝑓 𝑛 = t does not hold

because there might be a branch from𝑤 where the choice t is never

made. To capture this high-level proof-sketch, we assume that 𝜿
is f and 𝝈 is t as in Ex. 5.3, and we require that C and □ satisfy the

https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L200
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L246
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L248
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L254
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L257
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L214


Separating Markov’s Principles

immutability and choice-following properties presented below. Im-

mutability is used to prove (A) by showing that we can always make

the immutable choice t, while retrieving and choice-following are

used to prove (B) by showing that there cannot be a number 𝑛 such

that read(𝑤 ′, 𝛿, 𝑛) is t for some extension𝑤 ′
of𝑤 , by following a

branch from𝑤 where only the choice default 𝜿 is made.

Definition 7.1 (Ó Immutability). C is called immutable if there
exist a function freeze ∈ N → C → W → W (freeze(𝛿, 𝑐,𝑤) is
intended to return a world𝑤 ′

that extends𝑤 with the 𝛿-choice 𝑐 ,

such that 𝑐 can be retrieved in any𝑤 ′′ ⊒ 𝑤 ′
), satisfying:

I1 ∀𝛿 𝑤 𝑐.𝑤 ⊑ freeze(𝛿, 𝑐,𝑤)
I2 Immutable choices stay immutable:

∀𝛿 𝑤 𝑐.∃(𝑛 : N).∀⊑freeze(𝛿,𝑐,𝑤 ) (𝑤
′ .read(𝑤 ′, 𝛿, 𝑛) = 𝑐)

Definition 7.2 (Ó Choice-following). Amodality □ is called choice-
following if:

∀(𝛿 : N)(𝑤 : W)(𝑃 : P𝑤).
defC(𝑤, 𝛿) → □𝑤𝑃 → ∃⊑

𝑤 (𝑤 ′ .𝑃 𝑤 ′ ∧ defC(𝑤 ′, 𝛿))

To prove Eq. (1), we assume a world𝑤 , and that the following

formula is inhabited at world𝑤 , and we derive a contradiction:

𝚷𝑓 :N → 2.(¬¬∃𝑛:N.𝑓 𝑛 = t) → ∃𝑛:N.𝑓 𝑛 = t (2)

We generate a new choice name 𝛿 := 𝜈C(𝑤), such that by prop-

erty E2, the only 𝛿-choice in 𝑤1 := start𝜈C(𝑤) is the default

choice f . Thanks to E1 and monotonicity (Thm. 5.6) we obtain that

the formula in Eq. (2) is inhabited at𝑤1. We now instantiate that

formula with !𝛿 , and have to prove that !𝛿 ∈ N → 2 (Step 1 below),

and that ¬¬∃𝑛:N.!𝛿 (𝑛) = t (Step 2) to obtain that ∃𝑛:N.!𝛿 (𝑛) = t is

inhabited too, from which we derive a contradiction (Step 3).

Step 1: We first obtain that𝑤1 ⊨ !𝛿 ∈N → 2 from Thm. 5.8.

Step 2: We now prove that ¬¬∃𝑛:N.!𝛿 (𝑛) = t is inhabited at

world𝑤1, which is equivalent to proving
1

∀⊑𝑤1

(
𝑤2 .¬∀⊑𝑤2

(𝑤3 .¬∃(𝑛 : Term) .𝑤3 ⊨ 𝑛 ∈N ∧𝑤3 ⊨ !𝛿 (𝑛) = t)
)

Therefore, we assume𝑤2 ⊒ 𝑤1, and derive a contradiction from:

∀⊑𝑤2

(𝑤3 .¬∃(𝑛 : Term).𝑤3 ⊨ 𝑛 ∈N ∧𝑤3 ⊨ !𝛿 (𝑛) = t) (3)

We instantiate Eq. (3) with𝑤3 := freeze(𝛿, t,𝑤2), which is an exten-

sion of𝑤2 by I1. We obtain a contradiction by exhibiting a term 𝑛

such that𝑤3 ⊨ 𝑛 ∈N and𝑤3 ⊨ !𝛿 (𝑛) = t. We obtain this term thanks

to I2, which gives us a number 𝑘 such that read(𝑤 ′, 𝛿, 𝑘) returns t
in any 𝑤 ′ ⊒ 𝑤3. We can easily prove that 𝑘 ∈ N. Finally, proving

𝑤3 ⊨ !𝛿 (𝑘) = t follows using a proof similar to the one of Thm. 5.8.

Step 3: Thanks to the above steps, we now have a proof that𝑤1 ⊨
∃𝑛:N.!𝛿 (𝑛) = t, from which we derive a contradiction. According

to the semantics of this formula, using the fact that □ is choice-

following (Def. 7.2) and retrieving (Def. 5.7), we obtain a world

𝑤2 ⊒ 𝑤1 and a number 𝑘 ∈ N such that 𝑤2 ⊢ 𝑛 �⇒ 𝑘 and 𝑤2 ⊢
!𝛿 (𝑘) �⇒ t, and such that the only 𝛿-choice in𝑤2 is f . Therefore, it

must be that𝑤2 ⊢ !𝛿 (𝑘) �⇒ f , which contradicts𝑤2 ⊢ !𝛿 (𝑘) �⇒ t.

In the above proof of Eq. (1), ∃𝑥 :𝐴.𝐵 could either be 𝚺𝑥 :𝐴.𝐵 or

↓𝚺𝑥 :𝐴.𝐵, because the formula is a negation, and we therefore do

1
To prove this equivalence, we rely on the fact that 𝑤 ⊨ ¬𝑇 is equivalent

to ∀⊑
𝑤
1

(𝑤.¬𝑤 ⊨ 𝑇 ) , from which it follows that 𝑤 ⊨ ¬¬𝑇 is equivalent to

∀⊑
𝑤
1

(
𝑤.¬∀⊑

𝑤
2

(𝑤1 .¬𝑤 ⊨ 𝑇 )
)
.

not have to construct an inhabitant of a 𝚺 type. In particular, in

Step 3, we obtain a proof that 𝑤1 ⊨ ∃𝑛:N.!𝛿 (𝑛) = t from Eq. (2).

However, the inhabitant of that formula does not matter, i.e., the

term 𝑡 satisfying𝑤1 ⊨ 𝑡 ∈ ∃𝑛:N.!𝛿 (𝑛) = t is irrelevant.What matters

is that we can derive from the semantics of the formula that

□𝑤1
(𝑤2 .∃(𝑘 : N).𝑤2 ⊢ 𝑛 �⇒ 𝑘 ∧𝑤2 ⊢ !𝛿 (𝑘) �⇒ t) (4)

If ∃𝑥 :𝐴.𝐵 is ↓𝚺𝑥 :𝐴.𝐵 compared to 𝚺𝑥 :𝐴.𝐵, we only have to use □3
once more to derive the formula in Eq. (4).

7.2 SatisfyingMPPR
We first start by showing how to satisfy MPpure , i.e., we show how

the models mentioned above allow satisfying:

∀(𝑤 : W).𝑤 ⊨ 𝚷𝒑 𝑓 :N → 2.(¬¬∃𝑛:N.𝑓 𝑛 = t) → ∃𝑛:N.𝑓 𝑛 = t

We begin with a proof when ∃𝑥 :𝐴.𝐵 is ↓𝚺𝑥 :𝐴.𝐵, and discuss the

𝚺𝑥 :𝐴.𝐵 case below, which is more involved as it requires building

a non-trivial proof of 𝚺𝑛:N.𝑓 𝑛 = t knowing that ¬¬𝚺𝑛:N.𝑓 𝑛 = t.

Assume 𝑤 ∈ W and 𝑤 ⊨ 𝑓 ∈N → 2 such that 𝑓 is effect-free,

and such that 𝑤 ⊨ ¬¬↓𝚺𝑛:N.𝑓 𝑛 = t, and let us prove that 𝑤 ⊨
↓𝚺𝑛:N.𝑓 𝑛 = t. For this, it is enough to exhibit a 𝑘 ∈ N such that

𝑤 ⊨ 𝑓 𝑘 = t. Using Markov’s Principle in the metatheory (in the

form MPB for convenience while MPPR would be enough), we

derive the above by proving that 𝑤 ⊨ 𝑓 𝑘 = t is decidable for all

𝑘 ∈ N (Step 1), and by proving that ¬¬∃(𝑘 : N).𝑤 ⊨ 𝑓 𝑘 = t (Step 2).

To prove the above, we make use of the following result that

worlds are irrelevant for effect-free expressions:

Lemma 7.3 (Ó Effect-free computations). For all 𝑡,𝑢 ∈ Term
and𝑤1,𝑤2 ∈ W, if effect-free(𝑡) and𝑤1 ⊢ 𝑡 �⇒ 𝑢 then𝑤2 ⊢ 𝑡 �⇒ 𝑢.

Step 1: We start by proving that𝑤 ⊨ 𝑓 𝑘 = t is decidable for all

𝑘 ∈ N. Let us assume that 𝑘 ∈ N. Using the fact that 𝑤 ⊨ 𝑓 𝑘 ∈ 2,

and therefore, by the semantics of 2, that

□𝑤 (𝑤 ′ .𝑤 ′ ⊢ 𝑓 𝑘 �⇒ t ∨𝑤 ′ ⊢ 𝑓 𝑘 �⇒ f )

and using the combination of □2 and □5, we conclude that there
exists a 𝑤 ′ ⊒ 𝑤 such that 𝑤 ′ ⊢ 𝑓 𝑘 �⇒ t or 𝑤 ′ ⊢ 𝑓 𝑘 �⇒ f . We

analyze the two cases.

If 𝑤 ′ ⊢ 𝑓 𝑘 �⇒ t, then in general we cannot conclude that

𝑤 ⊨ 𝑓 𝑘 = t. However, since effect-free(𝑓 𝑘), then by Lem. 7.3,

𝑤 ⊢ 𝑓 𝑘 �⇒ t, from which we conclude𝑤 ⊨ 𝑓 𝑘 = t.

If 𝑤 ′ ⊢ 𝑓 𝑘 �⇒ f , then we prove that 𝑤 ⊭ 𝑓 𝑘 = t, i.e., we

assume 𝑤 ⊨ 𝑓 𝑘 = t, and prove a contradiction. Using □2, □4
and □5 from Def. 5.4, as 𝑤 ⊨ 𝑓 𝑘 = t holds, then we obtain that

𝑤 ′′ ⊢ 𝑓 𝑘 �⇒ t for some 𝑤 ′′ ⊒ 𝑤 , potentially different from 𝑤 ′
.
2

By Lem. 7.3, we obtain𝑤 ′ ⊢ 𝑓 𝑘 �⇒ t, contradicting𝑤 ′ ⊢ 𝑓 𝑘 �⇒ f .

Step 2: We now prove ¬¬∃(𝑘 : N) .𝑤 ⊨ 𝑓 𝑘 = t using the fact

that𝑤 ⊨ ¬¬↓𝚺𝑛:N.𝑓 𝑛 = t. We assume ¬∃(𝑘 : N).𝑤 ⊨ 𝑓 𝑘 = t, and

derive a contradiction. From𝑤 ⊨ ¬¬↓𝚺𝑛:N.𝑓 𝑛 = t, we derive that

∀⊑𝑤
(
𝑤1 .¬∀⊑𝑤1

(𝑤2 .¬∃(𝑛 : Term) .𝑤2 ⊨ 𝑛 ∈N ∧𝑤2 ⊨ 𝑓 𝑛 = t)
)

2
This is a typical pattern. From 𝑤 ⊨ 𝑓 𝑘 = t we derive □𝑤 (𝑤′ .𝑤′ ⊢ 𝑓 𝑘 �⇒ t) . As
we are proving ⊥, using □5 , it is enough to prove □𝑤 (𝑤′ .⊥) , and applying □2 to

□𝑤 (𝑤′ .𝑤′ ⊢ 𝑓 𝑘 �⇒ t) , and then using □4 , it is then enough to prove a contradiction

assuming 𝑤′ ⊢ 𝑓 𝑘 �⇒ t for some 𝑤′ ⊒ 𝑤.

https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L220
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L223
https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L238
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which we instantiate with𝑤 (which extends𝑤 since ⊑ is reflexive),

and from which we derive a contradiction by proving that

∀⊑𝑤 (𝑤1 .¬∃(𝑛 : Term).𝑤1 ⊨ 𝑛 ∈N ∧𝑤1 ⊨ 𝑓 𝑛 = t)

To prove this formula, we assume𝑤 ′ ⊒ 𝑤 and 𝑛 ∈ Term such that

𝑤 ′ ⊨ 𝑛 ∈N and 𝑤 ′ ⊨ 𝑓 𝑛 = t and prove a contradiction. Using □2,
□4 and □5 from Def. 5.4, we obtain that 𝑤 ′′ ⊢ 𝑓 𝑘 �⇒ t for some

𝑘 ∈ N and 𝑤 ′′ ⊒ 𝑤 ′
such that 𝑤 ′′ ⊢ 𝑛 �⇒ 𝑘 . Using Lem. 7.3, we

obtain 𝑤 ⊢ 𝑓 𝑘 �⇒ t, which contradicts our assumption ¬∃(𝑘 :

N).𝑤 ⊨ 𝑓 𝑘 = t.

Non-truncated version. To prove thatMPpure holds when ∃𝑥 :𝐴.𝐵

is 𝚺𝑥 :𝐴.𝐵, we need to show that it is inhabited by a program that

computes the witness of the existential. We show here that:

𝑤 ⊨ search ∈MPpure

where search makes use of a general recursive function that recur-

sively searches for the witness of the existential:

search := 𝜆𝑓 .𝜆𝑐.⟨fix(𝜆𝑅.𝜆𝑛.if 𝑓 (𝑛) then 𝑛 else 𝑅(S 𝑛)) 0,★⟩

We can then use the fact that 𝑤 ⊨ MPpure to prove that search
inhabits MPpure . Let 𝑓 ∈ N → 2 such that ¬¬∃𝑛:N.𝑓 𝑛 = t. We

then have to prove that 𝐹 := fix(𝜆𝑅.𝜆𝑛.if 𝑓 (𝑛) then 𝑛 else 𝑅(S 𝑛)) 0
computes to a number 𝑛 such that 𝑓 𝑛 = t, assuming ↓𝚺𝑛:N.𝑓 𝑛 = t.

Thanks to ↓𝚺𝑛:N.𝑓 𝑛 = t we know that 𝐹 terminates, and by its

definition that it computes to a term 𝑛 such that 𝑓 𝑛 computes to t.

Gödelised version. We explain here how we can derive 𝑤 ⊨
𝜆𝑛.let 𝑣 = 𝑛 in 𝑒 (eval 𝑣) ∈MPPR from a proof of 𝑤 ⊨ 𝑒 ∈MPpure
whereMPPR is here the Gödelised version:

𝚷𝑚:N.(¬¬∃𝑛:N.eval𝑚 𝑛 = t) → ∃𝑛:N.eval𝑚 𝑛 = t

where eval : N → N → 2 is a pure function (i.e., effect-free(eval)).
Let 𝑤 ⊨ 𝑚 ∈N and let us derive the following formula, where

𝐸 := let 𝑣 = 𝑚 in 𝑒 (eval 𝑣):

𝑤 ⊨ 𝐸 ∈ (¬¬∃𝑛:N.eval𝑚 𝑛 = t) → ∃𝑛:N.eval𝑚 𝑛 = t

To useMPpure , we need to instantiate it with an effect-free function,

which eval𝑚 might not be because 𝑚 might not be effect-free.

Because 𝑤 ⊨ 𝑚 ∈N, it follows that □𝑤 (𝑤 ′ .∃(𝑘 : N).𝑤 ′ ⊢ 𝑚 �⇒ 𝑘).
Therefore, using □2 and locality (Thm. 5.6), it is enough to prove

that assuming𝑤 ′ ⊒ 𝑤 and 𝑘 ∈ N such that𝑤 ′ ⊢𝑚 �⇒ 𝑘 , then:

𝑤 ′ ⊨ 𝐸 ∈ (¬¬∃𝑛:N.eval𝑚 𝑛 = t) → ∃𝑛:N.eval𝑚 𝑛 = t

Then, by computation it is enough to prove

𝑤 ′ ⊨ 𝑒 (eval 𝑘) ∈ (¬¬∃𝑛:N.eval 𝑘 𝑛 = t) → ∃𝑛:N.eval 𝑘 𝑛 = t

Since eval 𝑘 is effect-free, we conclude by applyingMPpure to eval 𝑘 .

7.3 Separation in MLTT
We now show how to use the above results to further separateMPB
andMPPR in MLTT (our formalisation relies on the Agda formali-

sation of MLTT from [1, 41]). While the version of MLTT presented

in Sec. 6 does not include Booleans, since they can straightfor-

wardly be defined using numbers, we assume here the existence of

an MLTT Boolean type 2, with constructors t and f and eliminator

2ind 𝐴 𝑏 𝑡 𝑢 (we write 𝑏 = t for 2ind U 𝑏 1 0). We recall here the

two MLTT (top) and TT
□
C (bottom) versions of MP in consideration,

where eval : N → N → 2 and eval := ⟦eval⟧:

MPB := Π𝑓 :N → 2.(¬¬Σ𝑛:N.𝑓 𝑛 = t) → Σ𝑛:N.𝑓 𝑛 = t

MPPR := Π𝑚:N.(¬¬Σ𝑛:N.eval𝑚 𝑛 = t) → Σ𝑛:N.eval𝑚 𝑛 = t

MPB := 𝚷𝑓 :N → 2.(¬¬𝚺𝑛:N.𝑓 𝑛 = t) → 𝚺𝑛:N.𝑓 𝑛 = t

MPPR := 𝚷𝑚:N.(¬¬𝚺𝑛:N.eval𝑚 𝑛 = t) → 𝚺𝑛:N.eval𝑚 𝑛 = t

Using a similar encoding of 𝑏 = t as used for MLTT, it follows

that: ⟦MPB⟧ = MPB and ⟦MPPR⟧ = MPPR. Given MLTT terms 𝑡

and 𝐴, we write TT□C ⊨ 𝐴 for ∀(𝑤 : W) .𝑤 ⊨ ⟦𝐴⟧, and TT
□
C ⊨ 𝑡 : 𝐴

for ∀(𝑤 : W) .𝑤 ⊨ ⟦𝑡⟧ ∈ ⟦𝐴⟧. Given the above results, we derive

the following for the class of models described above:

¬(TT□C ⊨ MPB ) (TT□C ⊨ eval : N → N → N) → (TT□C ⊨ MPPR )

8 SEPARATION OFMPP ANDMPB
Using a similar technique to the one used to separate MPB and

MPPR in Sec. 7, we now use TT
□
C to also separateMPP andMPB,

whereMPP is defined in TT
□
C as follows, where 𝑖 is a universe level,

𝑇 ∨𝑈 := ↓(𝑇+𝑈 ), and ∃𝑥 :𝐴.𝐵 is ↓𝚺𝑥 :𝐴.𝐵 (as discussed in Appx. A):

𝚷𝑓 :N → U𝑖 .(𝚷𝑛:N.𝑓 𝑛 ∨ ¬𝑓 𝑛) → (¬¬∃𝑛:N.𝑓 𝑛) → ∃𝑛:N.𝑓 𝑛

Compared to Sec. 7, to falsifyMPP in Sec. 8.1 we use the proposi-

tional choices 𝝈 := 1 and 𝜿 := 0, while Sec. 7.1 uses the Boolean

choices t and f to falsify MPB. Furthermore, as for the proof of

satisfaction of MPPR in Sec. 7.2, the proof of satisfaction of MPB
in Sec. 8.2 makes use of the fact that a computation that makes

limited use of effects can perform that computation starting from

any world. By “limited use” we mean: effect-free computations in

Sec. 7.2, and Boolean-valued functions that therefore can make

limited use of propositional choices in Sec. 8.2.

We now exhibit a class of models that allow both falsifyingMPP
while simultaneously satisfyingMPB. Those models are the models

presented in Sec. 5.6 and Sec. 5.7 such that C is an immutable type

of propositional choices 𝝈 := 1 and 𝜿 := 0, and □ is retrieving and

choice-following, which are used to falsifyMPP in Sec. 8.1.

8.1 Falsifying MPP
We start by showing that the above models allow falsifyingMPP
by proving ∀(𝑤 : W).𝑤 ⊭ MPP (Ó).

We assume a world𝑤 and derive a contradiction from𝑤 ⊨ MPP.
We instantiate 𝑓 with a “fresh” (w.r.t. the current world) choice

sequence 𝛿 := 𝜈C(𝑤), which effectively is not present in𝑤 but is

present in an extension 𝑤1 := start𝜈C(𝑤) of 𝑤 (thanks to prop-

erty E1). Compared to Sec. 7.1, 𝛿 is here the choice name of a choice

sequence of propositional choices 1 and 0, with default choice

𝜿 := 0, instead of Boolean choices t and f . Note that instantiat-

ing 𝑓 with 𝜆𝑛.(!𝛿 (𝑛) = t), when 𝛿 is the name of a Boolean choice

sequence, which then inhabits N → U𝑖 , would also allow falsifying

MPP, but it would not allow satisfying MPB as explained in Sec. 7.

To falsifyMPP we then have to prove that at world𝑤1, !𝛿 ∈ N → U𝑖

(Step 1), 𝚷𝑛:N.!𝛿 (𝑛) ∨ ¬!𝛿 (𝑛) (Step 2) and ¬¬∃𝑛:N.!𝛿 (𝑛) (Step 3),

and disprove ∃𝑛:N.!𝛿 (𝑛) (Step 4). Because some of the steps are

similar to those in Sec. 7.1, we only sketch them here.

Step 1: Similar to Step 1 in Sec. 7.1, we first obtain that 𝑤1 ⊨
!𝛿 ∈N → U𝑖 using a straightforward adaptation of Thm. 5.8.

https://github.com/vrahli/opentt/blob/lics24/lics24.lagda#L266
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Step 2: To prove 𝑤1 ⊨ 𝚷𝑛:N.!𝛿 (𝑛) ∨ ¬!𝛿 (𝑛), assume that 𝑤2 ⊨
𝑛 ∈N for some𝑤2 ⊒ 𝑤1 and prove that𝑤2 ⊨ !𝛿 (𝑛) ∨ ¬!𝛿 (𝑛). As in
the proof of Thm. 5.8, using TSl , □2, and the fact that □ is retrieving,

we then have to prove that 𝑤3 ⊨ !𝛿 (𝑛) ∨ ¬!𝛿 (𝑛) given 𝑤3 ⊒ 𝑤2,

𝑤3 ⊢ 𝑛 �⇒ 𝑘 , where 𝑘 ∈ N, and 𝑤3 ⊢ !𝛿 (𝑘) �⇒ 𝑏, where 𝑏 ∈ {1, 0}.
If 𝑏 is 1, we straightforwardly get a proof of𝑤3 ⊨ !𝛿 (𝑛) using TSr
because 𝑤3 ⊢ !𝛿 (𝑛) �⇒ 1, which implies 𝑤3 ⊨ !𝛿 (𝑛) ∨ ¬!𝛿 (𝑛). If 𝑏
is 0, we straightforwardly get a proof of𝑤3 ⊨ ¬!𝛿 (𝑛), again using

TSr , which also implies𝑤3 ⊨ !𝛿 (𝑛) ∨ ¬!𝛿 (𝑛).
Step 3: Similar to Step 2 in Sec. 7.1, to prove ¬¬∃𝑛:N.!𝛿 (𝑛) we

prove that¬∃𝑛:N.!𝛿 (𝑛) does not hold in any extension𝑤1 of the cur-

rent world𝑤 . For this, we exhibit the world𝑤2 := freeze(𝛿, 1,𝑤1)
that extends𝑤1 with the choice 1. Given that choice, say at index 𝑘 ,

it then suffices to show𝑤2 ⊢ !𝛿 (𝑘) �⇒ 1 to contradict ¬∃𝑛:N.!𝛿 (𝑛).
Step 4: Similar to Step 3 in Sec. 7.1, to disprove ∃𝑛:N.!𝛿 (𝑛) it

is enough to exhibit an infinite sequence of worlds extending 𝑤

where the choice 1 is never made. For this we show that such a

path from 𝑤 exists where only the default choice 0 is ever made

using in particular the fact that □ is choice-following (Def. 7.2).

8.2 SatisfyingMPB
We finally show that the above models allow satisfyingMPB, i.e.,
we prove ∀(𝑤 : W).𝑤 ⊨ MPB (Ó).

For this, assume 𝑓 ∈ N → 2 such that ¬¬∃𝑛:N.𝑓 𝑛 = t, and

prove ∃𝑛:N.𝑓 𝑛 = t in some world𝑤1 ⊒ 𝑤 . The proof is similar to

the one for pure functions in Sec. 7.2 since choices are here 1 or 0,

and therefore do not influence the way Boolean-valued functions

compute in different worlds. More precisely, we prove that if a term

computes to a Boolean in some world𝑤 ′
, then it computes to that

same Boolean in any world 𝑤 ′′
since no TT

□
C computation acts

on 1 or 0:

Lemma 8.1 (Ó). For all 𝑡, 𝑎, 𝑏 ∈ Term and 𝑤1,𝑤2 ∈ W, if 𝑤1 ⊢
𝑡 �⇒ inl(𝑎) and𝑤2 ⊢ 𝑡 �⇒ inr(𝑏) then ⊥.

The proof proceeds then as in Sec. 7.2 except that we use Lem. 8.1

instead of Lem. 7.3. For example, in Step 1, to prove that𝑤 ⊨ 𝑓 𝑘 = t

is decidable for all 𝑘 ∈ N, in the case where𝑤 ′ ⊢ 𝑓 𝑘 �⇒ t, we once

again conclude that𝑤 ⊢ 𝑓 𝑘 �⇒ t, using now Lem. 8.1.

8.3 Separation in MLTT
Note that MPP cannot be stated in MLTT, because MLTT does not

allow capturing a computationally irrelevant or, and therefore does
not allow stating (∀𝑛.𝐴 𝑛 ∨ ¬𝐴 𝑛) because the natural formulation

(∀𝑛.𝐴 𝑛 + ¬𝐴 𝑛) would be equivalent to the boolean form. There-

fore, we introduce MLTT↓ an extension of MLTT with anonymous

existence, concretely with a form of weak propositional truncation,

following [24]. We first extend MLTT’s syntax as follows:

𝑡 ::= · · · | ↓𝑡 | ↓intro(𝑡) | ↓elim(𝑡, 𝑡)

In addition, we extend its typing rules as follows:

Γ ⊢ 𝐴
Γ ⊢ ↓𝐴

Γ ⊢ 𝑎 : 𝐴

Γ ⊢ ↓intro(𝑎) : ↓𝐴
Γ ⊢ 𝑓 : 𝐴 → ↓𝐵 Γ ⊢ 𝑡 : ↓𝐴

Γ ⊢ ↓elim(𝑓 , 𝑡) : ↓𝐵

We now extend the TT
□
C interpretation of MLTT as follows:

⟦↓𝐴⟧ = ↓⟦𝐴⟧ ⟦↓intro(𝑎)⟧ = ★ ⟦↓elim(𝑓 , 𝑡)⟧ = ★

We can now express bothMPP andMPB in MLTT↓, and using

the same method as in Sec. 7.3, we obtain that Sec. 8.1 and Sec. 8.2

entail that an immutable choice operator C, with 0 and 1 as choices,

and a retrieving, choice-following, provide MLTT↓ models that

falsifyMPP and satisfyMPB.

9 CONCLUSION
We have presented an overview of proofs of equivalences to MP for

three variants for MP, namelyMPP,MPB, andMPPR; we provided
the first separation ofMPP andMPB, as well asMPB andMPPR, for
the TT

□
C theory; and finally applied those results to separate those

three variants of MP for MLTT. We conjecture that our models

and effectful techniques could be used to separate variants of other

axioms such as LPO in the future.
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Separating Markov’s Principles

⊢ •
⊢ Γ Γ ⊢ 𝐴
⊢ Γ, 𝑥 : 𝐴

⊢ Γ
Γ ⊢ U

Γ ⊢ 𝐴 : U

Γ ⊢ 𝐴
⊢ Γ (𝑥 : 𝐴) ∈ Γ

Γ ⊢ 𝐴

Γ ⊢ 𝐴 Γ ⊢ 𝑡 : 𝐵
Γ, 𝑥 : 𝐴 ⊢ 𝑡 : 𝐵

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝑡 : 𝐵
Γ ⊢ 𝜆𝑥 : 𝐴.𝑡 : Π𝑥 :𝐴.𝐵

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵
Γ ⊢ Π𝑥 :𝐴.𝐵

Γ ⊢ 𝑡 : Π𝑥 :𝐴.𝐵 Γ ⊢ 𝑢 : 𝐴

Γ ⊢ 𝑡 𝑢 : 𝐵 [𝑥\𝑢 ]
Γ ⊢ 𝐴 : U Γ, 𝑥 : 𝐴 ⊢ 𝐵 : U

Γ ⊢ Π𝑥 :𝐴.𝐵 : U

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑡 : 𝐴 Γ ⊢ 𝑢 : 𝐵 [𝑥\𝑡 ]
Γ ⊢ ⟨𝑡,𝑢 ⟩ : Σ𝑥 :𝐴.𝐵

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵
Γ ⊢ Σ𝑥 :𝐴.𝐵

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑡 : Σ𝑥 :𝐴.𝐵
Γ ⊢ fst(𝑡 ) : 𝐴

Γ ⊢ 𝐴 : U Γ, 𝑥 : 𝐴 ⊢ 𝐵 : U

Γ ⊢ Σ𝑥 :𝐴.𝐵 : U

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑡 : Σ𝑥 :𝐴.𝐵
Γ ⊢ snd(𝑡 ) : 𝐵 [𝑥\fst(𝑡 ) ]

⊢ Γ
Γ ⊢ 1 : U

⊢ Γ
Γ ⊢ 0 : U Γ ⊢ ★ : 1

Γ ⊢ 𝑒 : 0 Γ ⊢ 𝐴
Γ ⊢ 0ind 𝐴 𝑒 : 𝐴

⊢ Γ
Γ ⊢ N : U

Γ, 𝑥 : N ⊢ 𝑃 Γ ⊢ 𝑧 : 𝑃 [𝑥\O]
Γ ⊢ 𝑠 : Π𝑦:N.𝑃 [𝑥\𝑦 ] → 𝑃 [𝑥\S 𝑦 ] Γ ⊢ 𝑛 : N

Γ ⊢ Nind 𝑃 𝑧 𝑠 𝑛 : 𝑃 [𝑥\𝑛]

⊢ Γ
Γ ⊢ O : N

Γ ⊢ 𝑡 : N
Γ ⊢ S 𝑡 : N

Γ ⊢ 𝑡 : 𝐴 Γ ⊢ 𝐵 Γ ⊢ 𝐴 ≡ 𝐵

Γ ⊢ 𝑡 : 𝐵

Figure 3: MLTT’s Typing rules

of excluded middle, and a Σ version ofMPP together with excluded

middle proves the axiom of countable choice – but countable choice

is not a consequence of the law of excluded middle.

Theorem A.1. The following are all equivalent toMPB:

∀𝑓 : N → B. ¬¬(Σ𝑛. 𝑓 𝑛 = true) → (Σ𝑛. 𝑓 𝑛 = true)
∀𝑓 : N → B. ¬¬(∃𝑛. 𝑓 𝑛 = true) → (Σ𝑛. 𝑓 𝑛 = true)
∀𝑓 : N → B. ¬(∀𝑛. 𝑓 𝑛 = false) → (∃𝑛. 𝑓 𝑛 = true)
∀𝑓 : N → B. ¬(∀𝑛. 𝑓 𝑛 = false) → (Σ𝑛. 𝑓 𝑛 = true)

and the same for the corresponding variants with 𝑓 being primitive-
recursive or TM-computable.

Regarding minimality, we can state all versions of Markov’s

principle with a minimality condition:

Theorem A.2.

MPP ↔∀𝐴 : N → P. (∀𝑛. 𝐴𝑛 ∨ ¬𝐴𝑛) → ¬¬(∃𝑛. 𝐴𝑛) →
∃𝑛. 𝐴𝑛 ∧ ∀𝑚 < 𝑛. ¬𝐴𝑚

MPB ↔∀𝑓 : N → B.¬¬(∃𝑛. 𝑓 𝑛 = true) →
∃𝑛. 𝑓 𝑛 = true ∧ ∀𝑚 < 𝑛. 𝑓𝑚 = false

MPPR ↔∀𝑓 : N → B. primitive-recursive 𝑓 → ¬¬(∃𝑛. 𝑓 𝑛 = true) →
∃𝑛. 𝑓 𝑛 = true ∧ ∀𝑚 < 𝑛. 𝑓𝑚 = false

Lastly, using B is not crucial forMPB,MPTM, andMPPR.

Theorem A.3. We have that

MPB ↔ ∃𝑓 : N → N. ¬¬(∃𝑛. 𝑓 𝑛 = 0) → ∃𝑛. 𝑓 𝑛 = 0

and the same for 𝑓 being TM-computable or primitive recursive.

B MLTT’S TYPING AND CONVERSION RULES
Fig. 3 presents MLTT’s typing rules, while Fig. 4 presents its con-

version rules. As mentioned in Thm. 6.1, all these rules are satisfied

by the semantics presented in Sec. 5.6, Sec. 5.7, and Sec. 6, which

consists in a translation of MLTT into TT
□
C composed with an

interpretation of TT
□
C .
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Γ ⊢ 𝑡 : 𝐴
Γ ⊢ 𝑡 ≡ 𝑡 : 𝐴

Γ ⊢ 𝐴
Γ ⊢ 𝐴 ≡ 𝐴

Γ ⊢ 𝐴 ≡ 𝐵 : U

Γ ⊢ 𝐴 ≡ 𝐵

Γ ⊢ 𝑏 ≡ 𝑎 : 𝐴

Γ ⊢ 𝑎 ≡ 𝑏 : 𝐴

Γ ⊢ 𝐵 ≡ 𝐴

Γ ⊢ 𝐴 ≡ 𝐵

Γ ⊢ 𝑎 ≡ 𝑏 : 𝐴 Γ ⊢ 𝑏 ≡ 𝑐 : 𝐴

Γ ⊢ 𝑎 ≡ 𝑐 : 𝐴

Γ ⊢ 𝑎 ≡ 𝑏 : 𝐴 Γ ⊢ 𝐴 ≡ 𝐵

Γ ⊢ 𝑎 ≡ 𝑏 : 𝐵

Γ ⊢ 𝐴 ≡ 𝐵 Γ ⊢ 𝐵 ≡ 𝐶

Γ ⊢ 𝐴 ≡ 𝐶

Γ ⊢ 𝐴 Γ ⊢ 𝑓 : Π𝑥 :𝐴.𝐵 Γ ⊢ 𝑔 : Π𝑥 :𝐴.𝐵 Γ, 𝑥 : 𝐴 ⊢ 𝑓 𝑥 ≡ 𝑔 𝑥 : 𝐵

Γ ⊢ 𝑓 ≡ 𝑔 : Π𝑥 :𝐴.𝐵

Γ ⊢ 𝐴 ≡ 𝐶 : U Γ, 𝑥 : 𝐴 ⊢ 𝐵 ≡ 𝐷 : U

Γ ⊢ Π𝑥 :𝐴.𝐵 ≡ Π𝑥 :𝐶.𝐷 : U

Γ ⊢ 𝐴 ≡ 𝐶 Γ, 𝑥 : 𝐴 ⊢ 𝐵 ≡ 𝐷

Γ ⊢ Π𝑥 :𝐴.𝐵 ≡ Π𝑥 :𝐶.𝐷

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝑡 : 𝐵 Γ ⊢ 𝑢 : 𝐴

Γ ⊢ (𝜆𝑥 : 𝐴.𝑡 ) 𝑢 ≡ 𝑡 [𝑥\𝑢 ] : 𝐵 [𝑥\𝑢 ]
Γ ⊢ 𝑓 ≡ 𝑔 : Π𝑥 :𝐴.𝐵 Γ ⊢ 𝑎 ≡ 𝑏 : 𝐴

Γ ⊢ 𝑓 𝑎 ≡ 𝑔 𝑏 : 𝐵 [𝑥\𝑎]

Γ ⊢ 𝐴 ≡ 𝐶 : U Γ, 𝑥 : 𝐴 ⊢ 𝐵 ≡ 𝐷 : U

Γ ⊢ Σ𝑥 :𝐴.𝐵 ≡ Σ𝑥 :𝐶.𝐷 : U

Γ ⊢ 𝐴 ≡ 𝐶 Γ, 𝑥 : 𝐴 ⊢ 𝐵 ≡ 𝐷

Γ ⊢ Σ𝑥 :𝐴.𝐵 ≡ Σ𝑥 :𝐶.𝐷

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑎 : 𝐴 Γ ⊢ 𝑏 : 𝐵 [𝑥\𝑎]
Γ ⊢ fst(⟨𝑎,𝑏 ⟩) ≡ 𝑎 : 𝐴

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑎 : 𝐴 Γ ⊢ 𝑏 : 𝐵 [𝑥\𝑎]
Γ ⊢ snd(⟨𝑎,𝑏 ⟩) ≡ 𝑏 : 𝐵 [𝑥\𝑎]

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑎 : 𝐴 Γ ⊢ 𝑎 ≡ 𝑏 : Σ𝑥 :𝐴.𝐵

Γ ⊢ fst(𝑎) ≡ fst(𝑏 ) : 𝐴
Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑎 : 𝐴 Γ ⊢ 𝑎 ≡ 𝑏 : Σ𝑥 :𝐴.𝐵

Γ ⊢ snd(𝑎) ≡ snd(𝑏 ) : 𝐵 [𝑥\fst(𝑎) ]

Γ ⊢ 𝐴 Γ, 𝑥 : 𝐴 ⊢ 𝐵 Γ ⊢ 𝑎 : Σ𝑥 :𝐴.𝐵 Γ ⊢ 𝑏 : Σ𝑥 :𝐴.𝐵 Γ ⊢ fst(𝑎) ≡ fst(𝑏 ) : 𝐴 Γ ⊢ snd(𝑎) ≡ snd(𝑏 ) : 𝐵 [𝑥\fst(𝑎) ]
Γ ⊢ 𝑎 ≡ 𝑏 : Σ𝑥 :𝐴.𝐵

Γ ⊢ 𝑛 ≡𝑚 : N

Γ ⊢ S 𝑛 ≡ S 𝑏 : N

Γ, 𝑥 : N ⊢ 𝑃1 ≡ 𝑃2 Γ ⊢ 𝑧1 ≡ 𝑧2 : 𝑃1 [𝑥\O]
Γ ⊢ 𝑠1 ≡ 𝑠2 : Π𝑦:N.𝑃1 [𝑥\𝑦 ] → 𝑃1 [𝑥\S 𝑦 ]
Γ ⊢ 𝑛1 ≡ 𝑛2 : N

Γ ⊢ Nind 𝑃1 𝑧1 𝑠1 𝑛1 ≡ Nind 𝑃2 𝑧2 𝑠2 𝑛2 : 𝑃 [𝑥\𝑛1 ]

Γ, 𝑥 : N ⊢ 𝑃 Γ ⊢ 𝑧 : 𝑃 [𝑥\O]
Γ ⊢ 𝑠 : Π𝑦:N.𝑃 [𝑥\𝑦 ] → 𝑃 [𝑥\S 𝑦 ]
Γ ⊢ Nind 𝑃 𝑧 𝑠 O ≡ 𝑧 : 𝑃 [𝑥\O]

Γ, 𝑥 : N ⊢ 𝑃 Γ ⊢ 𝑧 : 𝑃 [𝑥\O]
Γ ⊢ 𝑠 : Π𝑦:N.𝑃 [𝑥\𝑦 ] → 𝑃 [𝑥\S 𝑦 ]
Γ ⊢ 𝑛 : N

Γ ⊢ Nind 𝑃 𝑧 𝑠 (S 𝑛) ≡ 𝑠 𝑛 Nind 𝑃 𝑧 𝑠 𝑛 : 𝑃 [𝑥\S 𝑛]

Figure 4: MLTT’s conversion rules
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