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ABSTRACT

This paper tackles the semantic segmentation of zones af-
fected by forest fires by the introduction of methods fusing
multimodal imagery collected from unmanned aerial vehicles
(UAVs) and satellite platforms. The multiresolution fusion
task is especially challenging in this case because the differ-
ence between the involved spatial resolutions is very large —
a situation that is normally not addressed by traditional mul-
tiresolution schemes. Two novel multiresolution fusion ap-
proaches, based on Bayesian and probabilistic graphical fu-
sion models and integrated with a deep fully convolutional
network and with the expectation-maximization algorithm,
are proposed. The application is to a real case of fire zone
mapping and management in the area of Marseille, France.

Index Terms— Semantic segmentation, satellite images,
UAVY, probabilistic fusion, fires

1. INTRODUCTION

The increasing occurrence of wildfires, amplified by the
changing climate conditions and drought, has significant im-
pacts on natural resources, ecosystem responses, and climate
change [1]. In this framework, deriving the extent of areas
affected by wildfires is critical to fire management, protection
of the population, damage assessment, and better understand-
ing of the consequences of fires. Burnt area mapping is
crucial not only to prevent further damage but also to manage
the area itself. Reliable damage assessment often requires
field measurements, which might be inaccessible in some
poorly managed areas [2] other than time-consuming.

Thanks to the current availability of Earth observation
satellites, such as the Sentinel-2 MultiSpectral Instrument
(MSI) and Landsat 8 and 9, it is possible to have access to
data for the monitoring and the mapping of the burnt ar-
eas. In the past two decades, several algorithms utilizing
remote sensing satellite data have been developed to map
fire-affected areas [3]. Multispectral channels, especially in
the near and short-wave infrared (NIR, SWIR) wavelength
ranges, are commonly used in burnt area mapping [4].

In recent years, unmanned aerial vehicles (UAV), or
drones, have also been widely used in forest fire monitor-

ing, thanks to their high flexibility, low-cost, and ability to
cover wide areas during the day or night [5]. On one hand, the
spatial resolution granted by UAVs is usually very high. On
the other hand, fires captured by UAVs are typically charac-
terized by a small area coverage, irregular contours, complex
scene background, and susceptibility to forest cover, making
the accurate segmentation of burnt areas challenging [6].

At the same time, satellite-based monitoring provides an
efficient and large-scale wildfire assessment due to its wide
range, time frequency and accuracy. However, this approach
suffers from aerosol and cloud occlusions, which can make
forest fires hardly detectable [7], and generally allows for
much coarser spatial resolutions than through UAVs.

In recent years, deep learning-based methods have been
introduced for monitoring forest fires thanks to their state-of-
the-art performance on computer vision tasks [7, 8, 9] and
their ability to detect patterns in complex data by automati-
cally learning from examples [3]. Models based on CNNs [3,
10, 11, 12] and on transformers [13] have been applied to
several segmentation problems [5, 14, 15]. However, deep
learning models require a large number of labeled images,
which may not always be available, other than costly and
time-consuming to generate [3, 7].

The joint availability of satellite and UAV acquisitions of
zones affected by wildfires, with their complementary fea-
tures, presents a huge potential for the mapping and moni-
toring of burnt areas and, at the same time, a big challenge for
the development of a classifier capable to fully take advantage
of this multimodal information.

In this paper, to address the huge contrast between the res-
olutions of the available input image sources, two novel meth-
ods combining stochastic modeling and decision fusion, and
integrated with a deep fully convolutional network (FCN) and
with the expectation-maximization algorithm are presented.

2. METHODOLOGY
2.1. Pixelwise probabilistic fusion

The first developed method aims to fuse the information at
different resolutions in a pixelwise probabilistic framework.
The idea is to extract the thematic information contained in



the two acquisitions collected by the different sensors (at very
different spatial resolutions and with generally different spec-
tral bands) separately, and perform a posterior probability pix-
elwise decision fusion [16]. Let us denote as X a patch of
the image at finer resolution acquired by the drone, with size
corresponding exactly to one pixel in the coarser resolution
lattice associated with the satellite acquisition. Let & be the
feature vector of this pixel. This underlies the assumption that
the UAV and satellite images are well registered, so that one
pixel in the latter corresponds to a patch of D x D pixels in the
former. Accordingly, D represents the resolution ratio asso-
ciated with the input multiresolution dataset. For example, if
the spatial resolutions of the UAV and satellite images are of
the order of a few centimeters and of a few meters or tens of
meters, respectively, D is expected to range in the hundreds.
For training purposes, the first proposed method requires
the definition of a ground truth (GT) at the coarser level, start-
ing from an input GT map, which we assume available for the
drone acquisition at the finer resolution. This GT map at the
UAV resolution is assumed to include two classes, “burnt”
(w1) and “non-burnt” (ws). Let y; be the label of the ith pixel
of the D x D patch at the finer (UAV) resolution and let 3 be
the corresponding class membership at the coarser resolution.
The coarser resolution GT is created with the following rules:

1. ify; =w1,Vi € D x D, then § = 1 (“burnt”).
2. ify; = wy, Vi € D x D, then §y = 15 (“non-burnt”).
3. else, y belongs to a third class i3 (“partially burnt”).

Accordingly, the two resolution levels correspond to distinct
sets of classes: Q = {wy, ws} on the finer resolution lattice of
the UAV image and Q = {11, ¥, 103} on the coarser resolu-
tion grid of the satellite image.

The pixelwise probabilistic fusion is formalized as fol-
lows in terms of decision fusion from suitable input poste-
riors. Specifically, the posterior distribution of y; given all
available input information, i.e., given the random field X in
the D x D crop at the UAV resolution and the feature vector
Z at the satellite image resolution, can be expressed as:

P(y|X, &) = Y Plys, §lX, 7). (1)
geQ
Under suitable conditional independence assumptions, widely
accepted in the development of Bayesian and Markovian ap-
proaches (e.g., in [17, 18, 19]), and applying the Bayes
theorem, we can prove that (1) implies:

Pyl X, %) o< 3 P(yil X)P(§]7) (1(’;“;) 2)
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where P(y;|X) is the posterior probability of the acquisition
at finer spatial resolution conditioned on all UAV feature vec-
tors in the D x D patch, P(g|Z) is the posterior probability

computed for the satellite acquisition at coarser spatial res-
olution on the individual pixel corresponding to the patch,
P(y;) is the prior probability of the class labels at the finer
resolution, and P(y;|7) is the conditional probability of the
labels at the finer resolution given the ones at the coarser res-
olution. Given the size of the input multiscale information,
the image at the finer resolution is processed with an FCN
and the posterior probability P(y;|X) is the output of the
softmax layer of the FCN when the D x D patch of UAV
data is fed as input. On the contrary, the posterior probability
P(g|Z) of the coarser resolution image is predicted with ran-
dom forest (RF). P(y;) is estimated as the relative frequency
in the training set considered. In particular, the joint distri-
bution P(y;, ) is assumed stationary within the patch, i.e.,
Okn = P(yi = wi,§ = ¢n) (k = 1,2;h = 1,2,3) is as-
sumed independent from the pixel location ¢ within the patch.

Considering the discrepancy in the number of classes be-
tween the GT at the finer and coarser resolutions, the condi-
tional probability distribution P(y;|j) between the labels of
the two multiresolution images is defined indirectly by the
vector 0 collecting the aforementioned joint probabilities 0y, j,
(k = 1,2;h = 1,2,3). In the proposed method, these pa-
rameters are estimated through an approximate formulation of
the expectation maximization (EM) algorithm [20, 21]. EM
is an iterative parameter estimation techniques for problems
characterized by data incompleteness and converging, under
suitable assumptions, to maximum-likelihood estimates [22].
Denoting as §* the estimate computed for @ at the tth iteration,
the EM formulation within the proposed technique is defined
by the following iterative equations (t = 0,1,2,...):

of n = Pyi = wg|X)P(§ = ¢n|® )%
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where the posteriors in the first equation are predicted through
FCN and RF models, as mentioned before, and where the ini-

tialization #° corresponds to a uniform joint label distribution.

2.2. Multiresolution fusion through hierarchical proba-
bilistic graphical model

The key idea of the second method is to fuse the multireso-
lution information through a pyramidal tree structure, where
the information is inserted at its native resolution [23]. In this
case, the root layer contains the coarse resolution satellite data
and the leaf layer contains the fine resolution UAV imagery.
Given the relationship 1 : D between the two resolu-
tions and the expected order of magnitude of D, it would
possibly require tens of levels in order to maintain the stan-
dard power-of-two relationship typical of traditional pyrami-
dal graphs with quadtree topologies, making the inference
very computationally expensive. Therefore, the proposed hi-
erarchical probabilistic graphical model (PGM) formulation



introduces a partially irregular quadtree. The leaf layer, where
UAV data are stored, is interpreted as the Lth layer of the
quadtree. First, starting from this leaf layer, intermediate lay-
ers L — 1,...,1 are constructed as in a traditional quadtree,
by progressively halving the spatial resolution, and by associ-
ating downsampled UAV image data. The coarsest resolution
that is obtained in this way corresponds to level 1 and is 221
times coarser than that of the UAV image. The root, i.e., the
Oth layer of the tree with which the satellite data are associ-
ated, is linked directly to level 1.

Differently from a conventional quadtree, here, many
more connections are present. Indeed, each pixel at the root
corresponds to a patch of (212 D) x (2'=L D) pixels on level
1: all such pixels are connected to the single pixel on the root.
This obviously affects the formulation of marginal posterior
mode (MPM) inference criterion and the flow of information
across the top-down and bottom-up levels.

A hierarchical MREF is defined over this quadtree. Using
the same notations as in Section 2.1 and calling x; the fea-
ture vector of the i-th pixel of the drone patch and S* the /th
layer of the described tree, the MPM criterion is extended as
follows. Firstly, a top-down pass to compute the prior proba-
bility of the class label, starting from the root to the leaves is
performed:

P(y)= > Pyily; )Ply;) i€S5e>1 4
Yy, €Q

For level £ = 1 in the quadtree, the equation relates to the root
layer, thus becoming:

P(y)=>_ P(ylg)P(y) i€S ©)
JEQ
For the root layer, these probabilities are initialized as the rel-
ative frequencies of the classes in the training set. Secondly, a
bottom-up pass to compute the probability of having a certain
class label y; on pixel %, given the observation of the descen-
dants ¢ of 4 in the tree is performed:

zd t1Yi
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with g collecting the labels of all sites connected to ¢, and n;
is the number of such sites. Finally, a second top-down pass
from the root (i.e., the pixel grid related to the satellite image)
to the leaves is performed. Starting from level ¢ = 1:

P(y|X,2) = Y Py, = )P(jlx,2), ieS' (7)
yeeQmi

where, in this case, y{ also includes . Then, we move to the
lower levels of the tree (i € S*,¢ > 1):

Pylx, &)= 3 POflyna)Ply-1X,3) @
ysEQT

with i € 8¢ ¢ = 2,3,...,L. The transition probability
P(y;|y; ) across consecutive scales is defined through a para-
metric stationary model [24].

Fig. 1: Input images: (a) drone image, (b) NDVI Sentinel-
2 image, (c) NIR Sentinel-2 image, and (d) the GT with the
same resolution of the drone image. Class legend: burnt (red)
and non-burnt (white).

3. EXPERIMENTAL VALIDATION

The study area is La Destrousse, a commune in the depart-
ment of Bouches-du-Rhone, Provence-Alpes-Cote d’Azur,
France. The dataset includes an RGB image of size 16904 x
20324 pixels acquired by an UAV with a spatial resolution
of about 2 cm. In the annotation of the GT, the boundaries
of the burnt area were found with the canopy height model
(CHM), which measures the height of trees, buildings, and
other structures above the ground topography [25, 26, 27].

To integrate the available information with data at differ-
ent spectral bands, useful to discriminate burnt areas from
non-burnt zones, the NIR channels of a Sentinel-2 image were
used. These channels have a spatial resolution of 10 m (see
Fig. 1). The drone image was acquired shortly after the fire
of 11 July 2018 and the first available Sentinel-2 data of the
same zone is dated 14 July 2018.

Given the relationship between the two spatial resolu-
tions, in this case D = 480. To maintain a reasonable number
of levels and, simultaneously, to model multiscale informa-
tion, the drone imagery was resized to 4 cm and 8 cm of
resolution (i.e., L = 3). Hence, each Sentinel-2 pixel is the
parent pixel of the 14400 pixels of the layer at 8 cm of reso-
lution (with size 120 x 120 pixels). The dataset was properly
split in separate zones representing the training and test sets.

The proposed methods were compared with the baseline
U-Net trained on the UAV data and with a multiresolution
fusion architecture solely based on deep learning. In this ar-
chitecture, the coarser resolution data were included directly
in the first convolutional layers as a bias scalar term, obtained
multiplying the channel information of the pixel z by a learn-
able weighting vector. To our knowledge, the proposed ap-
proaches are the first ones combining UAV and Sentinel-2 im-
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Fig. 2: GT and classification results: (a) GT and result of the (b) U-Net trained on UAV data, (c) first proposed method
fusing UAV and Sentinel-2 data, (d) second proposed approach, including the bottom-up and the top-down passes, and (e) deep
learning multiresolution fusion used for comparison. Class legend: burnt (red) and non-burnt (white).

Table 1: Classification accuracies of the proposed methods and of the comparison techniques.

Architecture False alarm rate | Missed alarm rate | Overall error rate
U-Net (on UAV) 0.28 10.81 1.61
DL multires. fusion 0.19 27.08 3.51
First prop. method 0.48 8.55 1.47
Second prop. method 0.19 7.43 1.17

ages at their native resolutions for burnt area mapping, there-
fore comparisons with state-of-the-art methods developed for
this specific task were not possible.

Table 1 presents the results obtained by the proposed
methods and the two comparison techniques in terms of false
and missed alarm rates, and overall error rate with respect to
a test map (annotated as the aforementioned training map).
The quantitative results suggest the overall effectiveness of
the FCN baseline on the UAV image to estimate the burnt
and non-burnt areas, with an overall error rate of 1.61%.
These results are visually confirmed by the classification map
shown in Fig. 2(b), which appears to follow the outline of the
original GT, yet being characterized by several missed alarms
in between the burnt area.

With respect to the original results achieved by the FCN
only on the drone image, the proposed pixelwise probabilis-
tic fusion combining RGB and multispectral images presents
slightly more accurate results in terms of overall error rate and
missed alarm rate, and a 0.2% loss in terms of the false alarm
rate. The classification map (shown in Fig. 2(c)) appears to
be more accurate and significantly visually smoother as com-
pared to the previous result (shown in Fig. 2(b)), thanks to the
incorporation of the Sentinel-2 image.

The reported results of the second proposed method are
obtained after the second top-down pass, thus taking into ac-
count all the information of the observation of the descen-
dant pixels and the labels of all the connected pixels (in this
case, the parent pixels). The overall error rate of this second
method is of about 1%, with the lowest false and missed alarm
rates. The classwise accuracies are higher for the non-burnt
zones, which are a majority class with respect to the “burnt”
class. The classification map shown in Fig. 2(d) suggests the
potential of this proposed model, as the map appears to be
visually smooth and accurate, especially in comparison with

the original GT, outperforming not only the baseline but also
the previous fusion method in the detection of the burnt area.

Concerning the other comparison method, the neural ar-
chitecture, the classification map shown in Fig. 2(e) appears
to reproduce rather accurately the GT, as it is also suggested
by the results in terms of overall error rate and missed / false
alarms. Nevertheless, the results are suboptimal with respect
to the ones achieved by the proposed approaches.

4. DISCUSSION AND CONCLUSION

In this paper, two probabilistic fusion methods were proposed
for the joint use of multiresolution and multiband information
for the semantic segmentation of zones affected by fires with
UAV and satellite images. The resulting multiresolution task
is quite extreme, since the resolution ratio between the input
image sources is of the order of the hundreds.

The experimental validation suggests the effectiveness of
the proposed methods for the semantic segmentation of zones
affected by fires. The two methods obtain accurate classifi-
cation results and maps, in particular by the second proposed
approach, fusing multiresolution information through an ir-
regular quadtree topology and a hierarchical PGM. This con-
firms the potential of the combination of FCN architectures
with PGMs on appropriate graphs.

Future developments will involve the application to dif-
ferent case studies related to forest fires with data acquired
by different sensors and at different resolutions, possi-
bly containing additional spectral information to compute
application-specific meaningful indices like the normalized
burn ratio (NBR) [28]. Furthermore, it would be interesting
to integrate the proposed method with transfer learning and
test it with fire image data characterized by different features
and associated with different geographical areas.
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