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Abstract

[Abstract] High-performance computing in fluid dynamics frequently confronts substan-
tial memory demands, especially in large-scale applications. Data compression techniques
can alleviate these memory constraints, but introduce new challenges. This paper introduces
an innovative on-the-fly low-overhead lossy compression technique tailored for GPU-based
fluid simulations, utilizing the Discrete Wavelet Transform (DWT). Our approach signifi-
cantly diminishes memory requirements, achieving up to a 10-fold long-term reduction on
a D3Q27 simulation, while minimally impacting the simulation accuracy. The methodol-
ogy is built around careful design choices to achieve a satisfactory compression ratio/speed
trade-off. It effectively maintains mass conservation and accurately preserves essential dis-
continuities in simulations. Extensive testing with a D3Q27 Lattice-Boltzmann Method
(LBM) simulation on a single GPU has shown that large-scale grids can be processed with
minimal impact on the simulation accuracy and acceptable compression times. This com-
pression technique demonstrates a robust capability to handle memory limitations in fluid
simulations, opening the door to more complex and larger-scale simulations.

1 Introduction

Fluid simulations are essential tools in many scientific and engineering fields, aiding in
the understanding of complex fluid dynamics. The Lattice-Boltzmann Method (LBM) is
particularly selected for incompressible flows and low Mach aerodynamics, not only due
to its inherent suitability for these applications but also because of its parallel nature,
which aligns well with modern computing technologies like GPU computing [38]. Several
books have been written on the subject, see for instance [51, 26] for a full history. This
method typically uses a regular grid to represent space, allowing for necessary refinements
to capture flow details accurately. However, such a data structure demands significant
memory, particularly in three-dimensional simulations, presenting a notable challenge for
large-scale applications [40, 27].

In grid-based CFD simulations, memory constraints are typically addressed using either
a multi-level or a stencil-based approach. Multi-level methods partition space into blocks of
varying resolutions, focusing on regions of interest (ROIs) for higher detail and using coarser
resolutions elsewhere to save memory (or computations). Hence, the memory requirements
are reduced without the need for an explicit compression step. Despite their efficacy, these
methods can be challenging to implement and may interfere with numerical schemes. This
is why our work focuses on stencil-based methods, which are more straightforward to im-
plement and are more compatible with existing numerical schemes. These methods utilize
a uniform data structure across the simulation domain, processing it in manageable blocks.
The memory requirements of these methods can become a bottleneck, especially in three-
dimensional simulations, where the memory requirements grow cubically with the grid size.
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A natural idea is to compress the data to fit within the available memory, but this introduces
new challenges.
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Figure 1: Schematic representation of the memory setup of a GPU. The provided throughputs have been measured
with gpumembench [25] and nvbandwidth [37] on a P100 GPU. They are only indicative and can vary depending
on the used hardware/software. The bandwidth of the memory transfers between the host and the GPU device is
significantly lower that what can be achieved within the GPU. The main GPU memory (DRAM) is slower than
the shared memory (SRAM), but has a much larger capacity and can be accessed by all the GPU cores. The
shared memory is a block-level memory and can only be accessed by the cores of the same block.

The adoption of compression in numerical simulations is generally driven by two main
needs: overcoming the memory capacity constraints of the hardware and accelerating simu-
lations by utilizing computational resources more efficiently. Figure 1, illustrates the various
levels of memories within the context of GPU programming and their typical bandwidths.
Visualizing the memory setup in this manner helps to understand the different possible bot-
tleneck scenarios. While some simulations may accommodate slower compression methods
if it is the only option to fit within the hardware memory limits, others might focus on
reducing the overhead of the compression process.

Our work focuses on striking a balance between compression time and compression ratio.
The idea is to integrate compression/decompression steps within the simulation loop, which
is known as in situ or on-the-fly compression. The goal is to simulate grids that would not
fit in the GPU memory without compression and to minimize the impact of the compression
on the overall simulation time. Our compression scheme is based on the Discrete Wavelet
Transform (DWT), which is known for its high compression ratios and its ability to handle
discontinuities in data. We ensure that the overall compression scheme remains exactly mass
conservative, but allows for some loss in the compression process. The compression process
is performed on-the-fly and tuned for GPU architecture.

In this paper, we explain our compression method, discuss why certain design choices
were made, and assess its performance. Our tests demonstrate that our method allows for
the simulation of grids that would not fit in the GPU memory without compression. We
also provide insights into the impact of the compression on the overall simulation time.
Depending on the configuration, we can expect the overall scheme to be between 2 and 3
times slower (although this measure can be disputed in cases where the scheme could not
be run without compression). Given the significant reduction in memory requirements, this
trade-off is acceptable in many scenarios, especially in cases where CPU-GPU transfers of
the whole data are required to fit the simulation in the GPU memory. Overall, our method
is a promising solution to improve the memory efficiency of large-scale CFD simulations.

This paper is organized as follows. In Section 2, we present the related work on data
compression in fluid simulations. In Section 3, we describe the compression scheme, focusing
on the Discrete Wavelet Transform. In Section 4, we present different results obtained with
our compression scheme on a 3D 27-velocity Lattice-Boltzmann Method (D3Q27) simulation.
Finally, in Section 5, we conclude and discuss future work.

2 Related Work

The use of data compression in scientific computing has been a topic of interest for several
years. Cappello et al. conducted a thorough study to assess the relevance of using lossy
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compression in scientific computing [9]. They identify use cases where lossy compression
is advantageous, particularly when it comes to addressing memory bandwidth and storage
limitations of computational hardware. In scenarios where memory bottlenecks significantly
constrain the simulation, employing compression to alleviate these bottlenecks can be more
advantageous than the overhead introduced by the compression process.

The idea of incorporating data compression in CFD simulations has been explored in
several studies that we will survey in the following sections. We will refer to the concept of
entropy, which is a measure of the information content of a message, as defined in information
theory [49]. Because CFD data are not random, the entropy of the signal can be reduced
by making assumptions about the data structure. The scientific literature on this topic
differs from that of general data compression in that it aims to find the best assumptions
on the signal for a given class of simulations to achieve the best compression ratio and/or
compression speed. In Section 2.1, we present a general overview of data compression in
fluid simulations. Then, in Section 2.2, we present the current state of the art in the use of
the Discrete Wavelet Transform in CFD data compression.

2.1 Data compression in fluid simulations

Fluid simulations often generate massive datasets, necessitating advanced data compression
techniques to address memory and computational challenges. Compression techniques can
be classified by several criteria, such as the nature of compression (lossy/lossless), processing
mode (streaming/offline), the employment of predictive models, reliance on floating-point
representations, and specific spatial structures considerations. Such categorizations facilitate
a better understanding and comparison of different techniques within fluid simulations.

Lossless compression methods, being reversible, preserve the integrity of data, ensuring
no impact on the physics simulation results. Conversely, lossy compression leads to some
information loss. While these techniques can achieve higher compression ratios, the design
of lossy compression must be meticulous to maintain result accuracy. One strategy for
managing data loss in simulations is to identify regions of interest (ROIs) and permit data
loss primarily in areas outside these specified regions [35]. Machine learning is an option for
achieving lossy compression but offers limited guarantees on the accuracy of the results. It
has, however, demonstrated potential for in situ visualization of CFD data [32].

Streaming compression methods, designed for real-time data processing, are preferred in
large-scale simulations due to their reduced memory footprint. A rudimentary example of
compression is the mixed-precision representation. This method provides limited compres-
sion ratios, while considerably impacting accuracy, rendering it less effective compared to
other techniques [27]. A more effective approach is to use a generic compression algorithm
that is known to be efficient on the used hardware (here, GPUs) [46, 30, 50, 24, 56]. This
approach benefits from incorporating domain-specific knowledge, which reduces the entropy
of the data [28]. Typically, the streaming compression approach encompasses:

• Predictor: Estimates data from previously encoded points.

• Difference Operator: Computes the difference between the predicted and actual
value, producing the residual.

• Residual Coder: Encodes residuals for compression, often using entropy coding.

In the context of fluid simulations, innovations in streaming data compression often originate
from enhancements in these components [14, 43, 29]. Using prediction/difference pretreat-
ments aims to reduce data entropy, making it more compressible. By allowing one of these
components to be lossy, it becomes possible to further reduce entropy, often by setting a
threshold and encoding residuals that exceed it.

Transitioning from streaming to offline compression, we explore techniques that process
data in chunks or entirely. These techniques often achieve superior compression ratios but
can demand more memory and sometimes entail higher computational costs. The Lorenzo
predictor, which uses neighbors across N dimensions for data prediction, serves as a no-
table example of offline compression for CFD data [21, 31]. Though it is categorized as
offline due to its multidimensional data access, with the right implementation, its memory
usage can remain low. Other techniques that employ multidimensional prediction exist as
well [16]. While these approaches primarily focus on compression speed, other methods
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aim to achieve higher compression ratios. The Discrete Wavelet Transform (DWT), known
for its high compression ratios with CFD data, exemplifies this approach. The subsequent
section discusses the Discrete Wavelet Transform, its role in CFD data compression, and
reviews relevant studies on the topic.

2.2 Discrete Wavelet Transform

The Discrete Wavelet Transform (DWT) is widely recognized across various fields, especially
in CFD data compression [34, 11, 1, 2]. In this context, wavelets with compact support,
biorthogonality, and a design tailored for a multi-resolution approach are favored. These
attributes enable the DWT to process both frequency and spatial data efficiently. DWT
decomposes an input signal into two main components: the approximation, which cap-
tures low-frequency information, and the detail, representing high-frequency nuances. This
decomposition is performed iteratively, with each level of the DWT capturing a different fre-
quency band. At the end of this process, the low details can be discarded, hence introducing
loss, and fed to an entropy coder to achieve high compression ratios.

Researchers have extensively explored the use of DWT in CFD data compression [55,
23, 47]. These investigations establish the foundational knowledge supporting the use of
DWT in CFD data compression. Because of its significant memory demand, DWT is not
typically utilized as a standalone compression method. Instead, it serves as a tool to manage
different resolution levels in data, optimizing computational resource allocation. Prominent
multi-level methods, such as AMR [3] and multigrid methods [6], share this concept but do
not incorporate the DWT directly. Other methods explicitly integrate different DWT levels
within their framework [18, 44, 45].

One foundational study by Cohen et al. [11] conducts the CFD computations directly on
the adaptive wavelet structure. They perform a careful mathematical analysis showing that
this approach is almost optimal in terms of memory occupation and algorithm complexity.
This optimality is obtained thanks to the excellent compression and approximation prop-
erties of the wavelet transform and also to its suitability to hyperbolic conservation laws,
where local perturbations propagate at finite speed. However, this mathematical analysis is
rather theoretical and does not take into account the very irregular structure of the sparse
wavelet representation. In practice, handling this structure generates an unacceptable over-
head on modern GPUs, because of non-coalescent memory access. In this paper, we propose
a more pragmatic approach which harnesses the compression rate of the DWT, but keeps
as much as possible the very efficient memory pattern of the LBM stencil pattern.

The use of wavelets in explicit data compression is also very common. However, tradition-
ally, the considerable overhead of DWT has made these methods more suitable for storing
or visualizing results, rather than for direct compression of simulation data [5]. Many of
these techniques are inspired by or based on the JPEG2000 standard [17]. The advent of
modern GPUs, with their architectural improvements, marks a shift in this domain. These
advancements enable more efficient use of DWT, making it a viable option for in situ com-
pression in performance-critical simulations [41]. Our research aligns with this trend, aiming
to leverage the DWT for in situ compression of CFD data on GPUs. In a previous work,
we have designed a DWT-based compression scheme for CFD data, with a focus on the
numerical aspects of the method [15]. In this work, the compression algorithm is improved
to lower its computational overhead and to ensure that it indeed leads to effective memory
savings and acceptable compression times.

3 Description of the Compression Scheme

This section provides details on our compression method. We first briefly describe the
Discrete Wavelet Transform (DWT) as a general tool and then present the wavelet scheme in
Section 3.1. Then we explain how we use the DWT representation to design the compression
scheme in Section 3.2.
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3.1 Discrete Wavelet Transform

3.1.1 Basics of the Wavelet Transform

The Discrete Wavelet Transform (DWT) is a variant of the Continuous Wavelet Transform
(CWT) tailored for sampled signals. The main concept is to represent a signal using a
combination of wavelets. These wavelets are functions that capture variations in the signal.

For a comprehensive understanding of wavelet theory and its applications, the book by
Mallat [33] is a valuable resource. In our research, we primarily use the Battle and Lemarié
(BL) wavelets [12]. These wavelets, often referred to as the 5/3 biorthogonal wavelets, excel
at first-order compression. This means they can effectively filter out local linear polynomial
behavior, making them suitable for diverse applications like image and audio compression.

3.1.2 Building Wavelets for Non-Periodic Signals

Many standard wavelets are constructed for signals that span the entire real line or are peri-
odic. However, we often deal with non-periodic signals, such as in realistic fluid simulations.
Such signals require specialized wavelets, in particular at their boundaries. Our choice of
wavelets is designed to filter out linear polynomials. This choice is based on empirical evi-
dence that linear filtering usually offers satisfactory balance between compression ratio and
compression speed. The linear filtering property is referred to as the vanishing moment of
order 1 in wavelet theory. In this section, we explain how to construct the wavelet scheme
for a 1-dimensional non-periodic signal, but the construction can be extended to higher
dimensions.

Let f , defined on [0, 1], be the non-periodic signal on which we want to apply the DWT
and J be the sampling scale. We begin with 2J + 1 sampling points:

xJ,k = k2−J , 0 ≤ k ≤ 2J , J ≥ 0. (1)

For a given scale J , the signal is represented using 2J + 1 points. Let us point out that
at the coarsest scale J = 0 the signal is represented by its values at the two boundary points
x = 0 and x = 1. These values will never be changed by the compression algorithm. This
is slightly different from what is done usually for wavelet compression of periodic data. We
now define the wavelet coefficients sj,k and dj,k to refer to the approximation and detail
coefficients at scale j, respectively. At the finest scale j = J , the approximation coefficients
are the samples of the signal f :

sJ,k = f(xJ,k), 0 ≤ k ≤ 2J . (2)

Given approximation and detail coefficients at scale j + 1, the approximation and detail
coefficients at scale j are found by applying the DWT transform:

sj,k = Tj,k,approx(sj+1,0, sj+1,1, . . . , sj+1,2j+1), 0 ≤ k ≤ 2j (3)

dj,k = Tj,k,detail(sj+1,0, sj+1,1, . . . , sj+1,2j+1), 0 ≤ k ≤ 2j − 1 (4)

for 0 ≤ k ≤ 2j , where Tapprox and Tdetail are transforms corresponding to the approx-
imation and detail parts of the DWT, respectively. This lets us represent the signal f at
different scales j by applying successive DWT transforms on the approximation coefficients
ss,k. The goal is now to define a reversible transform that satisfies a set of constraints.

3.1.3 Description of the lifting scheme

For constructing our DWT, we follow the so called approach of the ”lifting scheme” intro-
duced by Sweldens in [52, 53]. At any scale, the first and last samples are fixed as xj,0 = 0
and xj,2j = 1. These points are intentionally chosen to have even k indices and will always
correspond to approximation coefficients. In our setting, at scale j ≥ 1, there are 2j−1 + 1
even indices and 2j−1 odd indices. This differs from usual wavelet constructions and is
designed to handle the borders of the interval more effectively.
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Given a scale j = j0 ≥ 1, we expect the approximation coefficients sj0,k to be close to
the signal f at the sampling points xj0,k:

sj,k ≈ f(xj,k). (5)

We impose them to be exactly equal at the boundaries:

sj,0 = sj+1,0 = f(0), sj,2j = sj+1,2j+1 = f(1). (6)

If the signal f is locally almost linear (at the scale j), it is also expected that the odd samples
satisfy:

sj,2k+1 ≈
sj,2k + sj,2(k+1)

2
, 0 ≤ k ≤ 2j−1 − 1. (7)

As we want to filter out linear polynomials, we set the detail coefficients at scale j − 1
accordingly:

dj−1,k = sj,2k+1 −
sj,2k + sj,2(k+1)

2
, 0 ≤ k ≤ 2j−1 − 1, (8)

If our assumptions are correct, the detail coefficients dj−1,k should be close to zero. One
can notice that this operation is reversible, as it allows for the exact reconstruction of the
original odd values at scale j:

sj,2k+1 = dj−1,k +
sj,2k + sj,2(k+1)

2
, 0 ≤ k ≤ 2j−1 − 1. (9)

We now need to define the approximation coefficients sj−1,k at scale j − 1. We want
these coefficients to satisfy multiple properties. First, we want them to be close to the signal
f at the sampling points xj−1,k, to match the expectation we made in equation (7). Second,
to achieve minimal memory intensity, we want to use as few other coefficients as possible.
This is related to the concept of compact support in wavelet theory. One way to achieve this
is to only use the approximation coefficients at scale j and the detail coefficients at scale
j − 1. For example, we can introduce coefficients αj,k, and define:

sj−1,k = sj,2k + αj−1,k−1dj−1,k−1 + αj−1,kdj−1,k, 0 < k < 2j−1. (10)

Since we have a degree of freedom for the coefficients αj,k, we add a mass conservation
requirement:

f(0) + f(1)

2
+

2j−1−1∑
k=1

sj−1,k =
f(0) + f(1)

4
+

1

2

2j−1∑
k=1

sj,k. (11)

This equation is essentially a quadrature formula that equates the mass of the samples at
scale j to the mass of the samples at scale j − 1 using the trapezoidal quadrature formula.
Notably, the weights of the first and last samples are halved because half of their weight
is located outside the interval [0, 1] if we use symmetric wavelets. However, we can notice
that the first and last samples will not have any impact on the overall mass, as they are
fixed by equation (6). In the framework of numerical simulations, global mass conservation
is generally necessary to ensure proper convergence [20]. As we state it (equation (11)),
the mass conservation property ensures that the mass of the original sampled signal sJ,k is
concentrated only in the samples sj,k at all scales j. This implies that the detail coefficients
dj,k have no mass and, hence, that any modification of the detail coefficients dj,k will not
affect the mass of the reconstructed signal.

We can check that there is only one choice of coefficients αj,k that satisfies the mass
conservation property (11):

αj−1,k =

{
1
4 if 0 < k < 2j−1 − 1
1
2 if k = 0 or k = 2j−1 − 1

(12)

It is now possible to compute all the coefficients sj,k and dj,k knowing the approximation
coefficients at scale j+ 1 thanks to equations (6), (8), (10), and (12). These equations align
with the wavelet lifting scheme, introduced by Sweldens, which is known to be optimal in
terms of memory accesses [52, 53].
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The presented scheme lets us perform a reversible transform on the samples of a 1-
dimensional non-periodic signal. It can be directly extended to higher dimensions by suc-
cessively applying the same scheme along each axis. The DWT steps are commutative across
dimensions and scales, meaning that the order of the performed transforms can be leveraged
for pratical purposes.

After applying the DWT, the number of coefficients in the data remains identical. At the
finest scale J , we have 2J+1 (approximation) coefficients, while we have 2j+1 approximation

coefficients and
∑J−1
i=j 2i detail coefficients at scale j < J (hence, a total of 2J +1 coefficients

as well). To achieve effective compression, this transform must be combined with a true
(potentially lossy) compression method. The idea is that the DWT produces a near-sparse
representation of the signal thanks to the vanishing moment property of the wavelets. This
property can be leveraged by the compression scheme to achieve higher compression ratios.
The next section describes how we design an efficient compression scheme that relies on the
data near-sparsity produced by the DWT.

3.2 Compression Scheme

While the DWT offers a near-sparse representation of a signal, this representation alone does
not guarantee data compression. Achieving high compression ratios, especially for CFD data,
necessitates a well-tailored methodology that makes the most of this near-sparsity. In this
section, we initially provide an overview of a general methodology suitable for compressing
such data, as detailed in Section 3.2.1. Subsequently, we introduce our novel modification,
optimized for GPU hardware, in Section 3.2.2.

3.2.1 General Compression Methodology with DWT

To leverage the Discrete Wavelet Transform (DWT) for data compression, the process typ-
ically involves two main steps: thresholding and entropy coding. When applying the DWT
to a signal f that is predominantly linear at the scales of application, the outcome is an
expected reduction in data entropy. This reduction is due to the majority of the detail
coefficients dj,k being close to zero, which enables classical entropy coders to achieve better
compression ratios. Introducing a controlled amount of loss into the compression scheme
can further enhance these ratios significantly. Central to this approach is the implementa-
tion of a threshold τ , with hard thresholding and soft thresholding being the two commonly
employed strategies. Hard thresholding zeroes out all coefficients dj,k with absolute values
below τ , while soft thresholding extends this by adjusting coefficients with absolute values
above τ , bringing them nearer to zero. This is based on the understanding that small dj,k
coefficients relates to near-accurate predictions, meaning their removal should minimally
affect the signal reconstruction. Importantly, these operations maintain the overall mass of
the reconstructed signal, as indicated by equation (11). To compensate for the increased
sensitivity at coarser scales, an effective threshold τj = τ2J−j is applied for each scale j, to
account for the greater impact of removing a coefficient dj,k at coarser scales. Mathemati-
cally, this choice is governed by the norm in which we measure the approximation. On this
technical subject, we refer for instance to [10] and included references.

Finding the best threshold τ is not straightforward, because it affects multiple aspects
of the scheme, such as the compression ratio and the accuracy of the reconstructed signal.
In practice, it is often observed that there is a range of values in which any τ value yields
acceptable results. Values outside this range either lead to poor compression ratios or to a
significant loss of accuracy. Hence, the choice of τ is let to the expertise of the user, but
does not require extensive tuning.

Finally, any lossless compression method can be applied to the remaining coefficients
dj,k. Since the details are spare, sparse data storage methods can be used to achieve lossless
compressions, by discarding the zeros from the data representation. One such format is the
COO (Coordinate) sparse matrix format, which stores only the non-zero coefficients along
with their coordinates. To implement this methodology on the GPU, several challenges
arise, which we address in the next section.
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3.2.2 GPU-Optimized Compression Methodology

In this section, we present challenges and solutions for implementing the DWT-based com-
pression scheme on GPUs. We assume that the data are stored in a 3-dimensional array
fi,j,k, where i, j, and k are the indices along the x, y, and z axes, respectively. Performing
the DWT on the y and z axes is straightforward, as the lifting scheme can be performed
directly on vectors of lines of the x axis. On the x axis, however, a coalesced access leads
to the values being stored on different threads because the x dimension is contiguous in
memory. A solution is to store each line (of the x axis) in the shared memory of the block
and then perform the DWT within the shared memory. With this method, one read and
one write need to be performed per coefficient in the global memory for the x axis, which is
optimal. Then, the result of the DWT can directly be processed by the lossless compression
method. In this work, we use the dense to CSR and CSR to dense algorithms from the
cuSPARSE library to convert the data to the CSR format, which is a sparse matrix format.

This naive, but reasonably efficient approach is slowed down by several factors and
should not be used in practice. While the achieved compression ratio can be impressive
(up to 10000x can be achieved at the beginning of the later described D3Q27 scheme), the
throughput is limited by the memory intensity of the DWT. It is also limited by the reliance
on separate kernels for the different steps of the compression scheme, which leads to an
overhead.

In our novel approach, we propose to perform smaller local DWTs on the data and
leverage the shared memory to store the data. As the shared memory is significantly faster
than the global memory, we expect this approach to yield substantial performance improve-
ments. The shared memory differs from global memory in different aspects. It is block-level
memory with limited capacity (usually in the order of tens of kilobytes per block) and is
accessible only by cores within the same block. Shared memory is also divided into sev-
eral regions (banks) that can be accessed simultaneously by threads of a same warp (set
of 32 threads). While exact coalesced access patterns are unnecessary, shared memory is
prone to bank conflicts when multiple threads access the same bank simultaneously, lead-
ing to potential slowdowns due to serialized access. To leverage shared memory effectively,
our parallelization strategy is designed to circumvent bank conflicts and optimize memory
throughput.

Our algorithm divides the global grid into smaller blocks, each sized to fit within the ca-
pacity limitations of shared memory. Each CUDA block transfers data from global to shared
memory, executes the DWT in-place within shared memory, and writes the compressed re-
sults back to global memory. The chosen block size is 33×17×17, consuming approximately
37.25 KB of shared memory for single-precision data, which is within the capacity of most
modern GPUs. The block sizes are intentionally set to powers of 2 plus 1 to accommodate
the DWT scheme utilized. The 1-d DWT is applied consecutively along each axis of the 3-d
block within the shared memory, with each thread processing a different line of the block.
Threads employ the lifting scheme on their respective lines and synchronize between axes
using the syncthreads() function, hence requiring at least two thread synchronizations
overall.

Figure 2 provides a schematic of the shared memory layout in a 2-d slice of the 3-d
block fetched from global memory, demonstrating the execution of memory accesses for the
DWT along the x and y axes. The ”step x” labels indicate the sequence of memory accesses
in the lifting scheme implementation. Assuming a bank number and a warp size of 4 for
illustration, the principle remains applicable for any power of 2. Given the block sizes are
powers of 2 plus 1, the bank numbers are the same across each axis, with bank numbers
incrementing by 1 (modulo the total bank number) when transitioning to adjacent cells in
the same row or column. This layout ensures an even distribution of memory accesses across
banks, crucial for minimizing bank conflicts. Moreover, the indivual warp accesses (depicted
by the red oval shapes) always access to different banks, which guarantees no bank conflicts.
The same principles apply to the z axis, which is not shown for brevity.

Finally, the result of the DWT can be compressed using any lossless compression method.
We choose to use a COO (Coordinate) format to achieve lossless compression. This choice
offers both high compression ratios thanks to the sparsity of the data and relatively fast com-
pression/decompression times. However, the GPU code for performing the dense-to-COO
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(a) Wavelets on the x axis.
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Figure 2: Schematic representation of the shared memory layout in a 2-d slice of the 3-d block loaded from the
global memory. For the sake of visibility, a bank number and a warp size of 4 are assumed. Part 2a shows how
the wavelets on the x axis are performed, while part 2b shows how the wavelets on the y axis are performed.
The parts where the 1-d DWT is performed are hightlighted with orange oval shapes. The individual warp
accesses are represented by the red oval shapes. Each cell in the shared memory is represented by a square and
its corresponding bank is written in the cell.

(compression) and COO-to-dense (decompression) operations is not trivial, as it involves
irregular memory accesses and inter-thread communication. The dense-to-COO is close in
spirit to a parallel reduction or scan [4], while the COO-to-dense is close to a parallel scat-
ter operation. Our implementation of dense-to-COO is close to the idea for GPU parallel
reduction provided by Harris [19], with the notable change that the warp-level reduction
primitives are now directly available in the CUDA programming model. The warps start by
scanning the non-near-zero coefficients across the block and counting them by performing
a warp-level reduction. Then, a block-level reduction is performed to compute the offset
of each warp for the final write to the COO format. The COO-to-dense operation is more
direct, as it is a simple scatter operation. The thresholding is performed during the dense-
to-COO by integrating only the coefficients above the threshold into the COO format.

This new compression scheme, which works with local wavelets, is expected to be faster
than the first version with global wavelets, as it minimizes the number of global memory
accesses. The compression kernel performs a single read from global memory on the de-
compressed data, followed by a single write on the compressed data (and conversely for
the decompression kernel). Data reuse is maximized by performing the required memory
accesses on the shared memory, which moves the bottleneck from DRAM (global) accesses
to faster SRAM (shared) accesses. The downside of this approach is that the compression
is performed on local blocks, which hurts the compression ratio. However, we will see in
Section 4 that the compression ratio is still acceptable in practice.

3.3 Methodology for CFD Data Compression

Our approach strategically partitions the computational grid into smaller, manageable sub-
grids, which lets us process the data in a more flexible manner. This partitioning is an
important aspect of our compression scheme, as it is required to achieve actual memory
savings. As depicted in Figure 3, the entire grid is divided into subgrids, which are further
segmented into blocks. These blocks are only used in the DWT step, where they are loaded
in the shared memory of a CUDA block to perform the DWT locally.
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Figure 3: Illustration of the hierarchical grid subdivision in 2D. The grid is subdivided into subgrids, which are
further segmented into blocks. Each block is processed by a single CUDA block for the DWT and is sized to
fit within the shared memory of the GPU blocks. Subgrids represent contiguous memory segments in the global
memory (when decompressed), while blocks include offsets between rows. Synchronization between subgrids is
facilitated through interface buffers along each dimension/direction. Ghost cells are updated by reading from these
buffers and values are written back to the buffers after each LBM iteration. Blocks do not need synchronization,
as the LBM computations are performed directly on the global decompressed subgrid. This hierarchical model
is extendable to multiple dimensions.

When decompressed, the subgrids use a classical row-major storage format, with each
row stored contiguously in memory. This implies that the blocks are not contiguous in the
global memory, as they are separated by the offsets between rows. Each partitioning serves
a different purpose: subgrids allow for partial decompression of of the grid, while blocks
facilitate the compression/decompression (DWT and COO) operations.

LBM computations are performed directly on the decompressed subgrids, which are
stored in the global memory. These necessitate the values of the neighboring subgrids to
be available. To achieve this, we use a classical ghost cell approach, where the ghost cells
duplicate the values of the neighboring subgrids. To account for the fact that the neighboring
subgrids are not necessarily directly available (due to being compressed), we use interface
buffers. These interface buffers let us have an uncompressed version of the relevant edge
values of all the grid. This lets us divide the subgrid synchronization into two phases:
reading from the interface buffers to update the ghost cells and writing to the interface
buffers the results of the LBM computations.

To achieve effective memory gains, we only reserve a fixed amount of memory for two
subgrids and all the interface buffers. The idea is to process each subgrid consecutively,
hence only allowing to have at most two uncompressed subgrids in the global memory at a
time. The same idea would work with a single subgrid if we assumed in-place computation
of the LBM step, but we do not make this assumption for the sake of generality. The
interface buffers are used in a duplicated, alternating fashion to ensure coherent data accesses
between different time steps. The rest of the memory is used for the compressed version
of the subgrids and is stored in a circular buffer. This buffer can be viewed as an infinite
succession of compressed subgrids s0,it, s1,it, . . . , sN−1,it, s0,it+1, s1,it+1, . . ., where si,it is the
compressed subgrid i at iteration it and N is the number of subgrids.
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Figure 4: The figure illustrates the workflow for executing a Lattice-Boltzmann step on subgrid 0 at iteration
it. All the data shown in the figure are stored at all time in the GPU global memory (DRAM). Initially, the
subgrid is retrieved from the circular buffer in its compressed form and decompressed into a subgrid buffer. Prior
to the LBM step, ghost cells are updated (indicated by ”Read interfaces” arrows). Post-LBM step, the processed
data are stored in a new buffer. Interface data for subsequent iterations are stored (”Write interfaces” arrows),
and the resultant subgrid is re-compressed and written to the circular buffer. The GPU memory is strategically
partitioned into three segments: the circular buffer for compressed subgrids, subgrid buffers for decompressed
data, and interface buffers. These subgrid and interface segments are of fixed sizes, ensuring efficient reuse
in each iteration. The design incorporates two sets of interface buffers that alternate between iterations to
represent current and subsequent iteration data. It is assumed that s0,it, s1,it, . . . , sN−1,it does not overlap with
s0,it+1, s1,it+1, . . . , sN−1,it+1 (i.e., the compressed size fits within the circular buffer).

Figure 4 illustrates how these segments are used in the execution of a LBM step on
subgrid 0 at iteration it. Let us first notice that the circular buffer contains a window
in which the compressed subgrids that are still needed for the simulation are stored. The
goal of this whole process is to advance this window by one subgrid. The process begins
with reading the compressed subgrid from the circular buffer and decompressing it into a
buffer. Prior to the execution of the LBM step, the ghost cells are updated using data
from the corresponding interface buffers. Post LBM step, the results are stored in the
other interface buffer and the processed subgrid is re-compressed and written to the current
cursor of the circular buffer. This process is then repeated for the next subgrid (or the next
time step if there are no more subgrids), with the compressed subgrids window slided to the
right. This cyclical process of reading, updating, processing, and writing back to the circular
buffer ensures that the required memory remains below the GPU capacity (assuming a given
compression ratio). Overall, this process flow allows to reach effective memory savings, as
only partial decompression of the data is performed at a time.

The integration of our compression methodology with an LBM simulation lets us bypass
the need for CPU-GPU data transfers, as long as the compressed data and the decompressed
data (the subgrid and interface buffers) fit in the GPU memory. By addressing these mem-
ory constraints, our approach enables the execution of larger-scale simulations for a given
hardware. In the next section, we present results to demonstrate the effectiveness of this
approach.
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4 Results

4.1 Experimental Setup

To evaluate how our compression scheme influences the execution of an LBM simulation,
we performed a set of experiments. Our selection for this assessment is a D3Q27 LBM flow
simulation featuring a sphere as an obstacle. This scenario is a well-established challenge in
fluid simulations, providing insights into various flow regimes. Our D3Q27 LBM is a variant
of the initial scheme of d’Humières [13].

Additionally, it is known to present local complex fluctuation mixed with large quiet
regions, especially in the presence of unsteady flows. These features are well adapted to
wavelet compression. Additionally, our investigation confirmed that this approach exhibits
a memory-bound characteristic on GPUs, achieving a memory bandwidth of approximately
80% of the theoretical peak across all tested GPUs (excluding the bounce-back condition).
This observation underscores rapid execution of the scheme on GPUs, a feature that poses
challenges for employing compression, as it accentuates the overhead associated with com-
pression techniques.

The conservative variables of this LBM scheme are the density and the density-weighted
velocity: W = (ρ, ρux, ρuy, ρuz). We have thus 4 physical data by grid point. The physical
data are represented at each grid point by a larger set of so called kinetic data fi for
0 ≤ i < 27, hence the ”D3Q27” terminology. The mapping between fi and Wj is performed
as described below. We refer to the (excellent) book of Krüger et al. [26] for an introduction
to the LBM.

The equilibrium distribution function feq,i provides the lattice velocity i at equilibrium,
and is computed using the following equation:

feq,i(W ) = Ciρ

(
1 +

3

c2
~ei · ~u+

9

2c4
(~ei · ~u)2 − 3

2c2
~u · ~u

)
, (13)

where Ci is the weight of the velocity ~ei and c is the speed of sound. The implementation
is based on the commonly used 27-velocity set: (0, 0, 0), (±1, 0, 0), (0,±1, 0), (0, 0,±1),
(±1,±1, 0), (±1, 0,±1), (0,±1,±1), and (±1,±1,±1), with corresponding weights: 8

27 (for
the center), 2

27 (for the 6 ”faces”), 1
54 (for the 12 ”edges”), and 1

216 (for the 8 ”corners”) [57].
This allows us to compute W from the distribution function f and vice versa using the
following equations:

ρ =

26∑
i=0

fi =

26∑
i=0

feq,i,

ρ~u =

26∑
i=0

c~eifi =

26∑
i=0

c~eifeq,i.

(14)

Each step of the LBM algorithm starts by shifting the 27 kinetic data fi in the directions of
the corresponding 27 lattice velocities ~ei. This step induces memory transfer between the
grid points. In the second step, the kinetic data are updated according to:

f = ωfeq + (1− ω)f, (15)

where ω is the relaxation parameter. This step is done locally at each grid point and is
completely parallelizable on the GPU.

Thus, a time step consists of the following operations:

1. read the kinetic data fi from the neighbors (shift phase). If the neighbor is in an
obstacle, we consider reading fi′ instead, where ei′ is the opposite velocity to ei in the
lattice (bounce-back condition). This boundary correction can break the coalescent
memory access, as we shall see later;

2. compute the conservative data W from equation (14);

3. compute the equilibrium distribution function feq from W with equation (13);

4. write the new distribution function f according to (15)
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We divide the domain into 4 × 16 × 4 subgrids, each of which being a grid of cells of
size ∆x × ∆y × ∆z, with ∆x = ∆y = ∆z. The initial condition is ρ = 1 everywhere,
~u = (0.0001, 0.03,−0.0001) outside the obstacle, and ~u = (0, 0, 0) inside the obstacle. The
time step ∆t is deduced from ∆x and the speed of sound c (set to a dimensionless value of
1): ∆t = CFL∆x

c = ∆x in our case. The CFL number is set to one as is always the case
in the LBM. We set the relaxation parameter ω depending on ∆t so that the corresponding
Reynolds number is 300. The ω parameter is computed from the following equations:

ν = c2
(

1

ω
− 1

2

)
∆t, (16)

⇔ ω =
2

1 + 2 ν
c2∆t

, (17)

while the viscosity ν is set such that the Reynolds number is 300:

Re =
cL

ν
= 300, (18)

where L is the characteristic length of the obstacle; in our case, the diameter of the sphere.
We use periodic boundary conditions in all directions except when we show the vortices
passing the obstacle. In this case, we use a fixed boundary condition for the low y values,
so that the incoming flow is constant.

We run tests with different NVIDIA GPUs: P100 (16GB), V100 (16GB), and A100
(40GB). The code is written in CUDA and runs mostly on the GPU. We use custom CUDA
events to measure the time spent and verify that our measures are coherent with the output
of nvprof. Our implementation allows for different scenarios, such as with or without
compression, with or without subgrids, different threshold values, and different obstacles.
The results can be saved thanks to a custom compressed file format and visualized thanks
to a custom python script based on the mayavi library [42].

4.2 Setting the Threshold

The objective of this experiment is to assess the impact of the threshold value on simulation
execution. Flow simulations were conducted at various threshold levels, with results recorded
at tmax = 1.0s. The grid size for these simulations was 231× 952× 238, with ∆x ≈ 0.01732.

Figure 5 displays the results of the experiment, underscoring two main observations.
The graph shows the average compression ratio, depicted by blue crosses, which compares
the size of compressed data to uncompressed data at a specific timestep. It also presents
the Normalized Mean Squared Error (NMSE) between the reference density and the density
after lossy compression, defined as:

NMSE =

√∑
i,j,k ∆x∆y∆z

(
fi,j,k − f̂i,j,k

)2

√∑
i,j,k ∆x∆y∆z (fi,j,k)

2
, (19)

where fi,j,k is the reference density and f̂i,j,k is the density after lossy compression.
This visual analysis permits a detailed examination of the effects of threshold variation

on the simulation. Distinct behavioral regimes are identifiable:

• In the range of [10−8, 2 · 10−8], increasing the threshold significantly improves the
compression ratio without altering the error, suggesting coefficients removed in this
range likely correspond to noise.

• Between ]2 · 10−8, 10−6], there is a nearly linear increase in error, with a less pro-
nounced rise in the compression ratio. This indicates the beginning of an impact on
the simulation by the removal of the coefficients, yet without major disruption.

• Beyond ]10−6, 2 · 10−4], a sharp increase in compression ratio is observed alongside
error stabilization, implying that artifacts at this stage severely compromise simulation
integrity, rendering the simulation impractical.
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Figure 5: Impact of the threshold on compression ratio and error in a D3Q27 LBM simulation. The figure shows
average compression ratios and errors across the domain for different threshold settings. Blue crosses indicate
the compression ratio, and red crosses denote error, measured as the Normalized Mean Squared Error (NMSE)
between reference density and density after lossy compression.

The first two regimes are considered potentially beneficial for meaningful simulations. The
initial regime offers an optimal scenario, enhancing compression without affecting accuracy
and eliminating superfluous noise. The subsequent regime, though riskier, allows for in-
creased compression at the risk of introducing disruptive artifacts, necessitating thorough
result analysis. The final regime, marked by excessive error, is deemed unsuitable for pro-
ductive simulation efforts.

Notably, threshold determination is influenced by specific problem parameters and poses
a challenge due to interactions between numerical and compression schemes. However,
chosing a threshold value in the first regime is likely to yield acceptable results, as it offers a
balanced compromise between compression efficiency and error minimization without evident
artifacts. Hence, the threshold value is set to 2 · 10−8 for the subsequent experiments, as it
falls within the optimal range.

For simulations using different grid sizes than 231×952×238, the threshold value adjusts
to ensure analyzed frequencies align with identical physical scales:

τ = τ0
∆x

∆x0
, (20)

where ∆x0 is the baseline spatial step (≈ 0.01732) and τ0 is the predetermined threshold
value (2 · 10−8).

4.3 Validation of the Scheme

We perform various tests to validate the scheme. We first verify that the scheme preserves
the mass up to machine precision. This property holds true as long as the domain is periodic
and no fixed boundary condition is used. It works, among other:

• with the direct implementation of the LBM scheme on the GPU (without compression);

• with the implementation with subgrids but no compression;

• with the implementation with subgrids and compression.

We, hence, have strong evidence that both the subgrid synchronization mechanism and the
compression scheme are correctly implemented.
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Figure 6: D3Q27 LBM simulation at tmax = 600s
(24777 iterations) with a 165 × 680 × 170 grid (≈
1.92GB) and no compression.

Figure 7: D3Q27 LBM simulation at tmax = 600s
(24777 iterations) with a 165 × 680 × 170 grid (≈
1.92GB) and lossy compression.

Figure 8: D3Q27 LBM simulation at tmax = 1000s
(148685 iterations) with a 594 × 2448 × 612 grid (≈
89.51GB).

Velocity magnitude ≤ 0.0307
Velocity magnitude = 0.032
Velocity magnitude ≥ 0.035

To further validate the scheme, we show the visual results of the simulation for various
configurations. We set ω so that the corresponding Reynolds number is 300. Figures 6 and 7
show the results of the simulation at tmax = 600s with a 165×680×170 grid. The first figure
is the result of the simulation without compression, while the second figure is the result of
the simulation with compression. In both cases, we observe the highly periodic flow that
we would expect for a Reynolds number of 300 [22, 54]. Figure 8 shows the result of the
simulation at tmax = 1000s with a 594× 2448× 612 grid. This simulation is costly in terms
of computations and took approximately 3 days to run on an A100. Only the subspace
x = [−1.25, 0.75], y = [1.9, 5], z = [−0.55, 1.45] is saved, corresponding to approximately
9GB of floating point data in our case, which is close to the maximum size that can be
visualized on a regular laptop. The saved space captures two vortex rings, which consist
of a similar flow pattern to the smaller simulation. These visual results indicate that the
compression scheme does not introduce significant errors and demonstrate the potential to
simulate higher-precision simulations on GPUs. Let us note that this D3Q27 scheme is a
worst case scenario for the compression scheme, as the turbulences are known to originate
from slight variations in the flow, which can be disrupted by the compression scheme. To
obtain these results, the threshold must be particularly low, which severely impacts the
compression ratio, as we will see in the next section.

4.4 Performance Evaluation

This section presents the results of our performance evaluation for the D3Q27 simulation,
considering five configurations: direct implementation with two fully decompressed grids
(with and without bounceback condition), implementation with subgrids and no compres-
sion, and implementation with subgrids and compression (block-level wavelets or global
wavelets). The block-level compression is the novel compression scheme where the wavelets
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are performed locally in the shared memory, while the global compression is the previous
compression scheme where the wavelets are performed on the whole subgrids. In the fol-
lowing experiments, the block-level performs 3 DWTs on the x axis and 2 DWTs on the y
and z axes (to achieve j = 2 on all axes for a block size of 33 × 17 × 17), while the global
compression performs 2 DWTs on all axes.

For each configuration, we run the simulation with different grid sizes with tmax = 1.0s,
except for the compression with global wavelets, where tmax is lowered depending on the
grid size because of how slow the execution is. We verified that the number of performed
iterations does not significantly impact processing speeds.

Proportion of time spent in the kernels Compression ratio
(in percentage) (first time step)

GPU Configuration Numerical scheme Compression Decompression Synchronization Ratio
A100 No subgrids, no compression 100.00% 0.00% 0.00% 0.00% 1.00
A100 Subgrids, no compression 91.12% 0.00% 0.00% 8.88% 1.00
A100 Subgrids, block compression 51.04% 28.59% 17.78% 2.59% 206.57
A100 Subgrids, global compression 3.18% 81.20% 15.49% 0.13% 1206.12
V100 No subgrids, no compression 100.00% 0.00% 0.00% 0.00% 1.00
V100 Subgrids, no compression 87.96% 0.00% 0.00% 12.04% 1.00
V100 Subgrids, block compression 46.57% 25.92% 22.65% 4.86% 200.93
V100 Subgrids, global compression 4.83% 73.12% 21.68% 0.36% 539.41
P100 No subgrids, no compression 100.00% 0.00% 0.00% 0.00% 1.00
P100 Subgrids, no compression 87.70% 0.00% 0.00% 12.30% 1.00
P100 Subgrids, block compression 36.25% 37.75% 22.27% 3.73% 200.93
P100 Subgrids, global compression 6.18% 68.60% 24.73% 0.49% 539.41

Table 1: Average percentage of time spent in the different kernels on the different configurations.

Table 1 shows the average percentage of time spent in the different kernels for the different
configurations. It provides insights into the performance of the different configurations. We
can see that the global compression, where the wavelets are performed on the whole subgrids,
is significantly slower than the block-level compression, where the wavelets are performed
at the block level. With global compression, between 3% and 7% of the time is spent
on average in the LBM computations. For the block-level wavelets, both the A100 and
the V100 spend approximately 50% of the time in the LBM computations, while the P100
spends approximately 35% of the time. We hence, see that the global wavelets are drastically
slower than the block-level wavelets. The table also shows the compression ratio achieved on
the first time step for the different compression kernels. This metric highlights the fact that
the global compression yields better compression ratios than the block-level compression,
with one less DWT level on the x axis. Both algorithms, hence, provide a different trade-off
between compression ratio and execution time. If the required compression ratio becomes
the bottleneck, the global compression kernels can be used, and the amount of performed
DWTs can be adjusted to reach the desired compression ratio.

To normalize the performance between different configurations, we propose to compare
the processing speed of the different configurations in Figure 9. The x-axis represents the
total grid size if decompressed, while the y-axis indicates processing speed if decompressed.
The processing speed (S) is calculated using Equation 21, considering grid size, number of
iterations, and total time, with a factor of 2 for read-write cycles per iteration.

S = 2× grid size× num iterations

total time
GB/s (21)

This figure helps to evaluate the impact of the method on simulation performance. Firstly,
the executions with no bounceback condition (dashes) achieve high processing speeds, typi-
cally about 80% of the theoretical peak of the GPU. On the other hand, the same executions
with the bounceback condition (dots) are significantly slower, between 2 and 5 times slower,
depending on the grid size and the GPU. This is explained by the fact that the bounceback
condition breaks the coalescent memory access, which is a well-known issue when imple-
menting the LBM on the GPU [39]. The executions with subgrids, but no compression
(triangles), use the same workflow we use for compression (see Section 3.3). We can see that
this method is able to run larger simulations. This is due to the used workflow, which does
not require to store two fully decompressed grids at the same time. We can also see that the
processing speed is not systematically lower than the version with no subgrids. This can be
explained by the better granularity of the version with the subgrids, where the subgrids that
have no bounceback condition (due to not including the obstacle) operate at the near-perfect
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Figure 9: Performance evaluation of the D3Q27 LBM simulation with different configurations. The x-axis shows
the total grid size (in GB) if decompressed, while the y-axis displays the processing speed (in GB/s). Hardware
(P100, V100, or A100) is represented by color, while the marker denotes the method used. The markers represent
the result for a single execution. The dashed colored lines represent the theoretical bounds of each tested GPU
based on their specifications, assuming no compression.

speeds that we oberve for the version with no bounceback condition (dashes). This gain can
overcome the overhead of the subgrid synchronization.

Finally, the executions with subgrids and compression (crosses) show the impact of the
compression on performance. We can expect the simulations that integrate compression to
be approximately 2 to 3 times slower than the best case scenario without compression. This
slowdown allows the simulation of grids of size up to 13 times the capacity of the 40GB
A100 and 8 times the capacity of the 16GB P100/V100 (up to tmax = 1.0s). It is important
to note that unless in-place computation is used, the grid size would normally be at most
half the capacity of the GPU, as the grid needs to be stored twice (once for the input and
once for the output). The implication of this observation is that for a given hardware, the
effective grid size that can be simulated is significantly increased by the use of compression.

The figure also shows the maximum bandwidth of PCIe gen 3 and SXM2 (NVLink),
which are associated with the V100 GPU. We can see that all the processing speeds are
greater than the maximum PCIe (gen 3) bandwidth of 32GB/s. The maximum PCIe gen 4
bandwidth (64GB/s) is also surpassed by the A100, which is the only GPU that supports
PCIe gen 4. This observation highlights the potential of the compression scheme to reduce
the requirements for PCIe data transfers, which is generally a bottleneck in multi-GPU CFD
simulations. No processing speed surpasses the maximum corresponding NVLink bandwidth
(160GB/s for P100, 300GB/s for V100, and 600GB/s for A100), which are particularly fast.

Figure 10 illustrates how the compression ratio changes over time across different sim-
ulation setups. The compression ratio, calculated as the ratio between compressed and
uncompressed data sizes, exhibits notable fluctuations during the simulation. If the thresh-
old were set constant across simulations, we would expect setups with larger grid sizes to
have higher compression ratios, as discontinuities would form a smaller proportion of the
grid as the grid size increases. However, since we normalize the threshold with equation
(20), this relationship is not as straightforward.

At the beginning of the simulation, when the grid values remain largely constant, all
setups show a higher compression ratio. This ratio then rapidly decreases to its minimum
before fluctuating over time without displaying significant abrupt changes, continuing to vary
without settling into a stable state. The fluctuation over time is influenced by the changing
shapes of vortices throughout the simulation. The rapid decline at the beginning is due to
the emergence of shock waves from the obstacle at the start of the simulation. These waves
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Figure 10: Compression ratio over time for the 3 tested grid sizes. The x-axis represents the time in (simulated)
seconds, while the y-axis displays the compression ratio.

propagate through the domain, causing discontinuities that are captured by the wavelet
transform, leading to a drop in compression ratio. It is important to understand that these
shock waves are numerical artifacts rather than physical phenomena. They are caused by
the abrupt change at the initial condition, which is not representative of the physical reality.
These artifacts are avoidable through methods such as a gradual initialization process. As
these shock waves vanish, the compression ratio stabilizes at a higher level, fluctuating over
time but remaining above the minimum.

In our implementation, the lowest compression ratio acts as a bottleneck that may render
a simulation unexecutable. This is particularly problematic as simulations often start with
shock waves, resulting in temporary drops in compression ratio. However, a more sophisti-
cated implementation could identify such scenarios and employ a slower yet more compres-
sive scheme during the necessary time steps. For example, the global compression scheme
can reach extremely high compression ratios, as we have shown in a previous work [15].
Alternatively, compressed subgrids could be stored on a storage device and retrieved when
needed.

In conclusion, the results show that the compression scheme is able to run a simulation
in a memory constrained environment, introducing an acceptable overhead in comparison
to the best possible scenario using the PCIe bus. This compression overhead can even
be adjusted downwards by performing multiple LBM steps per compression/decompression
cycle, but this would introduce challenges regarding the synchronization of the LBM blocks.
The observed compression ratios are high, typically between 5 and 10 for large grids, which
validate the usefulness of the method. The trade-off between the compression ratio and the
execution time is satisfactory, as the execution throughput is higher than the maximum PCIe
bandwidths. Thus, the proposed compression scheme is a viable option in GPU memory-
constrained configurations, in particular when the PCIe transfers are a bottleneck.

5 Conclusions

In this paper, we have presented a novel approach to compressing large-scale CFD simula-
tions on GPUs. Wavelet-based compression methods have been widely used in the past, but
their application to GPU CFD simulations has been limited due to the memory intensity
of the DWT. We have proposed a new method that leverages the SRAM of the GPU to
perform local DWT and COO compression. This approach has been tested on a D3Q27
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LBM simulation. The results show that it is possible to run simulations that would not be
executable with a single GPU, due to the memory requirements. The tested D3Q27 simula-
tion has an overall low execution time on GPUs, which makes it a less favorable candidate
for compression. More computationally intensive simulations would presumably yield even
better results, as the overhead of the compression would be less significant in comparison
to the total execution time. Traditionally, compression is rarely integrated into CFD sim-
ulations due to its presumably bad compression ratio/execution time trade-off. However,
our results show that it is possible to reach satistactory trade-off, which unlocks significant
potential for the execution of larger-scale simulations. Our method can be be improved in
different ways. First, we have implemented a pipeline where the LBM step is performed
once per compression/decompression cycle. It is, however, possible to perform the LBM
step multiple times per compression/decompression cycle. This would lower the overhead
of the compression, as the compression would be performed less frequently. This technique
is known as temporal blocking and is a common technique in stencil computations. It is
normally used to improve the cache usage. Second, the used lossless compression algorithm
has been chosen for its simplicity and speed, but it is likely that other algorithms could pro-
vide better compression ratios and/or execution times. In particular, for the tested D3Q27
scheme, where the sparsity of the data is not as high as expected due to the low threshold
required for accurate results. Further works are being conducted to use better compression
methods for near-sparse data. Third, the D3Q27 scheme is performed on the global mem-
ory, which is an unnecessary bottleneck. It is likely that the performance of the scheme
could be improved by performing the LBM computations on the shared memory, but this
introduces challenges regarding the synchronization of the LBM blocks. Finally, integrating
our methodology into real-world multi-GPU frameworks is a natural next step. Multi-GPU
LBM simulations are often bottlenecked by data accesses and transfers, both of which could
be improved by our method.
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