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Abstract
In recent decades, scientific machine learning (SciML), utilizing deep learning
methodologies, has found widespread application in the fields of scientific com-
puting and computational engineering. That includes learning the neural net-
works as a solver and learning functions by the neural operators. Neural network
solver can be quite promising after a stroke of luck and proper training. How-
ever, they generally yield solution with limited accuracy and exhibit potential
issues in network generalizability. Besides, unlike the classical numerical linear
algebra solvers, purely data-driven network solvers lack theoretical convergence
guarantee. In this work, we focus of training different neural operators to accel-
erate the solution of the parametric Helmholtz equations by the classical Krylov
subspace methods, like the flexible GMRES method (FGMRES). To be specific,
the learned neural operators will be used as a nonlinear preconditioner with the
Krylov basis as its input to improve the effectiveness of the FGMRES method.

1



Given the goal is to learning a preconditioner rather than a solver, the required
accuracy is not high and so does the training cost. Here the varying parame-
ters in the parametric Helmholtz equations include the source term, the speed
of sound and the discretization domain size. In order to learning an effective
preconditioner for these parametric Helmholtz equations, we train various neu-
ral operators with different neural network architectures. Then we compare the
preconditioning quality of these trained inferences algebraically to select the op-
timal neural operator to meet our goal. Given there is no information about the
data structure of the Krylov basis, the neural operators are trained with ran-
domly generated datasets. With a physics-based loss function that constructed
by the residual of the linear systems, the training process is finished under the
context of unsupervised way. This means no ground truth, which is not always
available in practice, is required in advance. We also investigate the influence of
the settings for the randomly generated datasets as well as the hyper-parameters
of different neural operators. The selected models are trained on a smaller 2D
domain 64 × 64 with randomly generated datasets. While we successfully test
their network generalizability from different perspectives (related to vary each of
the involved parameters in the parametric Helmholtz equations). Furthermore,
we also success in applying our trained inference to accelerating the solution
of a challenging practical human head CT scan dataset. This is a challenging
example since it involves all the unseen varying parameters on a 64 times larger
domain 512 × 512. In short, this work demonstrates the efficiency of learning
neural operators for preconditioning to accelerate the simulation of the paramet-
ric Helmholtz equations. More generally, it also illustrates that the performance
of the SciML depends on the choosing of the neural network architecture, the
setting of training datasets, and the tuning of hyper-parameters of the neural
networks.
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