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Abstract

This paper introduces a new asynchronous Byzantine-tolerant asset transfer system (cryptocur-

rency) with three noteworthy properties: quasi-anonymity, lightness, and consensus-freedom. Quasi-

anonymity means no information is leaked regarding the receivers and amounts of the asset transfers.

Lightness means that the underlying cryptographic schemes are succinct (i.e., they produce short-

sized and quickly verifiable proofs) and each process only stores its own transfers while keeping

communication cost as low as possible. Consensus-freedom means the system does not rely on

a total order of asset transfers. The proposed algorithm is the first asset transfer system that si-

multaneously fulfills all these properties in the presence of asynchrony and Byzantine processes.

To obtain them, the paper adopts a modular approach combining a new distributed object called

“agreement proof” and well-known techniques such as commitments, universal accumulators, and

zero-knowledge proofs.
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1 Introduction

Imagine a world without the ability to send money instantly across the globe, a world where finan-

cial borders seemed impassable. This was our world just a few decades ago. The advent of online

money transfers, a real silent revolution, has turned our lives upside down and is reshaping the global

economic landscape. Its potential for a positive impact on the world (e.g., decentralized and secured

financial transactions, democratized access to financial services, micro-payments) is far from exhausted.

Existing decentralized money transfer, also called decentralized or distributed asset transfer, faces a

range of challenges pertaining to privacy (i.e., transfer confidentiality), performance (i.e., throughput

and latency), and communication/computational/storage costs. Addressing these challenges amounts to

designing a system that enjoys:

• Anonymity to hide both the identity of the parties involved in the transfer (i.e., the sender and/or

the recipient)1 and the amount of transferred assets,

• Lightness to maintain low operational costs in terms of computation (in particular, ensuring the

succinctness of security proofs), storage (each participant only needs to store her own transfer

history), and communication (i.e., low bit complexity),

• Consensus freedom to operate deterministically in an asynchronous failure-prone setting.

Unfortunately, existing systems invariably satisfy only a subset of these three important properties.

First, until recently, all asset-transfer systems relied on a consensus primitive. Consensus was

thought necessary to avoid double spending, but as shown in [1, 26, 27], a reliable broadcast prim-

itive whose deliveries respect process sending order is sufficient when each account is owned by a

single process. This has direct practical implications because consensus imposes a non-required se-

quential processing of all the asset transfers (or block by block in the case of blockchains). On the

other hand, not only can consensus-free asset-transfer systems process transfers concurrently, resulting

in higher throughput [2, 14], but they also make it possible to leverage deterministic algorithms that

achieve progress in asynchronous settings. In practical systems, this means not having to wait for syn-

chrony assumptions to be satisfied, a condition that would otherwise lead to long delays in large-scale

systems. The interested reader may find possibility and impossibility results for payment channels in

asynchronous asset transfer in [37].

Second, even if recent years have shown the emergence of a variety of consensus-free solutions for

asset transfer, none of them, except for the recent Zef [3] feature any level of anonymity. Anonymous as-

set transfer systems typically rely on consensus to enable multiple users to hide behind a set of accounts

or tokens. Indeed, recent work [22] has shown that consensus is necessary to guarantee full anonymity in

a system where asset transfers from correct processes never fail. Zef [3] circumvents this impossibility

by weakening the anonymity requirement, similar to what we do in this paper.

Finally, most systems (including Zef [3]) exhibit high storage and/or communication cost as sum-

marized in Table 1. With respect to storage, most systems require nodes to store the entire history of

all asset transfers (e.g., the entire blockchain) or at least a number of transfers proportional to this entire

history. With respect to communication, they feature a cost that is at least linear in the number of nodes,

and quadratic in the case of Zef (Table 1).

Combining quasi-anonymity, lightness, and consensus freedom. The challenge addressed in this pa-

per consists in designing the first asset transfer system that achieves anonymity, and consensus-freedom

while incurring as-low-as-possible storage and communication costs. Specifically, the proposed solution

achieves the following properties.

1. Quasi-anonymity: it hides the amount and the receiver’s identity of each asset transfer.

2. Lightness: All the cryptographic schemes it uses are succinct—i.e., with at most polylogarithmic

proof size and verification time—the storage cost incurred by each process pi is linear in the

1Note that when the anonymity of only the sender or the recipient is hidden, we talk about quasi-anonymity.
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System Anonymity Comm. Storage Cons.-Free Model

Zcash [28] Full Ω(λn) Ω(λ |T |) No Sync.

Mina [9, 41] None Ω(λn) Ω(λ |T |/n+n log n+n) No Sync.

Pastro [33] None ? Ω(λ |T |+n) Yes Async.

Zef [3] Quasi Ω(λn2) Ω(λ |T |+n) 2 Yes Async.

This paper Quasi O(λn) O(λ +(|T |/n) log n+n) Yes Async.

Table 1: Comparison with notable existing systems. |T | denotes the total number of transfers in an

execution. The storage cost is given per process, and the communication cost is given for the whole

system.

number of transfers of pi for a fixed security parameter λ , and the communication cost of the

algorithm remains as low as possible.

3. Consensus freedom: The proposed solution consists of a deterministic algorithm that can operate

in an asynchronous setting prone to failures, thereby supporting responsive implementations.

Roadmap. This paper is made up of 7 main sections. Section 2 positions the contribution with respect

to the state of the art. Section 3 defines the computing system model. Section 4 provides a concurrent

specification of quasi-anonymous asset transfer (QAAT). Section 5 informally defines the cryptographic

schemes used in our system. Section 6 presents a novel Agreement Proof abstraction, our QAAT system,

and the intuition behind its correctness. Finally, Section 7 concludes the article.

Mote technical developments, such as the proofs of the QAAT algorithm, and the properties and

implementations of Section 5’s s chemes appear in appendices.

2 Background and State of the Art

As we briefly mentioned above, some notable systems have addressed each of the challenges we pre-

sented individually, but to the best of our knowledge, we are the first to address all of them in a single

system. Table 1 compares some of the notable existing asset transfer systems evoked below.

Anonymous and quasi-anonymous asset transfer systems. Anonymous Asset Transfer (AAT) sys-

tems have been studied since the introduction of the online payment system Bitcoin in 2008 [36] and

can be categorized as either token-based or account-based. The two types of systems differ by the

persistency of the financial medium. A token can only be used once while an account has a recorded

balance. To transfer a token, the sender must prove that it possesses it and that this token has never been

used before. This is generally achieved by maintaining a list of unspent tokens and a list of spent to-

kens. Anonymity is typically obtained by relying on cryptographic primitives (Zero-knowledge proofs—

ZKPs) that allow one party to convince another party that a given statement is true without divulging any

information beyond the fact that the statement is true. An example of token-based systems is Zcash [28].

Asset transfer via accounts requires the sender to prove that its account has sufficient funds. Anonymity

is guaranteed by having the sender select at random a subset of its accounts. The Quisquis [19] and the

Zether [11] asset-transfer systems represent account-based AATs.

All the systems we mentioned [11, 19, 28] provide full anonymity (i.e., they ensure both sender and

receiver anonymity), but they also rely on consensus and therefore cannot be implemented deterministi-

cally in an asynchronous failure-prone system. Indeed, it was recently shown [22] that fully anonymous

asset transfer requires consensus or equivalently total order to be implemented, if asset transfers from a

2The authors of [3] describe a public-key rotation method to further reduce Zef’s storage cost, however this mechanism

requires additional synchrony assumptions, as discussed in Section 6.2.5.

2



correct process must never fail.

We show in the this paper that guaranteeing quasi-anonymity in place of anonymity is sufficient to

circumvent this impossibility result, similar to what is done by Zef [3].

Light asset transfer systems. The idea of lightness consists in guaranteeing that all underlying

cryptographic schemes are succinct, that processes only store transactions they are involved in, and that

communication cost remains as low as possible. A cryptographic proving scheme is succinct if and only

if its proof size and verification time are at most polylogarithmic in the “size of the problem” [6], where

the size of the problem depends on the scheme.3 For instance, it may refer to the number of signatures in

an aggregated signature scheme [8], or to the arithmetic circuit size used in a Succinct Non-interactive

Argument scheme (SNARG). Intuitively, succinctness captures the fact that a practicable system has to

use cryptographic implementations that are themselves practicable (i.e., their verification and storage

costs do not become prohibitively high with time).

Reducing the local storage cost of decentralized asset transfer systems has been a research challenge

since the advent of the Bitcoin blockchain. The notion of light clients, implemented with the simpli-

fied payment verification (SPV) protocol [36] allows clients to only store block headers and Merkle

proofs in place of full blocks. Still, their local storage grows linearly with the size of the blockchain.

Other solutions, such as the one presented in [12], allow a succinct and secure construction of proofs,

i.e., Merkle mountain ranges, but still require the full blockchain to be maintained to update the proof

with new blocks. In contrast, non-interactive proofs of proof-of-work succeed in constructing secure

and succinct token-based asset transfer systems by sampling a polylogarithmic number of blocks of the

blockchain [29, 30] but do not target full anonymity of the transfers. Finally, the Mina system [9] lever-

ages SNARKs (Succinct Non-interactive Arguments of Knowledge) to obtain a succinct blockchain.

However, their construction requires maintaining the full knowledge of all the accounts of the system

to update the proof when a transfer occurs. In addition, Mina does not provide any level of anonymity

for the transfers. Those solutions do not explicitly say that they rely on P2P for their communication.

Assuming that this is the case, sending a piece of information costs n log(n) messages in average.

Consensus-free asset transfer systems. Fundamentally, an asset-transfer system must be double-

spending-free; that is, spending a unit of value more than once must be impossible. This means that all

parties agree on the order in which transfers are issued from each individual account: if some account

issues two conflicting transfers spending the same funds, the rest of the network, and especially the

corresponding creditors, have to agree on which transfer (if any) is correct. This relaxed, per-account

ordering of transfers can be obtained by Byzantine-tolerant communication primitives weaker than con-

sensus, e.g., Byzantine-tolerant reliable broadcast [10].4 Following [26], several works have proposed

payment systems based on reliable broadcast only, namely AFRT20 [1], Astro [14], and FastPay [2].

Astro was later extended to permissionless environments with Pastro [33], combining weighted quo-

rums and proof-of-stake. Building on FastPay, Zef [3] provides quasi-anonymous transfers, but it incurs

quadratic communication cost and storage cost linear in the total number of transfers.

3 System Model

Processes. The system comprises n sequential asynchronous processes denoted by p1, ..., pn. Each

process pi has a unique identity, which is known to other processes. To simplify the presentation without

loss of generality, we assume that i is the identity of pi. Up to t < n/3 processes can be Byzantine, where

a Byzantine process is a process whose behavior may not follow the algorithm [34, 38].5 Byzantine

3Following the literature, we only consider the internal state and the cryptographic schemes used by our system when

analyzing its storage cost. In particular, the storage cost induced by the network routing protocol is ignored.
4This is only the case for asset transfer systems where each account is owned by a single process. In systems where accounts

can have multiple owners, total ordering is needed [26, 27], i.e., consensus or atomic broadcast.
5The assumption t < n/3 is only needed for the Agreement Proof scheme of our system (see Section 6.1).
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processes may collude to fool non-Byzantine (a.k.a. correct) processes.

Network. Processes communicate by exchanging messages through a fully connected asynchronous

point-to-point communication network, which is assumed to be reliable (i.e., the network does not cor-

rupt, drop, duplicate, or create messages). Let MSG be a message type and v the value contained in the

message. The operation “send MSG(v) to p j” is used for sending, and the callback “when MSG(v) is

received” is used for receiving. For syntactic sugar, processes can also communicate using the macro-

operation denoted broadcast MSG(v), that is a shorthand for “for all j ∈ {1, · · · ,n} do send MSG(v)
to p j”. When processes use this macro-operation to disseminate a message, we say that this message

is broadcast and received. The macro-operation broadcast MSG(v) is unreliable. For example, if the

invoking process crashes during its invocation, an arbitrary subset of processes receives the message

MSG(v). Moreover, due to its very nature, a Byzantine process can send conflicting messages without

using the macro-operation broadcast. Finally, the processes have access to ra_send/ra_receive opera-

tions (for “receiver-anonymous send/receive”), which function like the classical send/receive operations

with the additional guarantees that (i) the message cannot be read by anyone other than the receiver, and

that (ii) the receiver remains anonymous from an adversary eavesdropping the network. For instance,

these two operations could be implemented by broadcasting an encrypted message to the whole network

that only the intended receiver can decrypt, or by using onion routing [39].6

Cryptographic schemes. In this paper, we use cryptographic schemes such as secure hash functions,

asymmetric signatures, commitments, accumulators, and arguments of knowledge. In the following, we

specify these schemes regarding abstract operations and guarantees. We provide concrete implementa-

tion examples in Appendix C, detailing how each choice constrains the adversary’s power.

Security parameter λλλ . We denote by λ the security parameter of the cryptographic schemes used in

our algorithms. There is a trade-off between the security level of our cryptographic schemes (represented

by λ ) and their computational, communication, and storage costs. We further assume that λ dominates

logn, i.e., λ = Ω(logn).
Different notions of adversaries. We consider an adversary denoted Adv with both distributed and

cryptographic aspects. The distributed aspect seeks to compromise the correctness of the system by

controlling process faults (Byzantine faults in our case) and the scheduling of messages (asynchrony).

The cryptographic aspect, on the other hand, strives to compromise the anonymity properties of the

system. In this respect, we consider a probabilistic polynomial-time (PPT) adversary, i.e., one that has

bounded computational power. It has only access to the information publicly transiting on the network

(i.e., the messages communicated using the clear-text primitives send, broadcast, and received), not

the messages privately exchanged between pairs of processes using the ra_send/ra_receive operations

defined before.

Notations. The invocation by a process of an operation op with input parameter in and output result

out is denoted op(in)/out. The “⋆” symbol means that the corresponding value is left unspecified, e.g.,

opi(⋆) refers to an invocation of op by pi with an arbitrary input. A pair made up of a and b is denoted

〈a,b〉. Table 2 summarizes key notations used throughout this paper.

4 Quasi-Anonymous Asset Transfer (QAAT): Concurrent Specification

Asset Transfer (AT), and its extension, Quasi-Anonymous Asset Transfer (QAAT) are derived from the

concurrent asset transfer specification of AFRT20 [1]. We refer to this specification as concurrent be-

cause it does not consider asset transfer as a sequential object handling operation invocations in a total

order. In the following, we assume that each account is owned by a single process.

AT operations. A distributed AT object provides processes with two operations:

6Note that both these solutions have a communication complexity of at most O(λn).
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Notation Meaning

λ , ε(λ ), Adv Security parameter, Negligible real number in [0;1], Adversary

AT, QAAT Asset transfer object, Quasi-anonymous asset transfer object

AP, σ , PA Agreement proof scheme, Agreement proof, AP predicate

c, o Commitment digest, Opening

UA, A,

w, u

Universal accumulator scheme, Accumulator,

Membership proof, Non-membership proof

ZKP, π , PZK Zero-knowledge proof scheme, Zero-knowledge proof, ZKP predicate

τ :〈snd,v,rcv,sn〉 Asset transfer details: sender, amount, receiver, sequence number

Table 2: Key notations used in the paper.

• balancei()/v returns the account balance v of the calling process pi according to its current local

vision.

• transferi(v, j)/r transfers the amount v from the account of the calling process pi to the account

of p j, returns r = commit if the account of pi has enough funds, r = abort otherwise. For

simplicity, if r = commit, we omit the writing of the result of the corresponding invocation:

transferi(v, j)/commit can be simply written transferi(v, j).
The above balance() operation is weaker than that of AFRT20 [1] as it can only return the balance

of the local process, and not of any process of the system. This is needed to ensure confidentiality (since

a given process should not be able to read the accounts of other processes).

It is assumed that the account of each process pi is initialized to a nonnegative value denoted initi

(in our QAAT implementation of Algorithms 1–3, initi is known only by pi).

Histories and sequences.

• Let S = (ok)k∈[1..|S|] be a sequence of operation invocations. S might be finite (in which case |S| ∈
N), or infinite (in which case |S|=+∞, and [1..|S|] = N). We note set(S) the set of invocations in

S,→S the total order defined by S, and transferSet(S) the set of transfer invocations contained in

S (i.e., transferSet(S) = {k ∈ [1, |S|] | ok = transfer⋆(⋆,⋆)}).
• A local history of a correct process pi, denoted Li, is a sequence of operation invocations made

by pi. If an invocation o precedes another invocation o′ in Li, we say that “o precedes o′ in the

process order of pi”, which is written o→i o′.

• In a similar way, a local history of a Byzantine process pi is a sequence Li of operations invo-

cations. However, because Byzantine processes might deviate arbitrarily from their prescribed

behavior, these invocations do not necessarily correspond to how the behavior of Byzantine pro-

cesses is perceived by correct processes.

• A global history H is an array of n local histories, one for each process: H = [L1, ...,Ln].
• We use the notion of mock history to capture the perceived behavior of Byzantine processes [1].

Intuitively, a mock history Ĥ of some global history H is a history that preserves the local histories

Li of correct processes pi but might change the local histories of Byzantine processes. More

formally, Ĥ = [L̂1, ..., L̂n] is a mock history of H = [L1, ...,Ln] iff L̂i = Li for all correct processes.

Active processes. Given a global history H , we say that a process is active in H if it is involved in a

transferi(v, j) operation invocation appearing in a local history Li of H , either as the calling process pi

or as the receiver p j.

AT-sequence. Given a process ID i and a set of operation invocations O (performed by pi and other

processes), the function total(i,O) returns the balance of the account of pi resulting from the transfers it

sends and receives according to O (by adding the initial balance of pi to the funds received by pi in O,

and subtracting the funds sent by pi in O):

total(i,O) = initi +
(
Σtransfer⋆(v,i)∈O v

)
−
(
Σtransferi(v,⋆)∈O v

)
.
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A sequence S of invocations is an asset-transfer-sequence (AT-sequence) if and only if:

1. ∀ i ∈ [0..n],∀ o = balancei()/v ∈ S : v = total
(
i,{o′ ∈ S | o′→S o}

)
;

2. ∀ i, j ∈ [0..n],∀ o = transferi(v, j) ∈ S : v≤ total
(
i,{o′ ∈ S | o′→S o}

)
.

Informally, these conditions mean that the balance operation must return the balance of the process’s

account when it is invoked in the sequence, and the transfer operation must succeed (i.e., return commit)

only if the balance of the debtor’s account is sufficient according to the sequence S.

We say that a global history H can be AT-sequenced iff for every correct process pi there exists an

AT-sequence Si with the following properties:

• Si contains exactly all of pi’s invocations (both transferi and balancei invocations), and all trans-

fers by other processes, i.e., set(Si) = set(Li)∪
⋃

j 6=i transferSet(L j).
• Si respects pi’s process order, i.e.,→i⊆→Si

.

Intuitively, the above conditions ensure that each process pi can explain its local execution (Condition 1

of the AT-sequence definition above) from the transfers contained in the system in a way that respects

pi’s local order and the invariant that no account should ever be negative (Condition 2 of the AT-sequence

definition).

AT properties. A distributed algorithm A implements the AT specification iff it provides balance and

transfer operations as defined earlier, such that the following properties hold.

• AT-Termination. All operation invocations of A (balance and transfer) by correct processes

terminate.

• AT-Sequentiality. For any global history H capturing an execution of A , there exists a mock

history Ĥ of H that can be AT-sequenced.

Quasi-Anonymous Asset Transfer. An algorithm A implements a Quasi-Anonymous AT object

(QAAT for short) if it verifies the AT properties (stated above) and also meets the following privacy-

preserving properties. Recall that Adv denotes an adversary trying to guess private information from

system asset transfers.

• QAAT-Receiver-Anonymity. For any global history H capturing an execution of A , for any

invocation transferi(⋆, j) contained in H where pi and p j are correct processes, then, with high

probability, p j is indistinguishable among all the correct active processes of H .

• QAAT-Confidentiality. For any global history H capturing an execution of A , for any invocation

transferi(v, j) contained in H where pi and p j are correct processes, then, with high probability, v

is indistinguishable among any value in R
+.

Informally, if we consider an adversary Adv and a transferi(v, j) invocation appearing in a global

history H , where pi and p j are correct processes, the best Adv can do (w.h.p.) is to pick v ∈ R
+ and j ∈

[1..n] uniformly at random. Doing so, Adv will guess j correctly with a probability inversely proportional

to the number of active processes in H , and v with a probability of 0.7 The above two properties capture

that a Quasi-Anonymous Asset Transfer can be made arbitrarily close to this ideal situation by increasing

the number of correct active processes and the security parameter λ of the cryptographic schemes.

Furthermore, in our QAAT implementation (Algorithms 1–3), since each correct process pi is the only

one knowing its initial account balance initi, QAAT-Confidentiality ensures that the account balance

of pi also remains private throughout the execution with high probability.

5 A Modular Approach: Underlying Building Blocks

The QAAT algorithm proposed in this paper follows a modular approach. Before moving to our ac-

tual contributions in Section 6, we present in this section the cryptographic schemes upon which our

QAAT system builds, namely, Commitments, Universal Accumulators (UA), and Zero-Knowledge Proofs

(ZKP). Each scheme features a proving algorithm that aims to convince a verifying algorithm of some

7For simplicity, we assume that v is defined on R
+, but in practice, v is a bounded positive number.
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claim through a proof. In the following, the proving algorithm is called the prover, while the verifying

algorithm is called the verifier. Due to space constraints, the full definition of the properties of these

cryptographic schemes is given in Appendix A.

Commitments. A commitment scheme allows one to create a commitment c to a chosen value v while

keeping this value hidden from others, with the ability to reveal the committed value later through a

proof o called opening.

A commitment scheme provides 2 operations: (i) c_commit(v)/〈c,o〉 takes a value v and outputs the

corresponding commitment c and opening o, and (ii) c_verify(c,v,o)/r outputs r = true if o is a valid

opening for the commitment c and value v, and r = false otherwise. Informally, a commitment scheme

must be binding (it opens only to the committed value v) and hiding (it does not leak information on its

committed value).

Universal Accumulators (UA). A universal accumulator (UA) scheme [7] produces a short commit-

ment A (the accumulator) to a set of elements E , upon which the prover can produce both membership

proofs w or non-membership proofs u of elements e in the set E , without divulging any other infor-

mation. We assume each process creates an empty accumulator during the system’s setup phase (see

Appendix E).

Consider an accumulator A, its associated accumulated set E , and an arbitrary value v. A UA scheme

provides 6 operations: (i) ua_is_empty(A)/b takes A and outputs b = true if E = ∅, and b = false

otherwise; (ii) ua_add(A,v)/A′ takes A and v and outputs the updated accumulator A′ containing v;

(iii) ua_prove_mem(A,E,v)/r takes A, E , and v and outputs a membership proof r = w of value v

in accumulator A if v ∈ E , and r = abort otherwise; (iv) ua_prove_non_mem(A,E,v)/r takes A, E ,

and v and outputs a non-membership proof r = u of value v in A if v /∈ E , and r = abort otherwise; (v)

ua_verify_mem(A,v,w)/r outputs r = true if w is a correct membership proof of v for A, and r = false

otherwise; and (vi) ua_verify_non_mem(A,v,u)/r outputs r = true if u is a correct non-membership

proof of v for A, and r = false otherwise.

Informally, a UA scheme must be sound (proofs are unforgeable), complete (the verification of

(non-)membership works as intended), undeniable (an element cannot have both membership and non-

membership proofs), and indistinguishable (the accumulator and proofs do not leak information on the

set).

Zero-Knowledge Proofs (ZKP). A zero-knowledge proof (ZKP) scheme [42] produces proofs π

that a prover knows some secret_data without divulging any other information on it to the verifier.

Each object ObjZK of a ZKP scheme is set up with a specific predicate PZK , called a ZKP predicate,

taking as parameters public_data (known both by the prover and verifier) and secret_data (known

only by the prover), and returning true or false. The prover pi passes to the zkp_prove opera-

tion the public_data and secret_data parameters of PZK , and the proof πi is correctly generated only

if PZK(public_data,secret_data) = true. The PZK predicate is typically passed to the implicit setup

operation of the ZKP scheme.

Consider a ZKP object ObjZK set up with a ZKP predicate PZK . A ZKP scheme provides 2 oper-

ations: (i) ObjZK .zkp_prove(public_data,secret_data)/r outputs a result r, which can be either a zero-

knowledge proof r = π if the input parameters secret_data and public_data satisfy PZK or r = abort

otherwise, and (ii) ObjZK .zkp_verify(π,public_data)/r outputs the validity r ∈ {true,false} of a zero-

knowledge proof π w.r.t. the public_data and the ZKP predicate PZK . Informally, a ZKP scheme must

be knowledge-sound (if a proof π is valid, then the prover knows the associated secret_data), com-

plete (a valid proof π can be generated from some public_data and secret_data that satisfy PZK), and

zero-knowledge (a proof π does not leak information on secret_data).
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6 A Light Consensus-Free Quasi-Anonymous Asset Transfer Algorithm

Our novel asset-transfer system leverages the building blocks presented in Section 5 and comprises

two main contributions. The first, Agreement Proofs, presented in Section 6.1 lies in a novel construct

that produces transferable proofs that the processes have reached an agreement on some payload. The

second, presented in Section 6.2 consists of our novel asset-transfer algorithm, which leverages the

building blocks presented in section 5, and our novel Agreement Proofs to guarantee quasi-anonymity,

lightness, and consensus freedom.

6.1 A new distributed scheme: Agreement Proofs (AP)

An Agreement proof scheme (AP) is a novel distributed scheme defined by two (explicit) operations

ap_prove and ap_verify. It aims at producing transferable agreement proofs (APs) that the system

has reached an agreement regarding some payload value v originating from a given sender/prover pi

with sequence number sni. Sequence numbers uniquely identify each proof the prover generates using

ap_prove, making the scheme multi-shot (i.e., a given prover can generate multiple proofs). Our asset-

transfer algorithm, presented in Section 6.2, leverages APs to prevent double-spending. Hence, the AP

scheme, specified in the following, provides easily interpretable properties that formalize the notion of

cryptographic certificates, which are often used in distributed systems [3]. In Appendix D, we pro-

vide a consensus-free AP implementation with a storage complexity of O(λ +n) and a communication

complexity of O(nλ ).
AP predicate. Each object of an AP scheme is set up with a specific predicate PA, called an AP

predicate, taking in the AP’s sequence number sn and some arbitrary data as parameters, and returning

true or false. The prover pi passes the payload v and the data parameter of PA to the ap_prove

operation, which generates a correct proof σi only if PA(v,data,sni) = true, where sni is the sequence

number of the current ap_prove invocation by pi, i.e., the number of times the prover pi has invoked

ap_prove up to the current invocation. We further assume that during system initialization, a valid

genesis AP can be generated by the set-up procedure for a pair (v,data) at sequence number sni = 0.

(We return to the set-up procedure in Section 6.2.1 and discuss implementation details in Appendix E.)

AP operations. We consider an AP object ObjA set up with an AP predicate PA.

• ObjA.ap_prove(v,data)/r: Given the prover pi, a payload value v and some data, the operation

returns r = σi if the predicate PA(v,data,sni) is true, where sni is the sequence number of the

current ap_prove invocation by pi, and σi is an agreement proof for value v at sequence number

sni, or r = abort otherwise.

• ObjA.ap_verify(σ j,v,sn j, j)/r: The operation returns the validity r ∈ {true,false} of an agree-

ment proof σ j for a value v of a prover p j at a sequence number sn j.

Validity of an AP σσσ . Given an AP object ObjA, a payload value v, a sequence number sni and a prover

pi (correct or faulty), we say that some σ is a “valid AP for v at sni from pi” if and only if any invocation

of ObjA.ap_verify(σ ,v,sni, i) by any correct process would return true.

AP properties. An AP object ObjA set up with an AP predicate PA satisfies four properties.

• AP-Validity. If σi is a valid AP for a value v at sequence number sni > 0 from a correct prover pi,

then pi has executed ObjA.ap_prove(v,⋆)/σi as its sni
th invocation of ObjA.ap_prove(⋆,⋆).

• AP-Agreement. There are no two different valid APs σi and σ ′i for two different values

v and v′ at the same sequence number sni and from the same prover pi. More formally,

ObjA.ap_verify(σi,v,sni, i) = ObjA.ap_verify(σ ′i ,v
′,sni, i) = true implies v = v′.

• AP-Knowledge-Soundness. If σi is a valid AP for value v at sequence number sni > 0 from a

prover pi (correct or faulty), then pi knows some data such that PA(v,data,sni)/true.

• AP-Termination. Given a correct process pi that executes ObjA.ap_prove(v,data)/r with value

v and a data, if PA(v,data,sni) = true where sni is the sequence number of the current ap_prove
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1 init: bali← initi; sni← 0; 〈bal_ci,bal_oi〉 ← c_commit(initi); Ti←∅;

Ai← empty universal accumulator of pi;

σi← initial valid agreement proof for 〈Ai,bal_ci〉 at sni = 0 from pi.

Algorithm 1: Initialization of the variables of Algorithm 3 (code for pi).

invocation by pi, then r = σi where σi is a valid AP for v at sni from pi. If PA(v,data,sni) = false

then r = abort.

6.2 QAAT Algorithm

Our quasi-anonymous asset-transfer (QAAT) algorithm leverages agreement proofs to guarantee that

there can be at most one transfer per sequence number from any process pi ensuring that a process

cannot spend the same funds twice. In addition, it leverages non-membership proofs to guarantee that

a given transfer is not already in the receiver’s accumulator, ensuring that a process cannot redeem the

same transfer twice.

6.2.1 Setup and initialization of process variables

We present in Algorithm 1 the initialization of each of the variables maintained by each process pi

in our system: bali (the balance of process pi, only known to pi and initialized to initi), sni (the

current sequence number of pi, i.e., the one for pi’s latest transfer, initialized to 0), bal_ci and bal_oi

(respectively the commitment and opening of bali = initi), Ti (the set of transfers details of pi, including

debits and credits, initially empty), Ai (a universal accumulator of Ti, recording all pi’s debits and credits

and initialized to the empty accumulator), and σi (the previous agreement proof of pi, initialized to a

valid AP for the initial accumulator and balance commitment of pi). We assume that the bali and sni

variables are of constant size (e.g., 64 bits).

To initialize all these variables, and in particular σi, which involves communication among the pro-

cesses, we employ the trustless setup procedure presented in Appendix E.

6.2.2 AP and ZKP predicates

Our system relies on an AP object AccountUpdate, and a ZKP object TransferValidity, both shown in

Algorithm 2. They are respectively set up with the AP predicate PA and the ZKP predicate PZK on line 2.

A process creates new AP and ZKP objects each time it sends or receives an asset transfer. Hence, in

these predicates, the prover can either be the sender or receiver of the asset transfer at hand. We also

assume that these predicates have access to the identity of the prover, denoted pvr. In the following, snd

and rcv refer to the sender and receiver (resp.). The statement assert B, where B evaluates to a Boolean,

is a shortcut for “if ¬B then return false”. Predicates return true by default.

Predicate PPPAAA. The PA predicate takes 3 parameters: the payload v (used both for the AP generation and

verification), the data (used only for the AP generation), and the current sequence number of the prover

snpvr. The v parameter contains the new accumulator of the prover, A′pvr, as well as the commitment

to its new balance, bal_c′pvr. The data parameter contains the previous AP of the prover, σpvr, the

current ZKP of the prover, πpvr, and some data old_state_datapvr about the state of the prover before the

transfer. This old_state_datapvr contains the prover’s preceding accumulator Apvr and a commitment to

its previous balance bal_cpvr.

PA starts with some unpacking (line 4), and tuple concatenation (operation ⊕) to obtain the public

data public_datapvr describing the current transfer (line 5). public_datapvr encompasses the prover’s

accumulator before applying the transfer Apvr, a commitment bal_cpvr to the prover’s old balance, the
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2 init: AccountUpdate ← AP object setup with PA;

TransferValidity← ZKP object setup with PZK .

3 predicate PA(〈A
′
pvr,bal_c′pvr〉,〈σpvr,πpvr,old_state_datapvr〉,snpvr) is

⊲Unpacking data about the prover’s preceding state

4 〈Apvr,bal_cpvr〉 ← old_state_datapvr;

5 public_datapvr← 〈Apvr,bal_cpvr〉⊕ 〈A
′
pvr,bal_c′pvr,snpvr〉;

⊲πpvr proves the knowledge of a valid transfer fulfilling the ZKP predicate PZK (line 9)

from 〈Apvr,bal_cpvr〉 to 〈A′pvr,bal_c′pvr〉

6 assert TransferValidity.zkp_verify(πpvr,public_datapvr);

⊲If this is the prover’s first transfer, its preceding accumulator Apvr is empty

7 if snpvr = 1 then assert ua_is_empty(Apvr);

⊲The prover’s preceding AP σpvr is valid at sequence number snpvr−1

8 assert AccountUpdate.ap_verify(σpvr,〈Apvr,bal_cpvr〉,snpvr−1,pvr).

9 predicate PZK(public_data,secret_data) is

⊲Unpacking public and private data

10 〈Apvr,bal_cpvr,A
′
pvr,bal_c′pvr,snpvr〉 ← public_data;

11 〈A′snd,bal_csnd,σsnd,wsnd,τ ,balpvr,bal_opvr, bal_o′pvr,upvr〉←secret_data;

⊲The public commitment for balance should match the private data

12 assert c_verify(bal_cpvr,balpvr,bal_opvr);

⊲The prover’s accumulator has received the transfer τ , A′pvr = Apvr⊎{τ}

13 assert ua_verify_non_mem(Apvr,τ ,upvr)∧ua_add(Apvr,τ) = A′pvr;

⊲The prover’s balance has been properly updated

14 〈snd,v,rcv,snsnd〉 ← τ ; assert v≥ 0;

⊲Trfs of sending APs are tagged with the AP’s s.n. / a sending process has sufficient funds

15 if pvr = snd then assert snsnd = snpvr∧balpvr ≥ v;

16 if pvr = snd = rcv then assert c_verify(bal_c′pvr,balpvr,bal_o′pvr);

17 else if pvr = snd then assert c_verify(bal_c′pvr,balpvr− v,bal_o′pvr);

18 else if pvr = rcv then

19 assert c_verify(bal_c′pvr,balpvr + v,bal_o′pvr);

⊲A receiving prover implies a valid corresp. sending AP σsnd from the sender

20 assert ua_verify_mem(A′snd,τ ,wsnd);
21 assert AccountUpdate.ap_verify(σsnd,〈A

′
snd,bal_csnd〉, snsnd,snd);

22 else return false.

Algorithm 2: AP and ZKP predicates of Algorithm 3.

prover’s accumulator after the transfer A′pvr, and a commitment bal_c′pvr to the prover’s new balance. PA

then checks that the ZKP πpvr is valid (line 6) using the public data describing the transfer. Then, if this

is the first transfer of the prover (debit or credit), PA checks that the prover’s preceding accumulator is

empty (line 7). Finally, PA verifies the prover’s preceding AP (line 8).

Predicate PPPZK . The PZK predicate takes two parameters as input: public_data and secret_data. The

former, public_data, consists of the tuple constructed at line 5. The latter, secret_data, consists of the

sender’s accumulator Asnd (recall that the sender is not always the prover), a commitment bal_csnd of

the sender’s balance, the sender’s AP σsnd, the sender’s membership proof wsnd that the transfer is in

Asnd (notice that all the previous parameters are equal to ⊥ if the prover is not the receiver as in this
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case there are not used in the body of PZK), the transfer details τ , the prover’s opening of the transfer

bal_opvr, the prover’s balance balpvr, commitments of the prover’s balance before and after applying the

transfer balpvr and bal′pvr (resp.), and the prover’s non-membership proof upvr that the transfer was not

already in Apvr (line 11).

All the checks of PZK are done in zero-knowledge, without divulging any data to the verifier(s).

PZK first checks that the commitments to the prover’s balance and to the prover’s transfer indeed open

respectively to its balance (line 12). PZK then checks that the prover’s accumulator has been correctly

updated, i.e., that the transfer did not already belong to the prover’s old accumulator, and that the prover’s

new accumulator can be obtained by adding the transfer to its old accumulator (line 13). Finally, the PZK

predicate verifies two properties of the transfer: (i) that the prover’s balance has been updated according

to the transfer’s information in τ (lines 14–19), and (ii), in case the prover is the receiver, that the passed

AP σsnd is valid and matches τ on the sender’s side (lines 20–21). In more detail, PZK first verifies that

if the prover is a sender, the transfer τ is stamped with the same sequence number snpvr as that of the

prover’s current AP (line 15, snpvr is passed as a parameter to PZK from PA at line 6). Then, if the prover,

sender and receiver are the same, PZK checks that the prover’s balance remains unchanged (line 16)8.

Otherwise, if the prover is only the sender, PZK ensures the transfer amount has been subtracted from

the prover’s balance, and that the prover had enough funds to perform the transfer (line 17). Finally, if

the prover is only the receiver, then PZK verifies that the new prover’s balance was obtained by adding

the transfer’s amount to its old balance (line 19), that the sender’s accumulator contains the transfer

(line 20), and that the sender’s AP is valid (line 21). If the prover is neither the sender nor the receiver

of τ , PZK returns false (line 22).

6.2.3 Algorithm

Algorithm 3 presents the code of our QAAT implementation for a process pi. The balance operation

simply returns the value of bali (line 23). In the transfer operation, pi first checks it has enough funds

(line 25). Then pi creates the transfer details τ with its next sequence number (line 26), processes its

own transfer using the process_transfer internal operation (line 27), creates a membership proof wi of the

transfer in its accumulator (line 28), sends all the necessary information to the receiver in a TRANSFER

message (line 29) and returns commit (line 30). When pi receives a TRANSFER message, it processes

the transfer using the process_transfer internal operation if it is the transfer receiver, and if the sender’s

AP and membership proof are valid (line 33).

In the process_transfer internal operation, pi first computes its new balance bal′i depending on

whether it is the sender or receiver (line 35), and commits its new value (line 36). Next, pi proves

the non-membership of the transfer τ in its old accumulator Ai (line 37) and creates its new accumulator

by adding the transfer (line 38). Process pi then constructs the ZK proof π that the transfer τ is valid

(lines 39–42). It then creates the public data (line 40) and secret data (line 41) of the ZKP, and generates

the ZKP (line 42). Next, pi creates the data of the Agreement Proof (AP) predicate (line 43). Finally, pi

generates the AP σi (line 44) before updating its local state (line 45).

6.2.4 Intuition of Algorithm 3’s proofs

In this section, we sketch the high-level intuition behind the correctness of our solution. The full cor-

rectness developments are given in Appendix B.

Correctness proof. The correctness of our system comes from the fact that it satisfies AT-Sequentiality

and AT-Termination.

Lemma 6.1 (AT-Sequentiality). For any global history H capturing an execution of Algorithm 3, there

exists a mock history Ĥ of H that can be AT-sequenced.

8This condition is needed to support empty transfers, which are used to enhance the sender anonymity of the system.
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23 operation balance() is return bali.

24 operation transfer(v, j) is

25 if v < 0 ∨ v > bali then return abort;

26 τ← 〈i,v, j,sni +1〉;
27 process_transfer(τ ,⊥,⊥,⊥,⊥); ⊲Producing ZKP and Agreement Proof for τ

28 wi← ua_prove_mem(Ai,Ti,τ); ⊲Membership proof that τ is now in Ai

29 ra_send TRANSFER(τ ,σi,Ai,wi,bal_ci) to p j; ⊲ra_send is receiver-anonymous

30 return commit.

31 when TRANSFER(τ ,σ j,A j,w j,bal_c j) is ra_received from p j do

32 if

{
τ .rcv = i∧ua_verify_mem(A j,τ ,w j)∧
AccountUpdate.ap_verify(σ j,〈A j,bal_c j〉,τ .sn, j)

}
then

33 process_transfer(τ ,A j,bal_c j,σ j,w j).

34 internal operation process_transfer(τ ,A j,bal_c j,σ j,w j) is

⊲Computing new balance with corresponding commitment and opening

35 bal′i← bali; if i = τ .snd then bal′i← bal′i− τ .v ; if i = τ .rcv then bal′i← bal′i + τ .v
36 〈bal_c′i,bal_o′i〉 ← c_commit(bal′i); ⊲New commitment and opening for bal′i
37 ui← ua_prove_non_mem(Ai,Ti,τ); ⊲Non-membership proof, τ not in Ai

38 A′i← ua_add(Ai,τ); ⊲Adding new transfer to accumulator

⊲Constructing ZK proof that transfer is valid

39 old_state_data← 〈Ai,bal_ci〉;
40 public_data← old_state_data⊕〈A′i,bal_c′i,sni +1〉;
41 secret_data← 〈A j,bal_c j,σ j,w j,τ ,bali,bal_oi,bal_o′i,ui〉;
42 π← TransferValidity.zkp_prove(public_data,secret_data);

⊲Obtaining Agreement Proof (AP) on transfer’s validity

43 data← 〈σi,π,old_state_data〉;
44 σi← AccountUpdate.ap_prove(〈A′i,bal_c′i〉,data);

⊲Updating local state

45 sni← sni +1; Ai← A′i; bali← bal′i; bal_ci← bal_c′i; bal_oi← bal_o′i.

Algorithm 3: QAAT algorithm (code for pi).

Proof sketch. The proof first constructs the mock history Ĥ by starting from the UAs linked to the APs

generated by correct processes, and then recursively traversing these UAs and APs using the predicates

PA and PZK to uncover UAs issued by Byzantine processes that are causally linked to the operations

of correct processes. Each UA yields information on a transfer invocation at a given sequence number,

which we then use to construct the mock local execution L̂ j of each Byzantine process p j.

Given a correct process pi, we then construct a partial  i order on Si = set(L̂i) ∪⋃
j 6=i transferSet(L̂ j). This construction is somewhat technical for two reasons: (1) Transfers might

not be received in the order they were issued (in particular by pi), which implies i should not enforce

any local process order→ j other than that of pi. (2) Simultaneously, i should be constraining enough

to guarantee that balance invocations by pi exactly reflect previous transfers (Property n.1 of an AT-

sequence in Section 4) and that each transfer is backed by sufficient funds (Property n.2). We construct

 i incrementally using two binary relations:
1
 i that captures pi’s local order and ensures that all trans-

fers are sufficiently funded, and
2
 i to guarantee balance invocations by pi can be properly explained.

Part of the proof focuses on the acyclicity of
1
 i ∪

2
 i, so that i can be defined as the transitive closure
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(
1
 i ∪

2
 i)

+. Finally, we chose Si as a topological sort of (Si, i) and prove it fulfills the two properties

of AT-Sequences. (Full derivations in Appendix B.1.)

Lemma 6.2 (AT-Termination). All operation invocations of Algorithm 3 (balance and transfer) termi-

nate for correct processes. (Proof in Appendix B.1.)

Quasi-anonymity proof. Intuitively, our system is quasi-anonymous because it uses cryptographic

schemes that do not leak sensitive data (i.e., commitments, universal accumulators, and zero-knowledge

proofs). We prove the following lemmas in Appendix B.2.

Lemma 6.3 (QAAT-Receiver-Anonymity). For any global history H capturing an execution of A ,

for any invocation transferi(⋆, j) contained in H where pi and p j are correct processes, then, with high

probability, p j is indistinguishable among all the correct active processes of H. (Proof in Appendix B.2.)

Lemma 6.4 (QAAT-Confidentiality). For any global history H capturing an execution of A , for any

invocation transferi(v, j) contained in H where pi and p j are correct processes, then, with high proba-

bility, v is indistinguishable among any value in R
+. (Proof in Appendix B.2.)

Succinctness. The overall succinctness of our system stems from the succinctness of our Agreement

Proof implementation (Appendix D.5), the constant size of the digests and proofs of RSA accumulators

(Appendix C.2) and of commitments (Appendix C.3), and of the succinctness of Spartan zk-SNARKs

(Appendix C.4). By definition, the proofs of computation produced by the prover of a succinct ZKP

scheme are succinctly verified. Therefore, primitives whose verification is encapsulated inside the ZKP

predicate only need to be constant size for our scheme to be succinct (although accumulator (non-

)membership proof verification and commitment openings can, in fact, be succinct).

Storage of OOO(((λλλ +++(((|||TTT |||///nnn))) lognnn+++ nnn))) bits per correct process. In our system, each correct process

pi only stores its local transfer details, the sequence number of each of the n processes, and a few

cryptographic structures, yielding a storage of O(λ +(|T |/n) log n+n), where T is the set of all transfers

in the system. Let us consider the size of pi’s local variables. By definition, bali and sni are constant-

size (see Section 6.2.3). Moreover, bal_ci and bal_oi have O(λ ) bits with a constant size commitment

scheme (Appendix C.3), Ai has O(λ ) bits with the constant size RSA accumulator implementation

(Appendix C.2), and σi has O(λ ) bits with our implementation of agreement proofs (Appendix D).

Moreover, our AP algorithm stores O(λ +n) bits per correct process (Appendix D). Finally, the Ti set is

of size O(|T |/n) (where T is the set of all transfers of the system) and contains transfer details of size

O(logn) bits (because of process IDs). This amounts to a total storage cost of O(λ +(|T |/n) log n+n).
Communication of OOO(((nnnλλλ ))) bits overall. In our system, a transferi(⋆, j) invocation by a correct process

pi entails the following communications: (i) the ap_prove invocation by the sender pi at line 44, (ii) the

ra_send of the transfer details from the sender to the receiver at line 29, and (iii) the ap_prove invocation

by the receiver p j at line 44 (which is only guaranteed to happen if p j is correct). As our Agreement

Proof implementation (Appendix D) communicates only O(λn) bits overall (Appendix D.7), (i) and (iii)

incur an overall communication of O(λn). For (ii), the receiver-anonymous ra_send operation can be

implemented with an overall communication cost of O(λn), as discussed in Section 3. As a result, our

system’s overall communication cost is O(λn).
Consensus-freedom. This directly comes from our distributed Agreement Proof implementation

(Appendix D), which does not rely on strong agreement such as consensus (Appendix D.4).

6.2.5 Further enhancements

Transfer batching. One could argue that requiring users to commit an accumulator update to the

system each time they send or receive a single transfer is inefficient. To address this problem, we
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propose aggregating an arbitrary number of transfers into a single accumulator update. As a result, a

user could choose only to declare an accumulator update when making a payment, while cashing all

receipts simultaneously when doing so. To implement transfer batching, we use an optimization method

for ZK proofs known as folding [32] in Appendix F.

Reducing local storage (public key rotation). The QAAT system presented in this article is light,

i.e., the storage cost per process pi is in O(λ +(|T |/n) log n+ n), where |T | is the set of all transfers

(debits and credits) of the system. This storage cost is justified by pi’s need to store some data whose

size is proportional to its entire transfer history, to prove that it is not trying to redeem the same transfer

several times. However, a public key rotation mechanism could be added to remove the need to store

past transfers. When a process pi rotates its public key, it changes its old public key for a new one,

while transferring all its funds to the account associated to the new public key. Once this is done, pi can

flush its old local data (and, in particular, its accumulator data). Thus, the process only has to record

information concerning this rotating transfer which can be seen as the genesis state of a newly created

account, and obtains a storage cost of O(λ + n). However, this mechanism would involve one major

technical challenge: a sender has to retrieve the receiver’s public key before it can send funds to her. To

achieve this retrieval, the sender can initiate a handshake with the receiver, but due to asynchrony and

the fact that the receiver may be faulty, the handshake may never complete, hampering the termination

of the transfer. This method is briefly mentioned by Zef [3] as a solution to safely delete the data

of unused accounts. To circumvent the incompatibility of its asynchronous model and the handshake,

Zef assumes that each transfer is initiated in a synchronous environment outside the system where the

receiver transmits its public key to the sender.

Towards full anonymity. Our system is not fully anonymous, as it guarantees Receiver Anonymity

and Confidentiality, but not that the transfer issuer remains anonymous (i.e., Sender Anonymity). How-

ever, remark that our system allows “empty” transfers with amount 0 (or transfers to oneself), which do

not change any balance. These empty transfers could be used to obfuscate the traffic of funds from the

adversary’s point of view, and if they are issued at the right moment, we conjecture that they could pre-

clude (w.h.p.) timing attacks, i.e., attacks where an adversary deanonymizes the sender (or receiver) of

an asset transfer by observing the timing of messages transiting on the network. If so, our system would

reach full anonymity asymptotically (by adding more empty transfers at some well-chosen moments).

The design of the heuristics to choose the moments to issue empty transfers is left to future work.

7 Conclusion

This article considered the problem of asynchronous Byzantine-fault-tolerant asset transfer, with the

additional constraint of satisfying the properties of quasi-anonymity (i.e., no leak of information on

the transfers’ amounts and receivers), lightness (i.e., succinct cryptography and light storage cost), and

consensus-freedom (i.e., no total order of transfers). These properties are important for achieving good

performance, confidentiality, and user privacy in an asset transfer system. In this context, this article

introduced Quasi-Anonymous Asset Transfer (QAAT), and presented a consensus-free and light QAAT

implementation, along with its formal proofs. To our knowledge, our asset transfer system is not only

the first to fulfill the 3 properties, but also the first one to have a O(λ |T |/n) storage cost, where T is the

set of all transfers of the system. In addition, the article presented a new distributed abstraction called

Agreement Proofs, which captures the notion of distributed agreement in a transferable short-sized proof.

Presently, our asset transfer solution still lacks some capabilities compared to more mature

blockchain systems (e.g., Sybil resistance or smart contracts) or mainstream payment networks (e.g.,

overdrawn accounts or fraud detection), but we believe that it demonstrates that systems with low verifi-

cation, storage, and network costs can still guarantee strong privacy features. Furthermore, we conjecture

that our system’s scalability can be further enhanced, and in particular, that it can be made permissionless

without sacrificing consensus-freedom, by leveraging techniques such as the ones introduced in [33].
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A Underlying Building Blocks: Full Definitions

This appendix section presents the full definitions of the cryptographic schemes used in our QAAT sys-

tem, namely Commitments, Universal Accumulators (UA), and Zero-Knowledge Proofs (ZKP). More

precisely, this section provides the operations and properties of these schemes.

These schemes all require an implicit setup operation that takes as input the security parameter λ

and outputs the public parameters of the scheme, which are known to all processes, including the ad-

versary. For instance, in a digital signature scheme, public parameters correspond to the set of all the

system’s public keys. All the cryptographic schemes that follow implicitly use some public parameters

(although these parameters are not exposed explicitly in the specifications and algorithms). The do-

mains of definition for the input values and output proofs of our schemes are respectively called D and

F (see Table 3). Each scheme features a proving algorithm that aims to convince a verifying algorithm

of some claim through a proof. In the following, the proving algorithm is called the prover, while the

verifying algorithm is called the verifier. Formally, both the prover and the verifier are poly-time proba-

bilistic algorithms. For simplicity, the schemes presented in this section do not have explicit termination

properties, as their operations only consist of local mathematical computations.

We further denote by ε(λ ) a positive number between 0 and 1 that can be made arbitrarily small by

increasing λ .

Set Meaning

D (for “data”) Input set (values) of the proving operations of the cryptographic schemes

F (for “finite”) Output set (proofs) of the proving operations of the cryptographic schemes

Table 3: Input and output sets of the cryptographic schemes of Appendix A.

A.1 Commitment schemes

A commitment scheme is a cryptographic primitive that enables a prover to succinctly commit to a value

v in the form a small digest c (the commitment) and compute a proof o (the opening) that the commitment

“opens” to v. Commitment schemes must be binding, i.e., the prover cannot find another value that

matches the digest. Most schemes also have a hiding property, meaning that the digest does not reveal

any information about the committed value. Some schemes allow digests to be combined to perform

operations (e.g., addition or multiplication) on committed values, such as homomorphic schemes. There

are many variants of commitments to handle different types of data, such as polynomials, vectors, or

even functions. In our system, we use a simple commitment scheme (C) to a bounded integer.

Commitment operations.

• c_commit(v)/〈c,o〉 takes a value v∈D and outputs the corresponding commitment c and opening

o.

• c_verify(c,v,o)/r outputs r = true if o is a valid opening for the commitment c and value v ∈ D,

and r = false otherwise.

Commitment properties.

• C-Correctness. ∀ v ∈ D, if c_commit(v)/〈c,o〉 then c_verify(c,v,o)/true.

Informally, a commitment created from a value opens to this value (using an opening).

• C-Binding. ∀ c,o,o′ ∈ F,∀ v,v′ ∈ D : Pr
(
c_verify(c,v,o)/true∧ c_verify(c,v′,o′)/true∧ v′ 6=

v
)
< ε(λ ). Informally, a commitment opens to only one value (w.h.p.).
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• C-Hiding. ∀ c1,c2 ∈ F,∀ v ∈ D,c_commit(v)/〈c,⋆〉 : |Pr(c = c1)−Pr(c = c2)|<ε(λ ).

Informally, a commitment does not leak any information on its committed value (w.h.p).

A.2 Universal Accumulators (UA)

An accumulator scheme (notion introduced in [4]) produces a short commitment to a set of elements E .

A universal accumulator (UA) is a special kind of accumulator that can prove both the inclusion or non-

inclusion of an element in the set by using membership or non-membership proofs, respectively. RSA

accumulators [7] are a notable implementation of this scheme. We assume that the empty accumulator

of each process is created during the system’s setup phase (see Appendix E).

UA operations. We consider an accumulator A and its associated accumulated set E .

• ua_is_empty(A)/b: Takes A and outputs b = true if E =∅, and b = false otherwise.

• ua_add(A,v)/A′: Takes A and a value v and outputs the updated accumulator A′ containing v.

• ua_prove_mem(A,E,v)/r: Takes A, E , and a value v and outputs a membership proof r = w of

value v in accumulator A if v ∈ E , and r = abort otherwise.

• ua_prove_non_mem(A,E,v)/r: Takes A, E , and a value v and outputs a non-membership proof

r = u of value v in A if v /∈ E , and r = abort otherwise.

• ua_verify_mem(A,v,w)/r: Outputs r = true if w is a correct membership proof of value v for A,

and r = false otherwise.

• ua_verify_non_mem(A,v,u)/r: Outputs r = true if u is a correct non-membership proof of value

v for A, and r = false otherwise.

UA properties. We consider an accumulator A and its associated set E .

• UA-Soundness. ∀ v /∈ E,ua_prove_mem(A,E,v)/r : Pr(r 6= abort) < ε(λ ) and ∀ v ∈
E,ua_prove_non_mem(A,E,v)/r : Pr(r 6= abort)< ε(λ ).

Informally, the probability of computing a membership proof for a non-accumulated element or a

non-membership proof for an accumulated element is negligible.

• UA-Completeness. ∀ v ∈ E,ua_verify_mem(A,v,ua_prove_mem(A,E,v))/r : Pr(r = true) >
1−ε(λ ) and ∀ v /∈E,ua_verify_non_mem(A,v,ua_prove_non_mem(A,E,v))/r : Pr(r = true)>
1− ε(λ ).

Informally, all honestly accumulated values are verified as true with their corresponding member-

ship proof with a negligible probability of error.

• UA-Undeniability. ∀ v ∈D, ∀ w,u ∈ F :

Pr(ua_verify_mem(A,v,w)∧ua_verify_non_mem(A,v,u)) < ε(λ ).

Informally, the probability of computing both a membership and non-membership proof for the

same element is negligible.

• UA-Indistinguishability. No information on some accumulated set E is leaked from its associated

accumulator A, membership proofs w or non-membership proofs u.9

For simplicity and compliance with the traditional definitions given in the cryptography literature [7],

we do not give properties for the ua_add operations. We implicitly assume that they behave correctly,

that is, we can only prove the membership of an element that has been added and we can only prove the

non-membership for an element that has never been added.

9For a more formal definition of Indistinguishability, we refer the interested reader to [17].
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A.3 Zero-Knowledge Proofs (ZKP)

We refer to the last scheme used in this article as zero-knowledge proofs (ZKP), which correspond

to proofs that a prover knows some secret data without divulging any other information on it to the

verifier. Specifically, we use zero-knowledge Succinct Non-Interactive Arguments of Knowledge (zk-

SNARKs) [42]. The difference between proof and argument systems comes from the strength of the

soundness property. A proof system must be perfectly sound (i.e., withstand a computationally un-

bounded adversary) whereas an argument system guarantees computational soundness (i.e., against a

PPT adversary with a very high probability). The use of arguments is necessary as it was proven by

Fortnow [20] that no perfect soundness zero-knowledge proof systems exist for NP-complete prob-

lems, while there exist perfect zero-knowledge arguments systems for NP-complete problems (e.g., zk-

SNARKs).

ZKP predicate. Each object of a ZKP scheme is set up with a specific predicate PZK , called a ZKP

predicate, taking as parameters a public_data (known both by the prover and verifier) and a secret_data

(known only by the prover), and returning true or false. The prover pi passes to the zkp_prove

operation the public_data and secret_data parameters of PZK, and the proof πi is correctly generated only

if PZK(public_data,secret_data) = true. Much like the PA predicate (Section 6.1), the PZK predicate is

typically passed to the implicit setup operation of the ZKP scheme.

ZKP operations. We consider a ZKP object ObjZK set up with a ZKP predicate PZK .

• ObjZK .zkp_prove(public_data,secret_data)/r: Returns a result r, which can be either a zero-

knowledge proof r = π if the input parameters secret_data and public_data satisfy PZK , or r =
abort otherwise.

• ObjZK .zkp_verify(π,public_data)/r: Returns the validity r ∈ {true,false} of a zero-knowledge

proof π with respect to the public data public_data and the ZKP predicate.

ZKP properties. We consider a ZKP object ObjZK set up with a ZKP predicate PZK .

• ZKP-Knowledge-Soundness. If ObjZK .zkp_verify(π,public_data) is true, then the prover

knows some secret_data such that ObjZK .zkp_prove(public_data,secret_data)/π and

PZK(public_data,secret_data) is true w.h.p.

• ZKP-Completeness. For any pair 〈public_data,secret_data〉
such that PZK(public_data,secret_data) is true, we must have

ObjZK .zkp_verify(ObjZK .zkp_prove(public_data,secret_data),public_data) is true w.h.p.

• ZKP-Zero-Knowledge. No information on some secret_data is leaked by its associated

public_data and zero-knowledge proof π .10

B Proofs of our QAAT System (Algorithms 1 to 3)

In this appendix section, we provide full derivations on the proof of correctness (Appendix B.1) and

quasi-anonymity (Appendix B.2) of our QAAT system (Algorithms 1–3). Throughout the section, we

rely on the full property definitions of the commitment, UA, and ZKP schemes given in Appendix A.

10For a more formal definition of Zero-Knowledge, we refer the interested reader to [25].
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B.1 Proof of correctness

B.1.1 Preliminaries

We first introduced a number of preliminary results and definitions that we will use to prove the AT-

Sequentiality of Algorithm 3 in Appendix B.1.2. In the following, σ sn
i denotes an AP (Agreement

Proof) that is valid at a sequence number sn for a process pi (correct or faulty).

Definition B.1 (Valid UA at a sequence number sn for a process pi). We say that a Uni-

versal Accumulator (UA) A is valid at a sequence number sn for a process pi (correct of

faulty) if there exists a valid Agreement Proof (AP) σ sn
i that is valid at sn for pi and verifies

AccountUpdate.ap_verify(σ sn
i ,〈A,⋆〉,sn, i). As a shortcut, we might interchangeably say that A was

issued by pi at sequence number sn. When this holds, we note A’s sequence number and AP issuer as

superscript and subscript, respectively, i.e., A = Asn
i .

Lemma B.2 (Unicity of valid UAs at a sequence number sn for a process pi). There is at most one UA

that is valid at a sequence number sn ≥ 0 for a process pi (correct of faulty), i.e., if A and A′ are both

valid UAs at sn for pi according to Definition B.1, then A = A′.

Proof. This trivially follows from Definition B.1 and the AP-Agreement property of Agreement Proofs.

Lemma B.3 (Sequence of preceding UAs of a valid UA). Consider a valid UA Asn
i at sequence number

sn≥ 0 issued by a process pi (correct or faulty). The following holds.

• Asn
i can be associated with a unique sequence of preceding UAs, denoted precedingUAs(Asn

i ) =
(A0

i ,A
1
i , ..,A

sn
i ), so that each Ak

i is a valid UA issued by pi at sequence number k, with 0≤ k ≤ sn.

• The sequences of UAs produced for UAs issued by the same process pi are prefix-ordered, i.e., if

A
sn1
i and A

sn2
i are two valid UAs issued by pi at sequence numbers sn1 and sn2 respectively such

that sn1 ≤ sn2, then precedingUAs(Asn1
i ) is a prefix of precedingUAs(Asn2

i ).

Proof. Let us consider a valid UA Asn
i at sequence number sn ≥ 0 issued by a process pi (correct or

faulty).

• If sn = 0, we pick precedingUAs(A0
i ) = (A0

i ).

• If sn > 0, by Definition B.1, Asn
i is associated with some AP σ sn

i issued by pi that is valid

at sequence number sn. By AP-Knowledge-Soundness, pi knows some data = 〈σ ′i ,⋆,⋆〉 s.t.

PA(⋆,〈σ
′
i ,⋆,⋆〉,sn) is true. Line 8 of the code of Predicate PA (Algorithm 2) implies that σ ′i is

a valid AP at sequence number sn− 1 from pi for some payload 〈Apvr,⋆〉. Apvr fulfills Defini-

tion B.1, and is therefore a valid UA at sequence number sn−1 from pi. By induction, we obtain

that, for each sn′ s.t. 0≤ sn′ ≤ sn there is a valid UA Asn′

i at sn′ from pi. We denote this sequence

as precedingUAs(A′i
sn) = (A0

i ,A
1
i , ..,A

sn
i ).

By Lemma B.2, precedingUAs(A′i
sn) is unique. We say that the sequence of valid UAs (Asn′

i )0≤sn′≤sn is

the sequence of preceding UAs of Asn
i . Prefix ordering similarly follows from Lemma B.2.

Definition B.4 (Valid transfer τ at a sequence number sn for a process pi). We say that that a transfer

τ = 〈snd,v,rcv,snsnd〉 is valid at a sequence number sn > 0 for a process pi (correct of faulty) if there

exist a non-membership proof u and two valid UAs Asn
i and Asn−1

i issued by pi at sequence numbers sn

and sn−1 respectively, such that:

ua_verify_non_mem(Asn−1
i ,τ ,u)∧ua_add(Asn−1

i ,τ) = Asn
i . (1)
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When this holds, we note τ’s sequence number and UA issuer11 as superscript and subscript, respec-

tively, i.e., τ = τ sn
i .

When the context is clear, for simplicity, we might abbreviate Equation (1) using a set notation into

Asn
i = Asn−1

i ⊎{τ}, where ⊎ denotes the disjoint set union.

Lemma B.5 (Transfer associated with a valid UA). Consider a valid UA Asn
i at sequence number sn > 0

issued by a process pi (correct or faulty)12. The existence of Asn
i implies that there exists a valid transfer

τ sn
i issued by pi at sequence number sn (Definition B.4). Furthermore this transfer is unique for a given

pi and sn. We say that Asn
i is associated with τ sn

i .

Proof. Consider a valid UA Asn
i at sequence number sn > 0 issued by a process pi (correct or

faulty). By Definition B.1, there exists a valid AP σ sn
i at sequence number sn for pi so that

AccountUpdate.ap_verify(σ sn
i ,〈Asn

i ,⋆〉,sn, i). By AP-Knowledge-Soundness, and by definition of the

PA predicate for AccountUpdate objects (Algorithm 2), the prover pi must know some data =
〈⋆,πi,old_state_data〉 satisfying PA(〈A

sn
i ,⋆〉,data,sn). Due to line 6 of the code of Predicate PA (Al-

gorithm 2), this implies that TransferValidity.zkp_verify(πi,old_state_data⊕〈Asn
i ,⋆,sn〉) is true, where

old_state_data = 〈Asn−1
i ,⋆〉. As a result, by ZKP-Knowledge-Soundness and by construction of the PZK

predicate of the ZKP object TransferValidity (Algorithm 2), the prover pi must know some secret_data

containing a transfer τ = 〈snd,v,rcv,sn′〉 variable (fifth parameter at line 11 of Algorithm 2) such that

PZK(〈A
sn−1
i ,⋆〉⊕ 〈Asn

i ,⋆,sn〉,secret_data) is true (if i = snd, then sn = sn′ due to the check at line 17

of Algorithm 2, otherwise if i = rcv, sn and sn′ can be different). Furthermore, due to line 8, and by

Lemma B.2, Asn−1
i is the valid UA at sequence number sn−1 for process pi. This observation, together

with line 13 of Algorithm 2 implies that τ is a valid transfer issued by pi at sequence number sn. Because

Asn
i and Asn−1

i are unique for pi at their respective sequence number, line 13 further yields that τ is the

sole transfer that is valid for pi and sn.

Corollary B.6 (Sequence of preceding transfers of a valid UA). Consider a valid UA Asn
i at sequence

number sn ≥ 0 issued by a process pi (correct or faulty). Asn
i can be associated with a unique sequence

of preceding transfers, denoted precedingTrans(Asn
i ) = (τ1

i , ..,τ
sn
i ), so that each τk

i is a valid transfer

issued by pi at sequence number k, with 1≤ k ≤ sn.

Proof. The corollary follows from Lemmas B.3 and B.5.

Lemma B.7 (Prefix-ordering of of preceding transfers). The sequences of transfers produced for UAs

issued by the same process pi are prefix-ordered, i.e., if A
sn1
i and A

sn2
i are two valid UAs issued by pi at

sequence numbers sn1 and sn2 respectively such that sn1 ≤ sn2, then precedingTrans(Asn1
i ) is a prefix of

precedingTrans(Asn2
i ).

Proof. This follows from the unicity of a valid transfer for a given process and sequence number, as

stated in Lemma B.5.

For simplicity, in the following, we equate valid transfers with their corresponding transfer invo-

cation. More precisely, if τ sn
i is a valid transfer at sequence number sn for a process pi, we denote

the transfer invocation corresponding to a τ sn
i by transfersn′

snd(v,rcv), where snd and sn′ are respectively

the id of the sender and the sequence number of the transfer contained in τ . In this case, we say that

transfersn′

snd(v,rcv) is the transfer invocation for prover pi at sequence number sn.

Definition B.8 (Sending UAs, receiving UAs, and null UAs). We distinguish two sorts of valid UAs that

are produced in our system: sending UAs, and receiving UAs.

11We note that the UA issuer of transfer τ is not always the sender of τ .
12The sequence number sn = 0 is excluded as the genesis AP σ0

i does not have a corresponding transfer.
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• A valid Asn
i is a sending UA if the issuer pi of Asn

i is also the sender of the corresponding transfer

transfersn
i (⋆, j) (where i and j can be different). If the issuer pi is correct, the sending UA has

been produced at line 38 of Algorithm 3, during the process_transfer() call at line 27.

• A valid Asn
i is a receiving UA if the issuer pi of Asn

i is also the receiver of the corresponding transfer

transfersn′

j (⋆, i) (where i and j can be different, and sn and sn′ can be different). If the issuer pi

is correct, the receiving UA is produced at line 38 of Algorithm 3, during the process_transfer()
call at line 33.

Recall that a transfer invocation transfersn
i (v, i) from a process pi to itself is allowed in our algorithm,

which entails that the corresponding UA Asn
i is both a sending UA and a receiving UA. In this case, Asn

i

is said to be a null UA, and transfersn
i (v, i) is said to be a null transfer invocation.

Lemma B.9 (Matching receiving UA to a sending UA). Any valid receiving UA Asn
i for some transfer

τi = 〈 j,⋆, i,snτi
〉 from a receiver pi (correct or faulty) can be matched to a valid sending UA A

snτi

j for the

same transfer τi from the sender p j 6= pi (correct or faulty).

Proof. Consider a valid receiving UA Asn
i (Definition B.8) at sequence number sn for process pi corre-

sponding to some receiving transfer τi = 〈 j,⋆, i,snτi
〉 whose sender is p j and receiver is pi. Two cases

arise depending on whether Asn
i is a null or non-null UA (cf. Definition B.8).

• If Asn
i is a null UA, it is both a sending UA and a receiving UA, and corresponds to a transfer

τi = 〈i,⋆, i,sn〉 from pi to itself, thus fulfilling the lemma.

• If Asn
i is a non-null receiving UA, this Asn

i is associated to a valid AP σ sn
i (Definition B.1). Lines 20

and 21 of PZK (Algorithm 2) imply the existence of a valid UA A
snτi

j for p j at sequence number

snτi
, with j 6= i (since Asn

i is non-null), and τi ∈ A
snτi

j .

Consider the sequence precedingUAs(A
snτi

j ) = (Ak
j)0≤k≤snτi

of UAs preceding A
snτi

j (Lemma B.3),

and the sequence precedingTrans(A
snτi

j )= (τk
j )0<k≤snτi

of transfers preceding A
snτi

j (Corollary B.6).

By construction of the two sequences, each transfer τk
j is valid for p j at sequence number k, which

implies

∀k ∈ [1..snτi
] : Ak

j = Ak−1
j ⊎{τk

j}. (2)

Line 7 of PA (Algorithm 2) implies that A0
j is empty. This observation and the above equation

yield that A
snτi

j contains exactly the transfers present in the sequence precedingTrans(A
snτi

j ).

Since τi ∈ A
snτi

j , there exists some k0 ∈ [1..snτi
] such that τi = τ

k0

j . As the sender of τi is p j, line 17

of PZK (Algorithm 2) implies that k0 = snτi
, and that τi = τ

snτi

j by the unicity of a valid transfer for

a given process and sequence number, as stated in Lemma B.5.

Notations. For the remaining proofs, we introduce the following notations to manipulate the different

notions we have discussed. All notations are defined with respect to a particular global history H .

• transfer(Asn
i )

def

= transfersn′

snd(v,rcv) is the transfer invocation corresponding to a valid UA Asn
i when

sn > 0 (see Lemma B.5). Asn
i might be a sending UA (in which case i = snd and sn = sn′) or a

receiving UA (in which case i = rcv).

• sendingUA(transfersn
i (v, j))

def

= Asn
i is the sending UA issued by pi corresponding to a valid trans-

fer invocation transfersn
i (v, j) performed by pi towards p j. By definition of a valid transfer and

Lemma B.9, this sending UA always exists, and by AP-Agreement, it is unique. As a shortcut,

we further say that sn (the sequence number of the UA Asn
i ) is the sequence number of the transfer

invocation transfersn
i (v, j).
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• sendingUA(Asn
i )

def

= Asn′

j is by extension the sending UA issued by p j corresponding to a valid

receiving UA Asn
i issued by pi. sendingUA(Asn

i ) is a shortcut for sendingUA(transfer(Asn
i )). In

case Asn
i is a null UA (Definition B.8), we have sendingUA(Asn

i ) = Asn
i .

• receivingUA(transfersn
i (v, j))

def

= Asn′

j is, when it exists, the receiving UA issued by p j correspond-

ing to a valid transfer invocation transfersn
i (v, j) performed by pi towards p j. When both the

sender pi and the receiver p j are correct, this receiving UA always exists because of the network’s

reliability, and because the internal operation process_transfer(..) of Algorithm 3 (lines 34–45)

does not contain any blocking operation.

When transfersn
i (v, j) has no corresponding receiving UA (this can happen when either the sender

pi or the receiver p j are Byzantine), by convention we define receivingUA(transfersn
i (v, j))

def

=⊥.

• If a correct process pi performs a balancei() invocation while its sni variable has value sn, we

denote it by balancesn
i ().13

For simplicity, we denote by opsn
i () any invocation balancesn

i () or transfersn
i (⋆,⋆).

B.1.2 AT-Sequentiality of Algorithm 3

Let us consider any execution of Algorithm 3, captured as a global history H = (L1, ...,Ln). To prove AT-

Sequentiality (Lemma 6.1), we must construct a mock history Ĥ of H that preserves the local histories

of correct processes and replaces the local histories L j of Byzantine processes p j by mock local histories

L̂ j so that Ĥ can be AT-sequenced. We construct Ĥ and the corresponding AT-sequence Si incrementally

by introducing several intermediary definitions and lemmas.

In the following, C is the set of correct processes, and B the set of Byzantine processes. C∪B =
{p1, .., pn}. We construct the mock local histories {L̂ j}p j∈B of Byzantine processes as follows.

Definition B.10. We define the set Σ of UAs defined recursively by the following rules.

• Σ contains all the UAs issued by correct processes at line 38 of Algorithm 3. This includes both

sending and receiving UAs.

• If some receiving UA A belongs to Σ, then sendingUA(A) also belongs to Σ,

{
sendingUA(A) | A is a valid receiving UA∧A ∈ Σ

}
⊆ Σ.

• If some UA A belongs to Σ, then all UAs by the same issuer that precedes A also belong to A,

⋃

A∈Σ

set(precedingUAs(A))⊆ Σ. (3)

Σ can be seen as the causal transitive closure of the UAs issued by correct processes: it contains all the

UAs that can be traced back to some UA issued by a correct process, either through a sending/receiving

relationship as captured by Lemma B.9, or through local precedence as captured by Lemma B.3.

Lemma B.11 (Validity of UAs in Σ). All UAs contained in Σ are valid.

Proof. The remark holds because all UAs issued by correct processes are valid by construction,

and results from the application of Lemma B.9 and Lemma B.3 when defining sendingUA(·) and

precedingUAs(·) respectively.

13Recall that we do not consider balance() invocations from Byzantine processes.
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Definition B.12 (Mock history Ĥ). For a Byzantine process p j ∈ B, we construct the set Θ j of transfer

invocations whose sender is p j, and for which both a sending and a receiving UA can be found in Σ.

More formally, we have

Θ j
def

=

{
transfersn

j (⋆,⋆)

∣∣∣∣
∃A1,A2 ∈ Σ : A1 is a sending UA ∧ A2 is a receiving UA ∧

transfer(A1) = transfer(A2) = transfersn
j (⋆,⋆)

}
.

Let us note SN j the set of the sequence numbers of the transfer invocations present in Θ j. SN j is a set

of strictly positive integers (since p j’s genesis UA A0
j created at line 1 of Algorithm 1 does not have a

corresponding transfer invocation), SN j ⊆ N
∗. Note that, by AP-Agreement, each sequence number in

SN j corresponds to a single transfer invocation in Θ j. As a result, we can define the mock local history

L̂ j of p j as the sequence of transfer invocations present in Θ j ordered by their sequence numbers,

L̂ j
def

=
(
transfersn

j (⋆,⋆) ∈Θ j

)
sn∈SN j

.

Combining the mock local histories (L̂ j) j∈B of Byzantine processes with the local histories (Li)i∈C of

correct processes yields a mock history Ĥ.

Definition B.13 (Set Si of operation perceived by a correct process pi). Consider a correct process pi,

and the set Si containing all invocations made by pi (to the operations transfer and balance), and all

transfer invocations by other processes (correct of faulty) present in Ĥ.

Si = set(Li)∪
⋃

j∈C\{i}

transferSet(L j)∪
⋃

j∈B

transferSet(L̂ j), (4)

where C and B are the sets of correct and Byzantine processes as defined above, respectively, and

transferSet(·) is the notation introduced in Section 4 to denote the set of transfer invocations contained

in a sequence.

To produce a sequence Si from the elements of Si, we construct a partial order i on Si. We do so

incrementally, by introducing two binary relations,
1
 i and

2
 i.

•
1
 i totally orders the invocation of pi and ensures that incoming transfers received by a process

p j are ordered before the subsequent balance invocations (if j = i) and outgoing transfers issued

by p j.

•
2
 i focuses specifically on pi to guarantee that incoming transfers received by pi are totally ordered

with respect to pi’s local invocation to balance(·).

Distinguishing between
1
 i and

2
 i as intermediary steps towards i will in turn make it easier to prove

that the i is acyclic (a necessary condition to show that it is a partial order).

Definition B.14 (Binary relations
1
 i,

2
 i, and i on Si). We define

1
 i on Si as follows.

• Inclusion of pppiii’s local order.
1
 i respects the local process order →i of operations invoked by

pi, i.e.,→i⊆
1
 i.

• Ordering of incoming transfers.

– For any process p j, t⊲ j = transfer⋆⋆(⋆, j) ∈ Si a transfer invocation whose receiver is

p j, and t j⊲ = transfer⋆j(⋆,⋆) ∈ Si a transfer invocation by p j such that t⊲ j 6= t j⊲, if

receivingUA(t⊲ j) ∈ precedingUAs(sendingUA(t j⊲)), then t⊲ j
1
 i t j⊲.
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– For transfer invocation t⊲i = transfer⋆⋆(⋆, i) ∈Si whose receiver is pi, and any invocation

bi = balancei()/v performed by pi, if the execution of line 38 that generated receivingUA(t⊲i)

occurred before that of line 23 corresponding to bi , then t⊲i
1
 i bi.

We define
2
 i on Si as follows.

• Ordering of pppiii’s balance. For any invocation bi = balancei()/v performed by pi, and any transfer

invocation t⊲i = transfer⋆⋆(⋆, i) ∈Si whose receiver is pi, if the execution of line 23 corresponding

to bi occurred before that of line 38 that generated receivingUA(t⊲i), then bi
2
 i t⊲i.

 i is defined as the transitive closure of the union of
1
 i and

2
 i, i.e., i=

( 1
 i ∪

2
 i

)+
.

Lemma B.15.
1
 i is acyclic.

Proof. The distributed system is implicitly embedded in some physical time, which we assume is New-

tonian and linear.14 We associate each element x of Si with a timestamp τ(x) from this physical time as

follows:

• if x = balancei()/v is a balance invocation by pi, τ(x) is the time point at which line 23 of Algo-

rithm 3 is executed;

• if x = transfer⋆⋆(⋆,⋆) is a transfer invocation, τ(x) is the time point at which sendingUA(x) was

created.

Consider x,y ∈Si such that x
1
 i y. At least one of the following cases holds.

• Case 1 (Inclusion of pi’s local order): x and y are both invoked by pi with x→i y. Because pi is

sequential, by definition of→i we have τ(x)< τ(y).

• Case 2 (Ordering of incoming transfers):

– x = transfer⋆⋆(⋆, j) ∈ Si is a transfer invocation whose receiver is some process p j,

and y = transfer⋆j(⋆,⋆) ∈ Si a transfer invocation by p j, such that receivingUA(x) ∈
precedingUAs(sendingUA(y)). This last inclusion means that sendingUA(y) can be

linked recursively to receivingUA(x) using proofs issues by p j, the predicates PA and

PZK , and AP-Knowledge-Soundness and ZKP-Knowledge-Soundness. AP-Knowledge-

Soundness and ZKP-Knowledge-Soundness both imply that p j must know the secret data

required to issue a proof before the proof is generated. As a result receivingUA(x) ∈
precedingUAs(sendingUA(y)) implies that τ(x)< τ(y).

– x = transfer⋆⋆(⋆, i) ∈ Si is a transfer invocation whose receiver is pi, y = balancei()/v is

a balance invocation performed by pi, such that the execution of line 38 that generated

receivingUA(x) occurred before that of line 23 corresponding to y. The same reasoning as

above yields that τ(x)< τ(y).

We conclude that
1
 i respects the timestamps assigned by τ(·). Assuming physical time is acyclic,

this implies that
1
 i is also acyclic.

14Note that the proof also holds in the context of special relativity, even though there may not be an absolute global clock

ordering the events of the system. This is because any observer in the system still sees the events in a linear (total) order that

may, however, differ from one observer to the next. For this proof, it suffices to take any observer (e.g., pi) as a frame of

reference to construct the timestamps. But because of the causality principle, two causally-linked events are necessarily seen

in the same order, no matter the chosen frame of reference.
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Lemma B.16.
2
 i is acyclic.

Proof.
2
 i is a simple bipartite binary relation between balance invocations on one side, and transfer

invocations on the other, hence it cannot contain cycles, and is therefore acyclic.

Lemma B.17.
1
 i ∪

2
 i is acyclic.

Proof. The proof is by contradiction. Assume
1
 i ∪

2
 i contains at least one cycle. Consider the shortest

such cycle Cmin. Because
1
 i and

2
 i are both acyclic (Lemmas B.15 and B.16), Cmin must involve both

1
 i and

2
 i.

Consider one of the
2
 i ordering in Cmin. By definition of

2
 i, this ordering is of the form bi

2
 i t⊲i,

where bi is a balance invocation by pi and any t⊲i is a transfer invocation whose receiver is pi. Consider

the successor y of t⊲i in Cmin. By construction of
2
 i, t⊲i 6

2
 i y, which implies t⊲i

1
 i y.

By definition of
1
 i, t⊲i

1
 i y leads to two cases.

• Case 1: t⊲i→i y. In this case, y ∈ Li by definition of→i, pi’s local process order.

• Case 2: t⊲i 6→i y. In this case, t⊲i
1
 i y resulted from the rule Ordering of incoming transfers. y is

therefore either a balance or transfer operation invoked by pi, i.e., we also have y ∈ Li.

We therefore have bi
2
 i t⊲i

1
 i y, with bi,y ∈ Li. The definitions of

2
 i and

1
 i imply that the invo-

cation of bi by pi precedes in time the generation of receivingUA(t⊲i) also by pi, which itself precedes

the invocation of y still by pi (either directly in the case of
2
 i, and if y is a balance invocation, or using

the same argument on cryptographic proofs as in Lemma B.15 if y is a transfer). By definition of the

process order →i, this leads to bi →i y, and hence bi
1
 i y. We can, therefore, remove t⊲i from Cmin,

and replace bi
2
 i t⊲i

1
 i y by bi

1
 i y, thus creating a cycle C ′

min
in

1
 i ∪

2
 i with one less element than

Cmin. This is a contradiction as Cmin was assumed to be the shortest.

Corollary B.18.  i is a partial order on Si.

Proof.  i is transitive by construction. By Lemma B.17, it is the transitive closure of an acyclic relation

and is, therefore, also acyclic.

Lemma B.19. Each element of the poset (Si, i) only has a finite number of predecessors.

Proof. This follows from the sequential nature of processes (and in particular that all processes have

a starting point in their execution), the link between
1
 i and

2
 i and physical time (Lemmas B.15

and B.16), and the (implicit) assumption that processes only take a finite number of local steps per

unit of time.

Definition B.20 (Sequence Si). By Lemma B.19 the poset (Si, i) can be sorted topologically into a

sequence. We define Si as one of the topological sorts of (Si, i). We note→Si
the total order induced

by Si on its elements.

In the following, we will use the function total(·, ·) introduced in Section 4 to compute the account

balance of a process resulting from the transfer it sends and receives. Given a process p j and a set of

operations invocations O, total( j,O) is defined as

total( j,O) = init j +
(
Σtransfer⋆(v, j)∈O v

)
−
(
Σtransfer j(v,⋆)∈O v

)
.

Lemma B.21. ∀ bi = balancei()/v ∈ Si : v = total(i,{o ∈ Si | o→Si
bi}).
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Proof. Consider bi = balancei()/v∈ Si a balance operation performed by a correct process pi that returns

a value v. Define the sets Ii and Ri as follows:

• Ii is the set of transfers invoked locally by pi before pi executed bi. By construction of Algo-

rithm 3, pi generated a sending UA at line 38 for each of these transfers.

• Ri is the set of transfers received by pi whose receiving UA was generated by pi (at line 38) before

invoking bi.

Because pi is correct, it executes Algorithm 3, which ensures by construction (in particular due to

lines 23, 35 and 45) that

v = total(i, Ii∪Ri), (5)

taking into account that the effects of null transfers on i cancel out in the definition of total.

Consider now Ti⊲ the subset of transfers present in Si that pi issued, and T⊲i the subset of transfers

present in Si that pi received, i.e.,

Ti⊲
def

={transferi(⋆,k) ∈Si | i 6= k}, (6)

T⊲i
def

={transferk(⋆, i) ∈Si | i 6= k}. (7)

By definition of total(·, ·), we have similarly

total
(
i,{o ∈ Si | o→Si

bi}
)
= total

(
i,{o ∈ Si | o→Si

bi}∩ (Ti⊲∪T⊲i)
)
. (8)

Because pi’s local process order is included in i, it is also included in→Si
. As a result, the transfers

invoked by pi before invoking bi are exactly those transfers that precedes bi in→Si
,

{o ∈ Si | o→Si
bi}∩Ti⊲ = Ii.

Furthermore, due to the rule Ordering of incoming transfers of
1
 i and the definition of

2
 i, bi is

totally ordered w.r.t. to the transfers received by pi in i and therefore in→Si
. As a result, we have

{o ∈ Si | o→Si
bi}∩T⊲i = Ri.

These last two equalities together with Equations (5) and (8) yield the lemma.15

Lemma B.22. ∀ j ∈ [0..n],∀ t j⊲ = transfer j(v,⋆) ∈ Si : v≤ total
(

j,{o ∈ Si | o→Si
t j⊲}

)
.

Proof. Consider a process p j (correct or faulty) and t j⊲ = transfer j(v,⋆) ∈ Si a transfer invocation from

j that is present Si of amount v to some process.

Let us define the sets I
Si
t j⊲

and R
Si
t j⊲

as follows.

• I
Si
t j⊲

is the set of transfers whose sender is p j that appear before t j⊲ in sequence Si and includes t j⊲,

I
Si
t j⊲

=
{
transfer⋆j(⋆,⋆) ∈ Si | transfer

⋆
j(⋆,⋆)→Si

t j⊲∨ transfer
⋆
j(⋆,⋆) = t j⊲

}
.

• R
Si
t j⊲

is the set of transfers whose receiver is p j that appear before t j⊲ in sequence Si.

R
Si
t j⊲

=
{
transfer⋆⋆( j,⋆) ∈ Si | transfer

⋆
⋆( j,⋆)→Si

t j⊲

}
. (9)

Remark B.22.1. total( j, ISi
t j⊲
∪R

Si
t j⊲
) = total( j,{o ∈ Si | o→Si

t j⊲})− v.

15Let us recall that, given 3 sets A, B, and C, we always have (A∩B)∪ (A∩C) = A∩ (B∪C).
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Proof. This directly follows from the definition of total(·, ·), I
Si
t j⊲

and R
Si
t j⊲

.

Consider SN
Si
t j⊲

the set of the sequence numbers of the transfers present in I
Si
t j⊲

, i.e.,

SN
Si
t j⊲

= {sn ∈ N
∗ | transfersn

j (⋆,⋆) ∈ I
Si
t j⊲
}. (10)

Because t j⊲ ∈ I
Si
t j⊲

, SN
Si
t j⊲

contains the sequence number of t j⊲. However, because  i does not impose

strong constraints on the order of the transfer invocations issued by a process other than pi, I
Si
t j⊲

might

also contain transfer invocations that have a higher sequence number than t j⊲. Furthermore, note that,

by construction, SN
Si
t j⊲

only contains sequence numbers of transfers whose sender is p j.

Define snmax
j⊲ as the highest sequence number contained in SN

Si
t j⊲

,

snmax

j⊲ =max
(
SN

Si
t j⊲

)
, (11)

and Amax
j⊲ as the UA issued by j with the sequence number snmax

j⊲ , i.e., Amax
j⊲ =A

snmax
j⊲

j . (By AP-Agreement,

this UA is unique.)

Consider Σmax
j⊲ the set of UAs issued by p j that precede Amax

j⊲ according to the predicates PA and PZK

(Lemma B.3),

Σ
max

j⊲ = set
(
precedingUAs(Amax

j⊲ )
)
. (12)

Based on Σmax
j⊲ , let us define the sets Imax

t j⊲
and Rmax

t j⊲
as follows.

• Imax
t j⊲

is the set of transfers whose sender is p j and whose sending UA appear in Σmax
j⊲ ,

Imax

t j⊲
=

{
transfer⋆j(⋆,⋆) | sendingUA(transfer⋆j(⋆,⋆)) ∈ Σ

max

j⊲

}
. (13)

• Rmax
t j⊲

is the set of transfers whose receiver is p j and whose receiving UA appear in Σmax
j⊲ , excluding

the transfer invocation associated with Amax
j⊲ in case it is a null UA (i.e., both a sending and

receiving UA),

Rmax

t j⊲
=

{
transfer⋆⋆( j,⋆)

∣∣∣∣
receivingUA(transfer⋆⋆( j,⋆)) ∈ Σmax

j⊲ ∧

transfer⋆⋆( j,⋆) 6= transfer(Amax
j⊲ )

}
. (14)

Let vmax denote the amount of the transfer invocation transfer(Amax
j⊲ ), i.e., transfer(Amax

j⊲ ) =

transfer
snmax

j⊲

j (vmax,⋆). (The notation transfer(Amax
j⊲ ) was defined at the end of Appendix B.1.1)

Remark B.22.2. total
(

j, Imax
t j⊲
∪Rmax

t j⊲

)
= total

(
j,
(

Imax
t j⊲
\
{

transfer(Amax
j⊲ )

})
∪Rmax

t j⊲

)
− vmax.

Proof. Similarly to Remark B.22.1, the remark follows from the fact that transfer(Amax
j⊲ ) ∈ Imax

t j⊲
and

transfer(Amax
j⊲ ) 6∈ Rmax

t j⊲
, the definition of vmax, and that of total(·, ·).

Remark B.22.3. total
(

j,
(

Imax
t j⊲
\
{

transfer(Amax
j⊲ )

})
∪Rmax

t j⊲

)
≥ vmax.

Proof. This follows from a recursion on the sequence of (valid) UAs precedingUAs(Amax
j⊲ ) that precede

Amax
j⊲ (Lemma B.3), as well as the checks and updates contained in the PZK predicate (Algorithm 2). This

includes the check at line 15 that a sending process must have enough funds, and the updates performed

on the sender’s balance at line 16 (for null UAs), line 17 (for non-null sending UAs), and line 19 (for

non-null receiving UAs).

Remark B.22.4. total
(

j, Imax
t j⊲
∪Rmax

t j⊲

)
≥ 0.
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Proof. This is a direct consequence of Remarks B.22.2 and B.22.3.

Remark B.22.5. I
Si
t j⊲
⊆ Imax

t j⊲
.

Proof. Consider t ′j⊲ = transfersn′

j (⋆,⋆) ∈ I
Si
t j⊲

, a transfer invocation whose sender is p j at sequence num-

ber sn′ that belongs to I
Si
t j⊲

. By definition of SN
Si
t j⊲

and snmax
j⊲ (Equations (10) and (11)), we have

sn′ ≤ snmax

j⊲ .

By AP-Agreement, this inequality yields sendingUA(t ′j⊲) ∈ set(precedingUAs(Amax
j⊲ )), and by defi-

nition of Σmax
j⊲ and Imax

t j⊲
(Equations (12) and (13)), that t ′j⊲ ∈ Imax

t j⊲
, proving the remark.

Remark B.22.6. Rmax
t j⊲
⊆ R

Si
t j⊲
.

Proof. Consider t ′
⊲ j = transfer⋆⋆( j,⋆) ∈ Rmax

t j⊲
, a transfer invocation whose receiver is p j that belongs to

Rmax
t j⊲

. By definition of Σmax
j⊲ and Rmax

t j⊲
(Equations (12) and (14)),

receivingUA(t ′
⊲ j) ∈ set

(
precedingUAs(Amax

j⊲ )
)
∧ t ′
⊲ j 6= transfer(Amax

j⊲ ). (15)

Furthermore, because transfer(Amax
j⊲ ) ∈ Si, we have t ′

⊲ j ∈ Si (either because the sender of t⊲ j is

correct, or by construction of Σ if it is faulty, see Equations (3) and (4)). Remember that Amax
j⊲ is asso-

ciated with sequence number snmax
j⊲ ∈ SN

Si
t j⊲

(Equation (11)). Because SN
Si
t j⊲

only contains the sequence

numbers of transfers whose sender is p j, transfer(Amax
j⊲ ) must be some transfer transfer

snmax
j⊲

j (⋆,⋆) sent

from p j. As a result, t ′
⊲ j ∈Si together with Equation (15) mean that the condition for the rule Order-

ing of incoming transfers in the definition of
1
 i is met, yielding t ′

⊲ j

1
 i transfer(Amax

j⊲ ), and therefore

t ′
⊲ j i transfer(Amax

j⊲ ), and

t ′
⊲ j→Si

transfer(Amax

j⊲ ). (16)

Because transfer(Amax
j⊲ ) ∈ R

Si
t j⊲

, by definition of R
Si
t j⊲

(Equation (9)), transfer(Amax
j⊲ )→Si

t j⊲, which

with Equation (16) leads to t ′
⊲ j→Si

t j⊲, and therefore t ′
⊲ j ∈ R

Si
t j⊲

.

Remark B.22.7. total( j, ISi
t j⊲
∪R

Si
t j⊲
)≥ total

(
j, Imax

t j⊲
∪Rmax

t j⊲

)

Proof. This follows from Remarks B.22.5 and B.22.6 and the definition of total(·, ·).

The lemma follows from Remarks B.22.1, B.22.4 and B.22.7.

Lemma 6.1 (AT-Sequentiality). For any global history H capturing an execution of Algorithm 3, there

exists a mock history Ĥ of H that can be AT-sequenced.

Proof. The lemma is proved by using Ĥ provided by Definition B.12, the sequence Si constructed in

Definition B.20 for each correct process pi, and considering Lemmas B.21 and B.22 that show that Si is

an AT-Sequence.

B.1.3 AT-Termination of Algorithm 3

Lemma 6.2 (AT-Termination). All operation invocations of Algorithm 3 (balance and transfer) termi-

nate for correct processes.

Proof. The balance operation of Algorithm 3 terminates trivially. Furthermore, the only blocking

instruction of the transfer operation of Algorithm 3 is the ap_prove operation at line 44, in the

process_transfer internal operation (called at line 27). This ap_prove operation terminates by AP-

Termination, so the transfer operation also terminates.
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B.2 Proof of quasi-anonymity

Lemma 6.3 (QAAT-Receiver-Anonymity). For any global history H capturing an execution of A , for

any invocation transferi(⋆, j) contained in H where pi and p j are correct processes, then, with high

probability, p j is indistinguishable among all the correct active processes of H.

Proof. To determine if the adversary Adv can obtain any information on the receiver p j of any

transferi(⋆, j) invocation given a global history H , we analyze the content of all message types pro-

duced by Algorithm 3. Our algorithm features 2 message types with the following content:

1. Accumulator update sent by a (sender or receiver) process pi publicly to the network in

the ap_prove operation at line 44: value v = 〈A′i,bal_c′i〉 and data data = 〈σi,π,sni +
1,〈Ai,A

′
i,bal_ci,bal_c′i〉〉;

2. Message from a sender psnd to a receiver prcv: 〈τ ,σsnd,Asnd,wsnd,bal_csnd〉.

Note that sender-receiver messages (item 2) are exchanged using the ra_send operation, which en-

sures receiver anonymity and confidentiality (see Section 3). Therefore, only accumulator updates (item

1) need to be considered. C-Hiding guarantees that the commitments bal_ci and bal_c′i do not leak any

data on the corresponding committed values. Similarly, UA-Indistinguishability guarantees that the ac-

cumulators Ai and A′i do not leak any data on their accumulated sets, and ZKP-Zero-Knowledge ensures

that π does not leak any data on its secret input secret_data. Finally, the sequence number sni +1 does

not reveal whether pi is a sender or receiver, only the number of transfers (debits or credits) in Ai. Thus,

Adv does not learn any information from accumulator updates.

We conclude that without any information on the content of transfers already included or newly

added to some history H , Adv cannot deduce the recipient of a transfer more accurately than random,

i.e., with a probability of less than min((1/n)+ ε(λ ),1), where ε is the statistical negligible function

and λ is the security parameter of the system.

Lemma 6.4 (QAAT-Confidentiality). For any global history H capturing an execution of A , for any

invocation transferi(v, j) contained in H where pi and p j are correct processes, then, with high proba-

bility, v is indistinguishable among any value in R
+.

Proof. The proof follows the same reasoning as that of Lemma 6.3.

C Implementations of the Schemes of Section 5 / Appendix A

C.1 Preliminaries

C.1.1 Groups of unknown order

Our choice of UA [7] implementation requires the use of groups of unknown order (as defined in [15]) in

which the Strong RSA assumption, the Low Order assumption and the Adaptive Root assumption holds.

Concrete examples of groups of unknown order are RSA groups, ideal class groups and hyperelliptic

Jacobians. However, only class groups and hyperelliptic Jacobians are efficient in the trustless setup

model. In particular, [18] provides algorithms to trustlessly setup genus-3 hyperelliptic Jacobians of

unknown order with 3392-bits field elements for 128 bits of security, which is close to the 3072-bits

elements of RSA groups generated using a trusted setup for the same bit-security. They also provide a

new compression algorithm for class groups, reaching 128-bits of security with 5088-bits elements.
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|S| Addition1 Membership proof Non-membership proof

Generation2 Verification Generation Verification

100 0.337 ms 31.462 ms 0.351 ms 31.835 ms 0.687 ms

500 0.368 ms 155.366 ms 0.345 ms 151.720 ms 0.687 ms

1000 0.342 ms 299.615 ms 0.339 ms 298.825 ms 0.675 ms

1500 0.337 ms 447.879 ms 0.338 ms 444.978 ms 0.663 ms

2000 0.360 ms 607.562 ms 0.345 ms 605.435 ms 0.668 ms

1 This also outputs the membership proof of the new element.
2 Unused, as we rely on the proof generated during addition.

Table 4: Performance of accumulator proof generation and verification for various set sizes |S|.

C.2 Accumulator

For our accumulator (specified in Appendix A.2), we opt for the trustless extension of universal RSA

accumulators in groups of unknown order from [7]. While RSA accumulators typically require the

accumulated elements to be prime numbers, one can use a hash function with prime domain to accu-

mulate arbitrary elements. The scheme features constant size public parameters, accumulator digest and

proofs of (non-)membership. Moreover, (non-)membership proofs can be verified in constant time. The

scheme can thus be described as succinct. Note that when adding a new element e to an accumulator

A, the membership proof of e is the value of A before e was added. Therefore, as a process only needs

the membership proof of a transfer when updating the accumulator and creating the ZKP of its account

update, membership proof generation is done in constant time in Algorithm 3.

C.2.1 Hashing to primes

An RSA accumulator can only contain prime numbers. To overcome this limitation, one must use a

hash-to-prime function HPrimes : {0,1}∗ → Primes(λ ), where Primes(λ ) is the set of primes smaller

than 2λ . HPrimes must be deterministic and collision-resistant to prevent an element from being mapped

to multiple primes or multiple elements from being hashed into the same prime. A common method of

hashing to prime numbers is to combine a pseudo-random function (e.g., hash function) with a proba-

bilistic primality test. The resulting function consists of successively hashing the concatenation of the

data to hash with an incremented counter until finding the smallest nonce that yields a prime number.

C.2.2 Experimentations

All our tests are executed sequentially on a core i9-11950H processor. Our implementation is coded

in C++ using the GNU MP Bignum library. We instantiated HPrimes using SHA3 and a probabilistic

Miller-Rabin primality test with 80 rounds, resulting in an error probability of 4−80. The output of

SHA3 is truncated to 264 bits, which is sufficient to obtain 128 bits of security as the prime counting

function estimates that there are at least 2256 primes in [0,2264]. We measure an average time of 9 ms

to hash a single element to a 264 bits prime. We also implement a 2048-bit RSA accumulator. Table 4

shows the performance of proof generation and verification. We observe that while (non-)membership

proof generation from "scratch" scales linearly with the size of the accumulated set, membership proof

generation during element addition is computed in constant time as element accumulation consists of a

single exponentiation of the RSA digest by the newly added element. Similarly, we observe that (non-

)membership proof verification is constant time, as it also consists of a single group exponentiation.
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C.3 Commitment scheme

In our system, each process creates a hiding commitment of a single value (the balance of its account).

This commitment can be based on any constant-size commitment scheme with trustless setup. For ex-

ample, one could use Pedersen commitments in groups of unknown order (or elliptic curves [21]), which

are unconditionally hiding and computationally binding. Conversely, other schemes such as ElGamal

commitments [24] could be used to obtain commitments that are unconditionally binding but computa-

tionally hiding. Note that it is impossible for a commitment scheme to be both unconditionally binding

and unconditionally hiding.

C.4 Transparent zk-SNARK with time-optimal prover

For our zk-SNARK scheme, we choose Spartan [42], which is both transparent (trustless setup) and

prover time-optimal.

D A consensus-free quorum-based Agreement Proof implementation

In this section, we provide an implementation of the agreement proof scheme of Section 6.1 that does

not rely on consensus, uses succinct cryptography, and has a storage of O(λ +n) bits per process and an

overall communication of O(λn) bits. Our AP implementation leverages threshold digital signatures (see

Appendix D.1) to create constant-size (i.e., O(λ )-bit) agreement proofs σ (i.e., quorums of signatures)

and to verify them without the set of all public keys.

D.1 Threshold signatures

Threshold signatures are a family of aggregated digital signatures that are produced in a system of

n processes, by having at least k out of n processes (the threshold) produce individual signatures for

the same message, which we call intermediary signatures. Once these intermediary signatures have

been produced, they are aggregated (typically by a coordinating process) into a fixed-size aggregated

signature, called the threshold signature σ . We call a threshold signature with a threshold of k signers

out of n processes a k-threshold signature. Unlike multi-signature schemes, which keep track of the

identities of their signers, classical threshold signature schemes use a protocol called distributed key

generation (DKG) to distribute the secret key of a signature scheme across processes. Processes then

interact to reconstruct a single signature that can be verified against a single system-wide public key.

The computation of the individual shares of the secret key and the derivation of the system-wide public

key are typically performed during the setup phase of the system. Naturally, a k-threshold signature for

a message m is valid if and only if it aggregates k valid distinct intermediary signatures for m.

Various threshold signature schemes have been built on top of asymmetric schemes such as RSA,

Schnorr, BLS or ECDSA [8, 16, 31, 40, 43, 44]. Furthermore, the verification algorithm of most thresh-

old versions of a classical signature scheme remains unchanged and can thus be efficiently verified

independently of the number of co-signers using the system-wide public key. For example, the asyn-

chronous DKG protocol of [16] can be used with DLOG-based threshold cryptosystems such as BLS [8]

or Schnorr [5, 40] to provide k-threshold signatures with high-threshold values (k ∈ [t,n− t−1]).

D.1.1 Succinctness of threshold signatures

Efficient high-threshold signature implementations (e.g., [5, 8, 40]) guarantee that, for a fixed λ and any

number of signers k, the size and verification time of a threshold signature is equivalent to that of a single

intermediary signature. Unlike classical signature schemes and multi-signature schemes, which require

knowing the public keys of all the signers of a quorum of signatures, threshold signature schemes only
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require knowing one global public key for the system for verifying a quorum of signatures. In other

words, given the maximum number of signers n in the system, instead of having quorum signatures of

size O(λn) bits with classical signature schemes or of size O(λ +n) bits with multi-signature schemes

(as the set of signers of a quorum can be encoded in a bit vector), threshold signatures can produce

quorum signatures of size O(λ ) bits (once a quorum has been generated, the individual identities of the

signers are not needed for its verification). Therefore, these implementations are of constant size and

constant verification time, and thus succinct.

D.1.2 Verifying intermediary signatures without storing all individual public keys

As mentioned previously, only a single global public key is needed to verify a threshold signature, in-

stead of all the signers’ public keys. However, the coordinator must verify all intermediary signatures’

validity before generating the threshold signature. To do that without having to store all the system’s

public keys, it is possible to use a vector commitment (VC) [13], a generalization of the classical com-

mitment scheme presented in Appendix A.1. Like its name suggests, a VC scheme commits a vector of

values, upon which it is then possible to have a “partial” opening of a single value of the vector, without

having to open the vector in its entirety. One of the most widely known examples of vector commitment

is Merkle trees [35].

In our context, this scheme would allow us to “compress” the entire vector of public keys of the

system into a VC of size O(λ ). This VC would be created during the system setup. In addition to the

global VC, each correct process pi also stores its individual public key, and the partial opening for the

ith value of the VC, corresponding to pi’s public key. This way, pi can prove to another process p j that

it indeed belongs to the system, by sending to p j its individual public key and partial opening. With this

data, p j can then verify that the ith value of the global VC indeed opens to pi’s public key.

Since each correct process pi stores the global VC (O(λ ) bits), its individual public key (O(λ ) bits),

and the partial opening of the ith value of the global VC (O(λ ) bits), this technique does not impact the

overall storage cost of our AP algorithm (Algorithm 4) of O(λ +n) bits stored per correct process.

More generally, this technique effectively allows us to have a public key infrastructure (PKI) under a

fixed storage cost of O(λ ) bits per correct process (provided that the set of public keys does not change

over time). For simplicity, all this machinery is hidden in the validation of intermediary signatures of

Algorithm 4, lines 15 and 22.

D.1.3 Efficiently aggregating intermediary signatures

For constructing a k-threshold signature, a coordinator process has to receive and aggregate k interme-

diary signatures by k distinct processes. In particular, it has to make sure that it does not aggregate

multiple intermediary signatures from the same process.

For the sake of simplicity, we address these issues by a naive approach in Algorithm 4: we require

the coordinator pi to save all the intermediary signatures it receives (and implicitly their signer’s identity)

in the sigsi set (line 25). Once the threshold signature has been produced, sigsi is emptied, and all the

temporary data (intermediary signatures and sender identities) are deleted. The sigsi set contains at

most n intermediary signatures (O(λ ) bits) and signer identities (O(logn) bits), which incurs a total

of O(n(λ + logn)) bits. However, as this data is stored only temporarily during the execution of the

ap_prove() operation, we consider that it pertains to the space complexity of ap_prove(), and not the

overall storage cost of our system.

Remark that this suboptimal space complexity can be easily reduced to O(λ +n) bits using the fol-

lowing method. Instead of aggregating the intermediary signatures all at once at the end of the execution

of ap_prove() (line 11), they can be gradually aggregated as they are received (line 21) on an aggregated

signature of O(λ ) bits, which becomes a threshold signature once it aggregates at least k intermediary

31



signatures. This way, each intermediary signature can be forgotten right after it is received and aggre-

gated. Furthermore, the coordinator can use a bit vector of n bits to efficiently keep track of the processes

that already participated in the aggregated signature (the ith bit indicates if the intermediary signature of

pi was already received or not).

D.2 Algorithm

In this section, we present our AP implementation, which eschews consensus by using threshold sig-

natures for quorums. It achieves lightness by using succinct cryptographic primitives and ensuring a

storage cost of O(λ +n) bits per correct process, and a communication of O(λn) bits sent overall.16

Algorithm 4 describes the code of this implementation for a correct process pi and a AP predicate PA.

It uses 3 local variables: sigsi (a set of intermediary signatures used for generating threshold signatures),

vi (the value of the current ap_prove execution), and seq_numsi (the array containing the sequence

number (initialized with 0) of each process p j, j ∈ [n]).
The ap_verify operation simply verifies that the provided AP σ j is a valid (⌊n+t

2 ⌋+1)-threshold

signature for the provided value v, sequence number sn j and process p j (line 1).

The ap_prove operation first computes its next sequence number sni of pi (line 5). Then, it verifies

that the provided v, data, and sni satisfy the AP predicate (line 6). If it does, pi then saves the provided

value v in the local variable vi (line 7). Next, pi generates the first signature of its payload, called the

initialization signature (line 8), and broadcasts it in a QUORUMINIT message which requests other pro-

cesses of the system to sign its payload (line 9). Process pi then waits for a quorum of intermediary

signatures from other processes (line 10), and when it is received, pi aggregates all intermediary signa-

tures into a (⌊n+t
2
⌋+1)-threshold signature (line 11), flushes the temporary data (line 12) and returns the

AP and next sequence number (line 13).

When pi receives a QUORUMINIT message from a process p j, it first checks that the provided initial-

ization signature is valid (line 15) and that the provided v, data, and sn j satisfy the AP predicate (line 16).

Then, pi waits for the provided sn j to be the next one (in FIFO order) to be processed (line 17). Af-

ter that, pi produces its intermediary signature (line 18) and sends it to p j in a QUORUMSIG message

(line 19). Finally, pi updates the sequence number of p j in seq_numsi with its new sn j (line 20).

When pi receives a QUORUMSIG message, it checks if the intermediary signature is valid (line 22),

if it has not already received a previous intermediary signature from the same signer (line 23), and if it

has not already produced an AP for the payload (line 24). If these conditions pass, pi saves the provided

intermediary signature (line 25).

D.3 Proof of Algorithm 4

In the following correctness proofs of the AP scheme, we consider an AP object ObjA set up with an AP

predicate PA.

Lemma D.1 (AP-Validity). If σi is a valid AP for a value v at sequence number sni from a correct

process pi, then pi has executed ObjA.ap_prove(v,⋆)/σi as its sni
th invocation of ObjA.ap_prove(..).

Proof. Let us assume that σi is a valid AP for value v at sequence number sni from a correct process pi.

By definition of the ap_verify operation at line 3, σi is a valid (⌊n+t
2 ⌋+ 1)-threshold signature for v at

sni from pi. This threshold signature must have been aggregated from at least ⌊n+t
2 ⌋+ 1 intermediary

signatures. Given the system assumption n > 3t, we have ⌊n+t
2 ⌋+1 > ⌊4t

2 ⌋+1 = 2t +1≥ t +1. There-

fore, at least one correct process must have produced an intermediary signature for 〈v,sni, i〉 at line 18.

However, to execute this line, this correct process must have verified the initialization signature of pi at

16For these analyses, like in our asset transfer algorithm of Algorithm 3, we impose that sequence numbers are constant-size.
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1 init: sigsi←∅; vi←⊥; seq_numsi[1..n]← [0..0].

2 operation ap_verify(σ j,v,sn j, j) is

3 return

{
true if σ j is a valid (⌊n+t

2
⌋+1)-threshold signature for 〈v,sn j, j〉,

false otherwise.

4 operation ap_prove(v,data) is

5 sni← seq_numsi[i]+1; ⊲increment own sequence number

6 if PA(v,data,sni) = false then return abort;

7 vi← v; ⊲save v for condition at line 21

8 sigi← initialization signature of 〈v,data,sni, i〉 by pi;

9 broadcast QUORUMINIT(v,data,sni, i,sigi);
10 wait (sigsi has strictly more than n+t

2 intermediary signatures for 〈v,sni, i〉);
11 σi← aggregation of sigsi into a (⌊n+t

2 ⌋+1)-threshold signature for 〈v,sni, i〉;
12 sigsi←∅; vi←⊥; ⊲flush temporary data

13 return 〈σi,sni〉.

14 when QUORUMINIT(v,data,sn j, j,sig j) is received do

15 if sig j is not a valid initialization signature for 〈v,data,sn j, j〉 by p j then return;

16 if PA(v,data,sn j) = false then return;

17 wait seq_numsi[ j] = sn j−1;

18 sigi← intermediary signature for 〈v,sn j, j〉 by pi;

19 send QUORUMSIG(i,sigi) to p j;

20 seq_numsi[ j]← sn j. ⊲update p j’s sequence number

21 when QUORUMSIG( j,sig j) is received do

22 if sig j is not a valid intermediary signature for 〈vi,sni, i〉 by p j then return;

23 if some intermediary signature by p j already in sigsi then return;

24 if some AP σi for vi already produced by pi then return;

25 sigsi← sigsi∪{sig j}.

Algorithm 4: Light and consensus-free quorum-based Agreement Proof algorithm for an AP

predicate PA, and assuming n > 3t (code for pi).

line 15. By the unforgeability of signatures, the only way to produce this initialization signature is for

pi to execute line 8, during an ObjA.ap_prove(v,⋆)/σi execution.

Lemma D.2 (AP-Agreement). There are no two different valid APs σi and σ ′i for two different

values v and v′ at the same sequence number sni and from the same prover pi. More formally,

ObjA.ap_verify(σi,v,sni, i) = ObjA.ap_verify(σ ′i ,v
′,sni, i) = true implies v = v′.

Proof. Let us assume, on the contrary, that there exists two different valid APs σi and σ ′i for two different

values v and v′ at the same sequence number sni and from the same process pi (correct or faulty). By

definition of the ap_verify operation at line 3, σi and σ ′i are valid (⌊n+t
2 ⌋+1)-threshold signatures for v

and v′ (resp.) at sni from pi. These threshold signatures must have been aggregated from the intermediary

signatures of two sets of processes, A and B, which have respectively signed 〈v,sni, i〉 and 〈v′,sni, i〉. We

have |A| ≥ ⌊n+t
2
⌋+1≤ |B|, or equivalently, |A|> n+t

2
< |B|.17 We thus have |A∩B|= |A|+ |B|−|A∪B|>

2n+t
2
−|A∪B| ≥ 2n+t

2
−n= t. Therefore, at least one correct process p j must belong both to A and B, and

must have signed both 〈v,sni, i〉 and 〈v′,sni, i〉 for v 6= v′. But by the fact that correct processes produce

17Recall that ∀ i ∈ Z,r ∈ R : (i≥ ⌊r⌋+1) ⇐⇒ (i > r).
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intermediary signatures for some sni at line 18 and right after updating the i-th sequence number in their

seq_nums array at line 20, it follows that correct processes produce at most one intermediary signature

for a given sni and sender identity i, which contradicts the fact that pi must belong both to A and B.

Lemma D.3 (AP-Knowledge-Soundness). If σi is a valid AP for value v at sequence number sni > 0

from a prover pi (correct or faulty), then pi knows some data such that PA(⋆,data,sni)/true.

Proof. Let us assume that σi is a valid AP for value v at sequence number sni from a process pi (correct

or faulty). By definition of the ap_verify operation at line 3, σi is a valid (⌊n+t
2
⌋+1)-threshold signature

for v at sni from pi. This threshold signature must have been aggregated from at least ⌊n+t
2
⌋+1 interme-

diary signatures. Given the system assumption n > 3t, we have ⌊n+t
2
⌋+ 1 > ⌊4t

2
⌋+ 1 = 2t + 1 ≥ t + 1.

Therefore, at least one correct process must have produced an intermediary signature for 〈v,sni, i〉 at

line 18. However, to execute this line, this correct process must have verified the satisfaction of PA

by the received data at line 16, which entails that the prover pi must have known the data such that

PA(⋆,data,sni)/true.

Lemma D.4 (AP-Termination). Given a correct process pi that executes ObjA.ap_prove(v,data)/r with

value v as its sni
th invocation of ObjA.ap_prove(..), and a data, if PA(⋆,data,sni) = true then r = σi,

where σi is a valid AP for v at sni from pi. If PA(⋆,data,sni) = false, then r = abort.

Proof. Let us assume that a correct process pi executes ObjA.ap_prove(v,data)/r with value v and a data

as its sni
th invocation of ObjA.ap_prove(..). If PA(⋆,data,sni) = false, then pi passes the condition at

line 6 and return abort. If PA(⋆,data,sni) = true, pi continues the execution, produces an initialization

signature at line 8, broadcasts a QUORUMINIT message at line 9 and wait for a quorum of signatures

from the system at line 10.

Upon receiving this QUORUMINIT message, each correct process p j passes the conditions at line 15

(as pi has correctly generated its initialization signature sigi) and at line 16 (as pi has verified the sat-

isfaction of PA by data at line 6), and then wait that the received sni is the next in FIFO order to be

processed at line 17. As pi uses its sequence numbers in FIFO order, then pi has necessarily sent a

QUORUMINIT message for each sn′i ∈ [1..sni], and p j will eventually receive all these QUORUMINIT

messages. By induction, p j will pass the wait statement at line 17 for each sn′i ∈ [1..sni], because if

sn′i = 1, the condition line 17 is satisfied as seq_nums j[i] is initialized at line 1 to 0, and if sn′i > 1, then

p j will eventually replace the sn′i− 2 by sn′i− 1 at line 20. Therefore, all correct processes, which are

at least n− t, will eventually pass the wait statement at line 17. Given the system assumption n > 3t, we

have n−t = 2n−2t
2 > n+3t−2t

2 = n+t
2 . Therefore, strictly more than n+t

2 (or, equivalently, at least ⌊n+t
2 ⌋+1)

correct processes will produce an intermediary signature at line 18 and send it back to pi at line 19.

Finally, pi will receive this quorum of intermediary signatures at line 21, which will unlock the wait

instruction at line 10, and pi will aggregate all intermediary signatures into a valid AP σi, and will return

〈σi,sni〉 at line 13.

D.4 Consensus-freedom of Algorithm 4

The consensus-freedom of Algorithm 4 follows trivially from the fact that the only communication

primitives that it uses are classic send/receive operations and a best-effort broadcast operation, and

because it always terminates in the presence of failures and asynchrony.

D.5 Succinctness of Algorithm 4

The succinctness of Algorithm 4 comes from the succinctness of threshold signatures: as shown in

Appendix D.1, the best implementations of threshold signatures guarantee that the size and verification

time of threshold signatures (and therefore also the agreement proofs σi produced by Algorithm 4) are

equivalent to that of a single intermediary signature. Therefore, Algorithm 4 is succinct.
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D.6 Storage cost of Algorithm 4

The storage of Algorithm 4 is of O(λ + n) bits stored by each correct process. It comes from its local

variables: the sigsi set and vi values are emptied at the end of each ap_prove execution (line 12)18, and

seq_numsi is an array of size n containing constant-size sequence numbers (by definition). Lastly, the

threshold signature scheme requires the storage of O(λ ) bits (see Appendix D.1.2). Therefore, each

correct process only stores O(λ +n) bits in Algorithm 4.

D.7 Communication cost of Algorithm 4

The communication cost of Algorithm 4 is O(nλ ) bits sent by correct processes overall during an exe-

cution of ap_prove. It follows from the message exchanges entailed by an ap_prove(v,data) invocation

by a correct prover pi. Recall that, for simplicity, we assume that the size of the v and data parameters

of ap_prove(..) are of constant size.

In a first step, pi broadcasts a QUORUMINIT(v,data,sni, i,sigi) message at line 9, where v, data, and

sni are constant-size, i has O(logn) bits, and sigi has O(λ ) bits. As this message is broadcast to all n

processes, the overall communication cost of this first step is O(n(λ + logn)) bits.

In a second step, every correct process of the system p j receives the QUORUMINIT message, passes

the conditions at lines 15 and 16, and sends a QUORUMSIG( j,sig j) message to pi at line 19, where j

has O(logn) bits, and sig j has O(λ ) bits. This amounts to O(n(λ + logn)) bits sent overall by correct

processes during this second step.

Therefore, the total number of bits sent by correct processes during the execution of Algorithm 4 is

O(n(λ + logn)). However, as we assume that λ = Ω(log n) (see Section 3, ¶ Security parameter λ ), the

previous asymptote simplifies to O(nλ ) bits sent overall.

E Trustless system setup

Like most distributed or cryptographic systems, our system requires a setup phase to compute the initial

public and private parameters enabling processes to participate in the system. We assume the initial

knowledge of a genesis data structure to specify the process identifiers and the initial amounts of their

respective accounts. Our system is set up in a trustless manner, i.e., no trusted party is involved in the

distributed computation of the system parameters nor holds a trapdoor or secret that could otherwise be

used to compromise the system’s safety. We refer to the distributed setup operation of the system as

system_setup(). Note that the generation of the genesis data is not part of the system_setup(). This

trustless setup is possible because the cryptographic schemes implementing our schemes also provide a

trustless setup (see Appendix C).

We provide the following implementation draft to demonstrate the feasibility of system_setup().

1. Assume public knowledge of genesis_data←
⋃n

i=1〈pki,Ai,bal_ci〉, where Ai is the empty accu-

mulator of process pi and bal_ci is a commitment to the initial balance of pi (initi).

2. Assume private knowledge of the opening of bal_ci, secret parameters of Ai and secret key of

signature key pair 〈ski, pki〉 for each process pi.

3. Execute the setup operation of each cryptographic scheme.

4. Generate a threshold signature σi (compatible with Algorithm 4) that will serve as the initial

agreement proof of pi for each vi = 〈Ai,bal_ci〉.

18See Appendix D.1.3 for a discussion on why we consider the storage of these temporary variables to be part of the space

complexity of the ap_prove() operation (and not the system’s storage cost), and how this space complexity could be easily

reduced to O(λ +n) bits.
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5. Each process pi can now safely delete genesis_data and output its initial parameters

〈Ai,bal_ci,σi,bal_oi〉.

F Transfer batching

In this section, we briefly propose a method to commit to batches of transfers (instead of single transfers)

and to verify those batches succinctly, i.e., faster than if the batched transfers were verified individually.

Such a method is advantageous both in terms of anonymity and efficiency, which is explained in more

detail in Section 6.2.5.

Incrementally Verifiable Computation (IVC). Informally, an IVC can be represented as a function

F that takes as input a previous execution of F and some additional input. For example, F could be

the function implementing the operation process_transfer() of Algorithm 3. Then each execution of

F would take as input an accumulator, an agreement proof and a balance commitment of a process pi

and update the accumulator and balance commitment of pi accordingly. Note that by “chaining” several

iterations of F , we obtain the processing of a batch of transfers.

Folding scheme for IVC proofs. Folding schemes such as Nova [32] or Sangria [23] allow the

creation of efficient SNARKS that a given number of iterations of an IVC were correctly executed by

generating a proof for each step, then combining them successively on-the-fly in constant time (factor

of 2 for Nova). Once the prover wishes to demonstrate the correct processing of its IVC iterations, the

IVC proof is compressed into a single, small and succinct SNARK proof.
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