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PROPAGATION OF CHAOS FOR MODERATELY INTERACTING PARTICLE

SYSTEMS RELATED TO SINGULAR KINETIC MCKEAN-VLASOV SDES

ZIMO HAO, JEAN-FRANCOIS JABIR, STÉPHANE MENOZZI, MICHAEL RÖCKNER, XICHENG ZHANG

Abstract. We study the propagation of chaos in a class of moderately interacting particle

systems for the approximation of singular kinetic McKean-Vlasov SDEs driven by α-stable pro-

cesses. Diffusion parts include Brownian (α = 2) and pure-jump (α ∈ (1, 2)) perturbations

and interaction kernels are considered in a non-smooth anisotropic Besov space.Using Duhamel

formula, sharp density estimates (recently issued in [17]), and suitable martingale functional

inequalities, we obtain direct estimates on the convergence rate between the empirical measure

of the particle systems toward the McKean-Vlasov distribution. These estimates further lead to

quantitative propagation of chaos results in the weak and strong sense.

Keywords: Weak/strong propagation of chaos; Moderately interacting particle systems; Ki-

netic McKean-Vlasov SDEs; Distributional interaction kernel.

AMS Classification: Primary: 60H10 ; Secondary: 60G52, 35Q70.

1. Introduction

1.1. McKean-Vlasov SDEs. In this paper, we establish quantitative propagation of chaos results
(in the weak and pathwise sense) for a class of moderately interacting particle systems related to
the (formal) second order stable-driven McKean-Vlasov SDEs given, up to some (possibly infinite)
time horizon T , by

Ẍt = (bt ∗ µt)(Xt, Ẋt) + L̇α
t , (X0, Ẋ0) ∼ µ0, 0 6 t 6 T, (1.1)

µt standing for the joint law of (Xt, Ẋt). The driving noise Lα is defined as an R
d-valued isotropic

α-stable Lévy process, µ0 ∈ P(R2d) corresponds to the fixed initial probability distribution and
b is a time-dependent R

d-valued (Schwartz) distribution over the phase space R
2d. Finally, the

component bt ∗ µt denotes, whenever it exists, the convolution between bt and the law of the
McKean-Vlasov SDE on the phase space for a.e. t.

The stable noise is assumed to be given with a stability parameter α in (1, 2] (the special case

α = 2 corresponding to the classical Gaussian noise with Lα
t =

√
2Wt for W a d-dimensional

Brownian motion, and the case α ∈ (1, 2) to the pure-jump case, the associated infinitesimal
generator being given by the fractional Laplacian ∆α/2:= −(−∆)α/2).

Weak and strong wellposedness of (1.1) have been established in [17], in the case where t 7→ bt
lies in a (negatively smooth) mixed Besov space:

b ∈ Lq([0, T ];Bβb
pb;a

(R2d)) = Lq
TB

βb
pb;a

,

where Lq denotes the classical Lebesgue space on the time interval [0, T ] and Bβb
pb;a

denotes an

anisotropic Besov space (see Section 1.3 for a precise definition), for a suitable set of integrability
and regularity parameters q,p and βb < 0 respectively (the index a, given in (1.11), will reflect the
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intrinsic scales of the underlying kinetic system). Notably, the authors in [17] established that µt

sits in a balanced duality with b, the resulting drift component b∗µ belonging to Ls([0, T ];L∞(R2d))
for some appropriate s > 2. (See also [8, 9] for similar results in the non-degenerate setting.)

Empirically, Equation (1.1) describes the momentum of a generic body located at the position
Xt at any time t, evolving in a (possibly anomalous for α ∈ (1, 2)) medium and subject to the
action of the distribution dependent force field bt ∗ µt, where b models a given interaction kernel.
Formally, (1.1) arises as the mean field limit of the interacting particle system:





ẌN,i
t =

1

N

N∑

j=1

bt(X
N,i
t −XN,j

t , ẊN,i
t − ẊN,j

t ) + L̇α,i
t ,

(XN,i
0 , ẊN,i

0 ) ∼ µ0, 1 6 i 6 N, 0 6 t 6 T.

(1.2)

Introducing the velocity component Vt := Ẋt, (1.1) can be written as the system of first-order
degenerate SDEs:





Xt = X0 +

∫ t

0

Vsds, 0 6 t 6 T,

Vt = V0 +

∫ t

0

(bs ∗ µs)(Xs, Vs)ds+ Lα
t .

(1.3)

If b does not depend on the position variable x (i.e. b(t, x, v) = b(t, v)) then SDE (1.3) reduces to
the following (first-order) non-degenerate (autonomous) McKean-Vlasov SDE:

dVt = (bt ∗ µt)(Vt)dt+ Lα
t , 0 6 t 6 T. (1.4)

Formally, the one-time marginal laws {µt}t>0 of Zt := (Xt, Vt) give a distributional solution to the
following kinetic nonlinear Fokker-Planck equation:

for a.e. 0 6 t 6 T, ∂tµt = (∆
α
2
v − v · ∇x)µt − divv((bt ∗ µt)µt) on R

2d. (1.5)

Establishing wellposedness of (1.5), in the class of anisotropic Besov spaces mentioned above
and described in Section 1.3, is a key step to derive weak and/or strong wellposedness of the
nonlinear SDE (1.1). From a modeling point of view, while Gaussian noise remains central for the
representation of diffusion for molecular motions, the interest for considering more general stable
noises has been growing in many applicative fields such as Physics, Biology or advances in deep
learning. Experiments have notably evidenced that much more general non-Gaussian noises are at
play in nature. We can for instance refer to heavy tailed and the “jump and tumble” phenomena
in cell motions, [34]; fractal or Lévy flights pattern in turbulence modelling, [39] and the interest
to learning processes based on stochastic gradient descent methods which naturally appear in the
occurrence of fast and large excursions facilitating the exploration of multiple minima, [40], [46].
Likewise, the interest for stochastic kinetic models naturally appears in the microscopic description
of aggregative social and economical population dynamics ([33] and references therein), cell motions
(see again [34]), in Computational Fluid Dynamics and the Lagrangian modeling of turbulent flows
([35], [2]) or for the design of under damped stochastic gradient descents ([11]).

Let us point out that for a singular kernel, giving a rigorous meaning to the formal particle system
in (1.2) is a rather involved task. For Lebesgue spaces this has been done in a non degenerate
(i.e. no dependence in the x variable for the kernel b) Brownian setting in [41] and in [22] through
Girsanov type arguments, and in [16] through a Picard linearization approximation. It remains an
open problem to extend the result to other stable noises in that setting or to more singular drifts.

A natural approach to circumvent this difficulty consists in introducing a moderately interacting
version of the particle systems, where the initial interaction kernel is replaced by its convolution
with an appropriate mollifier. This mollification operation provides the advantage that there are
no issues about the definition of the corresponding particle system which is intrinsically well-posed.
Propagation of chaos properties can be then estimated by attuning the order of the mollification



PROPAGATION OF CHAOS OF MCKEAN-VLASOV SDES 3

with the particles size N . This procedure has been methodically employed in the literature, from
the seminal papers [28, 29, 30] (from which the terminology moderately interacting particle used
thereafter originates) to the recent works [14] and [31]. Notably, in [29, 30] (see also [25]), the author
derives propagation of chaos results from a fluctuation analysis between a (non-degenerate) case of
McKean-Vlasov SDE with local interaction and a moderately interacting particle approximation.
To briefly illustrate this derivation, taking (1.4) as a toy model, fluctuations are established from
a non-asymptotic control of the distance, set in a suitable functional space, between Law(Vt)

and φN ⋆ 1
N

∑N
i=1 δ{V N,i

t } (φN denoting the mollifier for the interaction). This way of capturing

propagation of chaos naturally quantifies the cost of the mollification of the interactions, and is
further natural for numerical applications and the validation of stochastic particle methods for
nonlinear PDEs (see [3, 4], for the particular case of the one-dimensional Burgers equation). The
more recent paper [31] proposes a further generalisation of Oelschläger’s approach and establishes
original quantitative propagation of chaos results for cut-off moderately interacting particle systems
with initial local Lp- or Riesz-like - interaction kernels (we may also refer to [32] for more particular
physical and biological applications). Our results below further systematize the original setting in
[31], addressing kinetic dynamics, distributional interaction kernels and enclosing, in a consistent
way, driving noises ranging from the classical Brownian case to pure-jump situations. While some
current technical issues (that we briefly discuss in Remark 1.5) restrict the spread of our results,
characteristic thresholds (e.g. [24, 5]) and practical instances of singular stochastic kinetic dynamics
will be addressed in future work.

To analyse quantitatively propagation of chaos for a mollified version of (1.2), the procedure
consists in comparing the Duhamel representation of the Fokker-Planck equation (1.5) and the

expansion of the convolution of the empirical measure 1
N

∑N
i=1 δ{XN,i

t ,V N,i
t } with the underlying

mollifier evaluated along the transport associated with the kinetic operator (see Section 2 for
details). This comparison somehow amounts to measure a moderate propagation of chaos (see
Theorem 2.1 below) and can consequently be used to derive pathwise and weak propagation of
chaos. The expansion yields an SPDE. There are then two sources of propagation of chaos:

- the first one, which is of stability type and roughly corresponds to the difference between the
Duhamel expansion and the drift of the SPDE, is handled through a priori regularity controls on
the Fokker-Planck equation. Such controls were obtained in the current kinetic setting in [17], and
we can also refer to [8, 9] in the non-degenerate case. We can mention that SDEs with non-regular
coefficients have been thoroughly studied, i.e. for time inhomogeneous distributional drifts without
non-linear dependence on the law. We can cite e.g. [13], [1] or [7] in the Young regime and [12] or
[26] in which the authors manage to go beyond the thresholds appearing in the previous references
assuming some appropriate underlying rough path structure. In that last setting defining the
drift is a rather delicate point. Importantly, the current McKean-Vlasov framework, which tackles
singular kernels, also benefits from the regularizing effects of the law through the convolution. In
particular, from the smoothness of the law, it was derived in the quoted works [17], [8, 9] that the
nonlinear drift could eventually be seen as a usual drift in some Lebesgue space from which some
strong uniqueness results, that are important for pathwise propagation of chaos (see e.g. Theorem
1.2 below), were derived.
- the second source is associated with a stochastic integral coming from the expansion of the empir-
ical measure. This term needs to be evaluated in a suitable function space, i.e. the one for which
the error is investigated. This naturally induces considering martingale type inequalities in Banach
spaces of type M or enjoying the UMD (unconditional martingale difference) property. We refer
to Section D and [36] for further details.

The paper is organized as follows: In Sections 1.2 and 1.3, we introduce the moderately interacting
particle approximation of Equation (1.3) and essential preliminaries on anisotropic Besov spaces,
including key properties that will be used throughout the paper. Our main results on weak and
strong propagation of chaos properties of the moderately interacting particle systems are stated in
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Theorem 1.2 in Section 1.4. The core of the corresponding proof is presented in Section 2, where
we introduce and prove the aforementioned moderate propagation of chaos in Theorem 2.1. The
proof of Theorem 2.1 is given in Section 2.2, along some auxiliary estimates (Lemmas 2.8 and
2.9) effectively proven in Section 3. From Theorem 2.1, the proof of Theorem 1.2 is addressed
in Section 2.3.In the final part of the paper, we append extra-technical results essentially related
to anisotropic Besov spaces and used throughout the paper. These results are: about weighted
anisotropic Besov and related heat kernel estimates (Appendix A); about the scaling properties
of mollifiers under the norm of the anisotropic Besov space (Appendix B); sampling error of the
initial condition (Appendix C); functional properties relating the space Bβ

p;a to UMD and M -type
Banach spaces (Appendix D); and Gronwall’s inequality of Volterra type (Appendix E).

1.2. Moderately interacting particle systems. Consider the following particle system, with
moderate interactions , as an approximation for the McKean-Vlasov SDE (1.3):





XN,i
t = ξ1i +

∫ t

0

V N,i
s ds, i = 1, 2, · · · , N,

V N,i
t = ξ2i +

∫ t

0

(bNs ∗ µN
s )(ZN,i

s ) ds+ Lα,i
t ,

(1.6)

where ZN,i
t := (XN,i

t , V N,i
t ), ZN,i

0 = ξi = (ξ1i , ξ
2
i ), µ

N
t := 1

N

∑N
i=1 δ{ZN,i

t }, and

bNt (z) := bt ∗ ΓtφN (z), Γtf(x, v) := f(x− tv, v). (1.7)

Here, the {Lα,i}Ni=1 are independent copies of Lα, and {ξi}Ni=1 is a family of i.i.d. R
2d-valued

random variables with common law µ0. Eventually, for some ζ ∈ (0, 1] and a smooth compactly
supported and symmetric probability density function φ : R2d → [0,∞), we define the mollifier

φN (x, v) := N (2+α)ζdφ(N (1+α)ζx,N ζv). (1.8)

The scales in the mollifier reflect the homogeneity of the underlying distance, see (1.14), which
will be used to define the corresponding anisotropic Besov spaces. In parallel, the parameter ζ
somehow quantifies the strength of the mollification which is needed to define the particle system
to compensate the irregularity of b. The operator Γt represents the characteristic kinetic transport
and its application to φN will become relevant in our computations later on. Note that the presence
of the composition ΓtφN does not alter the nature of the mollifier as, in the distributional sense,
limN→∞ ΓtφN = δ{0}.

1.3. Anisotropic Besov space and kinetic semi-group. In this section we recall the definition
of anisotropic Besov spaces with mixed integrability indices as well as their basic properties (see
[42], [44] and [17]).

For a multi-index p = (px, pv) ∈ [1,∞]2, we first define the Bochner-type iterated space L
p =

Lpv (Rd;Lpx(Rd)) = {f : R
2d → R Borel measurable : ‖f‖Lp < ∞} for Lp(Rd) denoting the

Lebesgue space on R
d and

‖f‖Lp := ‖f‖p :=

(∫

Rd

‖f(·, v)‖pv
px
dv

)1/pv

. (1.9)

We adopt here the usual convention when one integrability index or the two integrability indices
are ∞. That is, for p = (px,∞), ‖f‖p := esssupv‖f(·, v)‖px

and p = (∞,∞), the L
p-norm

corresponds to esssupv,x‖f(x, v)‖. Note that the above Lp-norm is invariant under the translation
operator Γt. Namely

‖Γtf‖p =

(∫

Rd

‖f(· − tv, v)‖pv
px
dv

)1/pv

=

(∫

Rd

‖f(·, v)‖pv
px
dv

)1/pv

= ‖f‖p. (1.10)

This property will be extensively used and the operator Γt naturally appears in the current de-
generate setting, as it encodes the transport associated with the (linear) first order vector field in
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(1.5). Plugging it into the mollifier will actually allow to get rid of the degenerate terms in the
stability analysis of Section 2.

Let a be the scaling parameter given by

a := (1 + α, 1). (1.11)

When α = 2, i.e. in the Brownian case, the vector a encodes the time exponents of the variances

of the entries of (
∫ t

0
Zsds, Zt) =

√
2(
∫ t

0
Wsds,Wt), i.e. E[(

∫ t

0
Wsds)

2] = 2t3

3 ,E[W
2
t ] = 2t. When

α ∈ (1, 2), a still appears when considering invariance or scaling properties of the joint density
(see (2.13) below).

For notational convenience, we shall write from here on:

1
p
:=
(

1
px
, 1
pv

)
, a · d

p
:= (1+α)d

px
+ d

pv
,

for any p, q ∈ [1,∞]2,

p > q ⇔ px > qx, pv > qv, Ap,q := a · ( d
p
− d

q
), (1.12)

as well as

p ∨ 2 = (px ∨ 2, pv ∨ 2), p ∧ 2 = (px ∧ 2, pv ∧ 2).

Similarly , we use bold symbols to denote constant vectors in R
2, that is,

1 := (1, 1), 2 = (2, 2), d := (d, d), α := (α, α), ∞ := (∞,∞).

Finally, we use the symbol p′ to denote the conjugate index of p, i.e.,

1
p
+ 1

p′ = 1⇔ p′ = (p′x, p
′
v)with

1

px
+

1

p′x
= 1 =

1

pv
+

1

p′v
. (1.13)

These general notations settled, we shall now introduce the class of anisotropic Besov spaces Bβ,q
p;a

characterizing the singularity of the interaction kernel b. To this aim, let us introduce some

preliminaries. For an L1-integrable function f on R
2d, let f̂ be the Fourier transform of f defined

by

f̂(ξ) :=

∫

R2d

e−iξ·zf(z)dz, ξ ∈ R
2d,

and f̌ the Fourier inverse transform of f defined by

f̌(z) := (2π)−2d

∫

R2d

eiξ·zf(ξ)dξ, z ∈ R
2d.

For z = (x, v) and z′ = (x′, v′) in R
2d, we introduce the anisotropic distance

|z − z′|a := |x− x′|1/(1+α) + |v − v′|. (1.14)

Note that z 7→ |z|a is not smooth at the origin. This distance appears very naturally in connection
with the homogeneity of the underlying linear degenerate operator. In the kinetic setting we can
refer to the work by Priola [37], or [10, 18, 23, 19, 17], who employed this distance for establishing
Schauder type estimates. In the current work, it will be used in order to define the corresponding
anisotropic Besov spaces (see Definition 1.1 below).

For r > 0 and z ∈ R
2d, we also introduce the ball centred at z and with radius r with respect

to the above distance as follows:

Ba
r (z) := {z′ ∈ R

2d : |z′ − z|a 6 r}, Ba
r := Ba

r (0).

Let χa
0 be a symmetric C∞-function on R

2d with

χa
0 (ξ) = 1 for ξ ∈ Ba

1 and χa
0 (ξ) = 0 for ξ /∈ Ba

2 .

We define

φaj (ξ) :=

{
χa
0 (2

−jaξ)− χa
0 (2

−(j−1)aξ), j > 1,

χa
0 (ξ), j = 0,
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where for s ∈ R and ξ = (ξ1, ξ2),

2saξ = (2(1+α)sξ1, 2
sξ2).

Note that

supp(φaj ) ⊂
{
ξ : 2j−1 6 |ξ|a 6 2j+1

}
, j > 1, supp(φa0 ) ⊂ Ba

2 , (1.15)

and
∑

j>0

φaj (ξ) = 1, ∀ξ ∈ R
2d. (1.16)

Let S be the space of all Schwartz functions on R
2d and S

′ be the dual space of S, that is the
tempered distribution space. For given j > 0, the dyadic anisotropic block operator Ra

j is defined

on S
′ by

R
a
j f(z) := (φaj f̂ )̌ (z) = φ̌aj ∗ f(z), (1.17)

where the convolution is understood in the distributional sense and by scaling,

φ̌aj (z) = 2(j−1)(2+α)dφ̌a1 (2
(j−1)az), j > 1. (1.18)

Similarly, we can define the classical isotropic block operator Rjf = φ̌j ∗ f in R
d, for {φj}j>0 a

smooth partition of unity of Rd where

supp(φj) ⊂
{
ξ : 2j−1 6 |ξ| 6 2j+1

}
, j > 1, supp(φ0) ⊂ B2(0). (1.19)

Now we introduce the following anisotropic Besov spaces and mixed (anisotropic) Besov spaces.

Definition 1.1. Let s ∈ R, q ∈ [1,∞] and p ∈ [1,∞]2. The anisotropic Besov space is defined by

Bs,q
p;a :=





f ∈ S

′(R2d) : ‖f‖Bs,q
p;a

:=



∑

j>0

(
2js‖Ra

j f‖p
)q



1/q

<∞





,

where ‖ · ‖p is defined in (1.9). Similarly, one defines the usual isotropic Besov spaces Bs,q
p in R

d

in terms of isotropic block operators Rj. If there is no confusion, we shall write

Bs
p;a := Bs,∞

p;a .

For s0, s1 ∈ R, the mixed Besov space is defined by

Bs0,s1
p;x,a :=

{
f ∈ S

′(R2d) : ‖f‖
B

s0,s1
p;x,a

:= sup
k,j>0

2
ks0
1+α 2js1‖Rx

kR
a
j f‖p <∞

}
,

where for any f : R2d → R,

R
x
kf(x, v) := Rkf(·, v)(x).

The space Bs
p;a (with s < 0) will characterize the class of distributional interaction kernel b and

the irregularity-integrability ranges of µ0. The mixed Besov space Bs0,s1
p;x,a will be essentially used

in the study of strong convergence for the propagation of chaos.

1.4. Main results. To state our main results, we introduce the following assumptions:

(H) b ∈ L∞(R+;B
βb
pb;a

) and µ0 ∈ P(R2d)∩Bβ0
p0;a

with p0= (px,0, pv,0) ∈ [1,∞]2, pb= (px,b, pv,b) ∈
[1,∞)2 satisfying 1

p0
+ 1

pb
> 1, and βb 6 0 and β0 ∈ (−1, 0) are such that

0 < Λ := Ap0,p
′

b
− β0 − βb = a · d

p0
− β0 + a · d

pb
− βb − (2 + α)d < α− 1. (1.20)
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We shall use the following parameter set:

Θ :=
(
α, d,p0,pb, β0, βb, ‖µ0‖

B
β0
p0;a

, ‖b‖
L∞(R+;B

βb
pb;a

)

)
,

to highlight, when pertinent, the dependency of estimates on the parameters α, d, etc., e.g. when
we say C = C(Θ), it means that the constant C may depend on all or part of the parameters in
Θ. Additional dependency on the order ζ of the mollification or other relevant parameters will be
emphasized in the same way.

Under the above assumptions, by [17, Theorem 1.3], there exists a finite time horizon T0 =
T0(Θ) > 0 for which the McKean-Vlasov SDE (1.3) admits a unique weak solution Zt= (Xt, Vt)
on the time interval [0, T0]. Under the stronger condition that b is in L∞([0, T0],B

s0,s1
p0;x,a

), where

Bs0,s1
p0;x,a

is as in Definition 1.1 with the regularity parameters s0, s1 and Λ as in (H) satisfying

s0 = 1 + α
2 , s1 = α

2 − 1 + βb, Λ ∈
(
0, 32α− 2

)
, (1.21)

pathwise uniqueness also holds (see again [17, Theorem 1.3]).
In order to give the range of ζ in the definition of the mollifier φN , we introduce two quantities

mα and θα for later use:

mα := 1/((px,0 ∧ pv,0 ∧ 2) ∨ α), θα :=

{
A1,2 = a · d

2
= 2d, α = 2,[

A1,p0

]
∨
[
Apb,∞ − (1 + α)βb

]
, α ∈ (1, 2).

(1.22)

The main result of this paper is encompassed in the following:

Theorem 1.2. Suppose that (H) holds and either p0 > α, or (α,p0) = (2,1) and µ0 satisfies:

µ0(| · |ma ):= E[|(X0, V0)|ma ] <∞, ∀m ∈ N.

Then, for any β, ζ > 0 with the following upper bounds

β < β̄α :=

{
1− Λ if α = 2,

(α− 1− Λ) ∧ ((α+ β0 − Λ)/2) if α ∈ (1, 2),
and ζ < (1−mα)/θα,

and, for any ε > 0 there is a constant C = C(Θ,m, β, ζ, ε) > 0 such that for all N > 1, and
t ∈ [0, T0],

‖P ◦ (ZN,1
t )−1 − P ◦ Z−1

t ‖var .CN
−βζ +Nmα−1+ζθα+ε, (1.23)

where ‖ · ‖var is the total variation distance on P(R2d). Moreover, if in addition 1 − α/2 <
(α+ β0 − Λ)/2, b lies in the mixed Besov space L∞(R+;B

s0,s1
pb;x,a

) and (1.21) holds, then for any ζ
as above and for β in the range

β ∈ (1− α/2, β̄α),

we have ∥∥∥∥∥ sup
t∈[0,T0]

|ZN,1
t − Z1

t |
∥∥∥∥∥
L2(Ω)

.CN
−βζ +Nmα−1+ζθα+ε, (1.24)

where Z1= (X1, V 1) is the strong solution of (1.3) driven by the noise Lα,1 and starting from ξ1.

Remark 1.3 (About the convergence rates.). The convergence rate in the previous Theorem is
mainly associated with the characteristic parameters β and mα (we recall that ζ appeared in the
definition of the mollifier in the particle system, see (1.6)-(1.8)).

- For the parameter β, two thresholds appear in the upper-bound. The first one, α − 1 − Λ, comes
from the smoothness of the underlying Fokker-Planck equation (1.5) and corresponds to the gap in
the condition (1.20) (see e.g. (2.48)). The other contribution, (α + β0 − Λ)/2, is related to time
integrability issues associated with the norm for which we estimate the error. It only appears in
the pure stable case due to the constraint p0 > α whereas considering p0 = 1 in the Brownian
case α = 2 spares this contribution. The division by 2 follows from the quadratic nature of the
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nonlinearity in (1.5) which also appears for the error analysis when p0 6= 1 (see the proof of
Theorem 2.1 p. 14).

On the other hand, when considering the pathwise approach, a lower bound is also needed in order
to guarantee the sufficient smoothness on the underlying PDE to apply a Zvonkin type argument
(see (2.49),(2.50)).
- For the parameter mα the range mainly corresponds to that of a limit Theorem. It actually appears
from the control of a stochastic integral that appears in the SPDE satisfied by the error (see as well
Theorem 2.1 and (2.23), (2.17)). If α = 2 then mα = 1

2 , which is the usual rate in a Gaussian
central limit theorem. For α ∈ (1, 2), since p0 > α, mα = 1/((px,0 ∧ pv,0 ∧ 2). If p0 is somehow
close to α then mα is close to 1

α yielding a principal rate which is close to the stable limit theorem,

i.e. in that case 1− mα ≃ 1 − 1
α . On the other hand, for large values of p0, the Gaussian regime

again prevails.
In any case, the previous rates need to be deflated (for integrability reasons because an underlying
singular term (convolution between the mollifier and the gradient of the corresponding stable heat
kernel). This naturally again makes the parameter ζ appear (see Lemma 2.9, (2.23), (2.17)).
Eventually, the parameter θα is constrained by the choice of the function space in which we analyze
the error that actually allows to exploit suitable controls on the underlying Fokker-Planck equation
(1.5).
- Balancing the two previous errors terms: in order that the two errors have the same range we
have to set

N−βζ = Nmα−1+ζθα+ε ⇐⇒ ζ(θα + β) = 1−mα − ε ⇐⇒ ζ =
1−mα − ε

(θα + β)
,

yielding a final bound in

N− β
θα+β

(1−mα−ε).

• For α = 2, observe first that since p0 = 1, Λ = −β0+a · d
pb

−βb. In that case Λ can be arbitrarily

small provided β0, βb and p are respectively small and large enough. In this setting, β could be

taken arbitrarily close to 1 and the corresponding rate would read N− 1
2d+1 (

1
2−ε) = N− 1

4d+2 (1−2ε) =

N− 1
a·d+2 (1−2ε). Since β is close to 1 in that case, the exponent in the previous convergence rate

also corresponds to the typical magnitude of the parameter ζ. For N particles in dimension 2d this
has to be compared to the expected interaction range, which from the multi-scale effect due to the
kinetic dynamics would actually read1 (1/d+ 3d)− = (1/4d)−.
• For α ∈ (1, 2), if p0, p

′
b are sufficiently close and β0, βb are small enough, then Λ is again small.

Since (α − 1 − Λ) < (α − Λ)/2 ⇐⇒ α − Λ < 2, for β0 small enough, one can take β arbitrarily
close to α− 1. If now p0 > α but close to α the rate writes:

N− α−1
θα+α−1 (1−

1
α
−ε).

Eventually for p0,p
′
b close and βb small θα ≃ A1,p0

= a · d
p′

0
≃ d(2+α)α

+−1
α+ and the rate rewrites

as

N− α−1
d(2+α)+α

(1− α
α−1 ε) = N− α−1

a·d+α
(1− α

α−1 ε).

There is then a continuity in the stability parameter for the final convergence rate. The previous
ones are somehow the best achievable rates. The more singular the parameter the worse the rate.

Let us finally point out that the weak propagation of chaos result (1.23) shall be understood
as a yet-to-be improved threshold, the rate being directly, as for (1.24), derived from the moderate
propagation of chaos stated in Theorem 2.1. This leaves open the possibility of extended more refined
semigroup techniques (e.g. [6]) to our present singular framework open. This will be addressed in
future works.

1From now on for a ∈ R we denote be a− (resp. a+) any real number of the form a− ε (resp. a = ε), ε > 0.
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Remark 1.4 (About the sampling of the initial condition). Our results can be extended to the case
where the initial data ξi are not necessarily i.i.d. variables. Specifically, assuming only exchange-

ability of the initial states (XN,i
0 , V N,i

0 ), the convergence rates in Theorem 1.2 (and Theorem 2.1)
still hold if

lim
N→∞

N c0ζ‖φN ∗ (µN
0 − µ0)‖nLn(Ω;B

β0−β
p0;a )

= 0

with some constants c0 > 0 and n ∈ N. This assertion can be explicitly drawn from the proof
of Theorem 2.1 below (see the estimates (2.42) to (2.44) in Step 3) from which Theorem 1.2
is derived. Since the representation involving c0 and n can be intricate, for simplicity, we have
assumed independence and identical distribution of the initial data. The i.i.d. assumption is made
for simplicity.

Remark 1.5 (About the integrability parameters pb and p0). We would like to specify some points
concerning the assumptions on the integrability parameter pb ∈ [1,+∞)2 of the singular drift b and
the particular thresholds set on p0 in Theorem 1.2 (and Theorem 2.1). The restrictions pb 6=
(∞,∞) and p0 6 p′

b (equivalent to pb 6 p′
0) stated in (H) are both inherent to the wellposedness

of the McKean-Vlasov (1.3), and might potentially be overcome in future works (see e.g. [9] for
the non-degenerate case). As it will be actually seen through the propagation of chaos analysis
below, the more particular condition p0 > α arises from the analysis of the stochastic fluctuations
in the mollified empirical measure ΓtφN ∗ µN

t driving (1.6) (see precisely (2.17), (2.18) and (2.19)
below). To control these fluctuations we have to rely on martingale type inequalities for stochastic
integrals valued in Banach spaces satisfying some appropriate functional properties, notably, as in
[31, 32], the UMD property for the Brownian case α = 2, and the further M-type Banach space
property for the jump case α ∈ (1, 2). (Precise definitions of these spaces and properties related to
our setting are presented in Appendix D.) These functional properties are primarily to be satisfied

by the subspace L
p0 ∩ L

p′

b . Importantly, Lp spaces have the UMD property for p = (px, pv) when
neither px nor pv belonged to {1,∞}. Whenever px,b = 1 or pv,b = 1 (or p = 1) we are led to

consider px,b′ = ∞ or pv,b′ = ∞ and L
p′

b does not fulfill the aforementioned UMD property. This
difficulty can be circumvented using the embedding (2.12) between Besov spaces which ensures b

lies in the larger Bβ̃b

p̃b;a
-space with pb < p̃b (⇒ p′

b > p̃′
b) and β̃b = βb−Apb,p̃b

. One can so decrease

the integrability exponent to a finite one, up to a slight decrease of the regularity of b. Since the
differential index β̃b − a · d

p̃b
= βb − a · d

pb
remains unchanged, the rates (1.23) and (1.24) in

Theorem 1.2 and the rate (2.6) in Theorem 2.1 are preserved. This approach applies to both the
diffusive case α = 2 and the pure jump case α ∈ (1, 2).

The particular case p0 = (1, 1) features a more significant threshold. In the Brownian case,
similarly to e.g. [31], [32], one can proceed with weighted L

p space with some p > 1 and the
cost of introducing a weight is somehow absorbed by the Gaussian noise. Such procedure naturally
seemingly fails in the pure jump case, and for the case α ∈ (1, 2) the condition p0 > α (ensuring
L
p0 is a M-type Banach) is needed to exhibit a convergence rate.
The situation α ∈ (1, 2) for large integrability parameter pb or integrability parameter p0 below

α is so a particular open case in our paper and a natural restriction in regard to applications.
Extending this present situation is at the moment beyond our proof arguments and would rather
require an additional and suitable alteration (e.g. a truncation) of the Lévy noise Lα,i in the molli-
fied particle system (1.6). Importantly, observe that the constraint px,0∧pv,0 > α actually prevents
the situations px,b = ∞ or pv,b = ∞ and to consider the case formally embedding (when βb = 0)
fully bounded interactions, or partially bounded interactions. Namely when the kernel depends only
on the velocity (bt(x, v) = h1(t, v)) or only the position component (bt(x, v) = h2(t, x)), the in-
tegrability index pb = (px,b,pv,b) including so an ∞ component. When the dependence occurs in
the velocity, pb = (∞,pv,b),pv,b < +∞,p′

v,b > α, this leads to somehow consider an autonomous
non-degenerate McKean-Vlasov equation for which our propagation of chaos analysis would apply
(for the sake of concision, details concerning this case have been purposely left aside). On the other
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hand, when pb = (px,b,∞),px,b < +∞, the presence of the transport of the velocity component
makes things much more tricky. This specific point will be the subject of further research.

2. Convergence of empirical measure via Duhamel’s formula

Throughout this section we assume (H) is in force and recall that for the time horizon T0 > 0,
the McKean-Vlasov SDE (1.3) admits a unique weak solution on [0, T0]. Moreover, by [17, Theorem
3.11, (i)], the time marginal law µs(dz) = us(z)dz satisfies the Fokker-Planck equation (1.5) and
for any β > 0,

sup
s∈(0,T0]

(
s

β−β0
α ‖us‖Bβ,1

p0;a
+ s

Λ+β
α ‖us‖

B
β−βb,1

p′

b
;a

)
<∞, (2.1)

where p′
b is the conjugate index of pb in the sense of (1.13).

Let φN be defined by (1.8). Consider the following mollified approximation of the empirical
measure µN

t :

uNt (z) := µN
t ∗ ΓtφN (z) =

1

N

N∑

i=1

(ΓtφN )(ZN,i
t − z), (2.2)

where ΓtφN corresponds to the composition of the transport operator Γt with φN namely:

ΓtφN (x, v) = N (2+α)ζdφ(N (1+α)ζ(x− tv), N ζv),

where φ is symmetric. Note that this specific choice for the mollifier involving the transport
operator will precisely allow to derive a suitable SPDE for the difference ut − uNt (see (2.21)
below).

Let b : R+ ×R
d → R

d, β0, p0 and Λ be as in (H). For any f ∈ B0,1
p0;a

∩B−βb,1
p′

b
;a and β, t > 0, we

introduce

‖f‖
S
β
t (b)

:= (1 ∧ t)
β−β0

α ‖f‖
B

0,1
p0;a

+ (1 ∧ t)β+Λ
α ‖bt ∗ f‖∞. (2.3)

The main result of this section is the following convergence of the mollified empirical measure (2.2).

Theorem 2.1. Assume that either p0 > α or (α,p0) = (2,1) and

µ0(| · |ma ) <∞, ∀m ∈ N. (2.4)

Given mα and θα as in (1.22), for any β, ζ > 0 such that

β < (α− 1− Λ) ∧ ((α + β0 − Λ)/2), ζ < (1−mα)/θα, (2.5)

and for any ε > 0, m > 0, there exists a constant C = C(Θ, ζ, β, ε,m) > 0 such that for all N > 1,

sup
t∈[0,T0]

‖uNt − ut‖Lm(Ω;Sβt (b))
.C N−βζ +Nmα−1+ζθα+ε. (2.6)

The rest of the section will be dedicated to the proof of Theorem 2.1.

2.1. Technical preliminaries on the anisotropic Besov spaces. The following Bernstein
inequality is standard and proven in [44].

Lemma 2.2 (Bernstein’s inequality). For any k := (k1, k2) ∈ (N \ {0})2 and p,p1 ∈ [1,∞]2 with
p1 6 p, there is a constant C = C(d,k,p,p1) > 0 such that, for all j > 0, f = f(x, v) ∈ S

′,

‖∇k1
x ∇k2

v R
a
j f‖p .C 2ja·(k+

d
p1

− d
p
)‖Ra

j f‖p1
= 2j

(
(1+α)k1+k2+Ap1,p

)
‖Ra

j f‖p1
, (2.7)

for ∇k1
x and ∇k2

v denoting respectively the kth1 and kth2 differential operators with respect to the
variable x and the variable v.
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For a function f : R2d → R, the first-order difference operator is defined by

δ
(1)
h f(z) := δhf(z) := f(z + h)− f(z), z, h ∈ R

2d. (2.8)

For M ∈ N, the M th-order difference operator is defined recursively by

δ
(M+1)
h f(z) = δh ◦ δ(M)

h f(z).

The following characterization is well-known (see e.g. [44] and [19, Theorem 2.7]).

Proposition 2.3. For s > 0, q ∈ [1,∞] and p ∈ [1,∞]2, an equivalent norm of Bs,q
p;a is given by

‖f‖Bs,q
p;a

≍ ‖f‖p +

(∫

|h|a61

(
‖δ([s]+1)

h f‖p
|h|sa

)q
dh

|h|(2+α)d
a

)1/q

, (2.9)

where [s] is the integer part of s. In particular, Cs
a := Bs,∞

∞;a is the anisotropic Hölder-Zygmund
space, and for s ∈ (0, 1), there is a constant C = C(α, d, s) > 0 such that

‖f‖Cs
a
≍C ‖f‖∞ + sup

z 6=z′

|f(z)− f(z′)|/|z − z′|sa.

The above characterization will be notably used, in the appendix section A, for establishing
weighted versions of key estimates in this Section including the Bernstein inequality and Lemma
2.4 below.

We recall the following lemma proved in [17, Lemma 2.6] on embeddings and Young convolution
inequalities related to Bs,q

p;a.

Lemma 2.4. (i) For any p ∈ [1,∞]2, s′ > s and q ∈ [1,∞], it holds that

B0,1
p;a →֒ L

p →֒ B0,∞
p;a , Bs′,∞

p;a →֒ Bs,1
p;a →֒ Bs,q

p;a. (2.10)

(ii) For any β, β1, β2 ∈ R, q, q1, q2 ∈ [1,∞] and p,p1,p2 ∈ [1,∞]2 with

β = β1 + β2, 1 + 1
p
= 1

p1
+ 1

p2
, 1

q = 1
q1

+ 1
q2
,

it holds that, for some universal constant C > 0,

‖f ∗ g‖
B

β,q
p;a

6 C‖f‖
B

β1,q1
p1;a

‖g‖
B

β2,q2
p2;a

. (2.11)

(iii) For 1 6 p1 6 p 6 ∞, q ∈ [1,∞] and s = s1 + a ·
(
d
p
− d

p1

)
, there is a C > 0 such that

‖f‖Bs,q
p;a

.C ‖f‖
B

s1,q
p1;a

. (2.12)

Now we recall the basic estimates for the kinetic semi-group. Let pt(z) be the distributional

density of Zt := (
∫ t

0
Lα
s ds, L

α
t ). By scaling, it is easy to see that

pt(z) = t−(1+ 2
α
)dp1(t

− 1+α
α x, t−

1
α v), t > 0. (2.13)

The kinetic semigroup of operator ∆
α
2
v − v · ∇x is given by

Ptf(z) := E
[
f(Γtz + Zt)

]
= Γt(pt ∗ f)(z) = (Γtpt ∗ Γtf)(z) =

∫

R2d

Γtpt(z − z′)Γtf(z
′)dz′, (2.14)

where

Γtf(z) := f(Γtz) := f(x− tv, v).

For f ∈ S
′ and t > 0, let

I
f
t (x, v) :=

∫ t

0

Pt−sf(s, x, v)ds.

By the definition (2.14) of Pt, it is easy to see that in the distributional sense,

∂tI
f
t = ∆

α
2
v I

f
t − v · ∇xI

f
t + f.

The following estimates are proven in [17, Lemma 2.12].
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Lemma 2.5. Let p,p1 ∈ [1,∞]2 with p1 6 p. For any β ∈ R and γ > 0, there is a constant
C = C(α, d,p,p1, β, γ) > 0 such that for any f ∈ Bβ

p;a and all j > 0, and t > 0,

‖Ra
j Ptf‖p .C 2j(Ap1,p−β)((2jαt)−γ ∧ 1)‖f‖

B
β
p1;a

. (2.15)

The following lemma provides useful estimates about the kinetic semigroup Pt (see [17, Lemma
2.16]).

Lemma 2.6. Let p,p1 ∈ [1,∞]2 with p1 6 p. For any β, β1 ∈ R, there is a C0 = C0(α, d, β, β1,p,p1) >
0 such that for all t > 0,

1{β 6=β1−Ap1,p}‖Ptf‖Bβ,1
p;a

+ ‖Ptf‖Bβ
p;a

.C0 (1 ∧ t)−
(β−β1+Ap1,p)∨0

α ‖f‖
B

β1
p1;a

. (2.16)

2.2. Proof of Theorem 2.1. For notation simplicity, we shall write

U
N
t (z) := ut(z)− uNt (z),

and, for any smooth function f : R2d → R and all z0 = (x0, v0) ∈ R
d × R

d, we shall denote
respectively by ∇xf(z0) and ∇vf(z0) the gradients of f w.r.t. the x and v variable, evaluated at
point z0. To prove (2.6), we shall exploit the Duhamel formula related to the evolution of UN

t .
For a.e. t ∈ (0, T0], the density ut satisfies

∂tut =
(
△

α
2
v − v · ∇x

)
ut − divv

(
(bt ∗ ut)ut

)

for divv denoting the divergence operator on the variable v. The Duhamel formula for ut (see e.g.
[17, Section 1]) then gives:

ut(z) = Ptµ(z)−
∫ t

0

Pt−s(divv(bs ∗ us)us)(z) ds, t ∈ [0, T0].

We next look at the the evolution equation satisfied by U
N
t (z). For any fixed z0 ∈ R

2d, applying

Itô’s formula to t → (ΓtφN )(ZN,i
t − z0), we have

d(ΓtφN )(ZN,i
t − z0) =

(
∂tΓtφN +∆

α
2
v ΓtφN

)
(ZN,i

t − z0)dt+ V N,i
t · (∇xΓtφN )(ZN,i

t − z0)dt

+ (bNt ∗ µN
t )(ZN,i

t ) · (∇vΓtφN )(ZN,i
t − z0)dt+ dMN,i

t (z0),

where

MN,i
t (z0) :=





√
2

∫ t

0

(∇vΓsφN )(ZN,i
s − z0)dW

i
s , α = 2,

∫ t

0

∫

Rd\{0}

δ
(1)
(0,v)(ΓsφN )(ZN,i

s − z0)Ñ
i(ds, dv), α ∈ (1, 2),

(2.17)

with δ
(1)
(0,v) being the (forward) difference operator on the variable v defined in (2.8), - i.e. δ

(1)
(0,v)f(z) =

f(z + (0, v))− f(z) - and Ñ
i standing for the compensated Poisson measure associated with Lα,i,

the driving noise of the ith particle of the system (1.6).
Noting that for any smooth function f : R2d → R,

∂tΓtf(z0) = −v0 · ∇xΓtf(z0), ∀z0 = (x0, v0) ∈ R
d × R

d,

we have

(∂tΓtφN )(ZN,i
t − z0) + V N,i

t · (∇xΓtφN )(ZN,i
t − z0) = v0 · ∇xΓtφN (ZN,i

t − z0)

= −v0 · ∇x

(
ΓtφN (ZN,i

t − ·)
)
(z0),

denoting by ∇x(f(Z
N,i
t − ·))(z0) the x-derivative of z 7→ f(ZN,i

t − ·) evaluated in z0, and

∆
α
2
v u

N
t (z0) = ∆

α
2
v (ΓtφN ∗ µN

t )(z0) = (∆
α
2
v ΓtφN ∗ µN

t )(z0).
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Thus, by the definition of uNt (z) in (2.2) and for bNt as in (1.7), we have for all z0 = (x0, v0) ∈ R
2d,

duNt (z0) =
(
(∆

α
2
v − v0 · ∇x)u

N
t (z0)− 〈(bNt ∗ µN

t ) · (∇vΓtφN )(· − z0), µ
N
t (·)〉

)
dt+ dMN

t (z0)

=
(
(∆

α
2
v − v0 · ∇x)u

N
t (z0)− divvG

N
t (z0)

)
dt+ dMN

t (z0), (2.18)

where

MN
t (z0) :=

1

N

N∑

i=1

MN,i
t (z0), (2.19)

with MN,i
t (z0) being defined in (2.17) . As bNt ∗ µN

t = bt ∗ uNt ,

GN
t (z0) := 〈(bNt ∗ µN

t )(·)(ΓtφN )(· − z0), µ
N
t 〉 = 〈(bt ∗ uNt )(·)(ΓtφN )(· − z0), µ

N
t 〉. (2.20)

Combining (2.18) with (1.5) and changing z0 to z, we obtain that UN
t solves the SPDE

dUN
t =

(
(∆

α
2
v − v · ∇x)U

N
t − divvH

N
t

)
dt− dMN

t , (2.21)

where

HN
t := (bt ∗ ut)ut −GN

t . (2.22)

In particular, we derive from (2.21)the Duhamel formula,

U
N
t = Pt(u0 − uN0 )−

∫ t

0

Pt−sdivvH
N
s ds−

∫ t

0

Pt−sdM
N
s =: IN

t −H
N
t −M

N
t , (2.23)

where M
N
t = 1

N

∑N
i=1 M

N,i
t and

M
N,i
t (z0) :=





√
2

∫ t

0

Pt−s(∇vΓsφN )(ZN,i
s − z0)dW

i
s , α = 2,

∫ t

0

∫

Rd\{0}

Pt−sδ
(1)
(0,v)(ΓsφN )(ZN,i

s − z0)Ñ
i(ds, dv), α ∈ (1, 2).

(2.24)

Applying the norm ‖ · ‖
S
β
t (b)

set in (2.3) to the above, it follows that

‖UN
t ‖

S
β
t (b)

6 ‖IN
t ‖

S
β
t (b)

+ ‖HN
t ‖

S
β
t (b)

+ ‖MN
t ‖

S
β
t (b)

. (2.25)

Now, we first look at the estimate of ‖IN
t ‖

S
β
t (b)

.

Lemma 2.7. For any β > 0, there is a constant C = C(Θ, β) > 0 such that, for all N > 1,

sup
t>0

‖IN
t ‖

S
β
t (b)

. N−βζ‖u0‖
B

β0
p0;a

+ ‖φN ∗ (µN
0 − u0)‖

B
β0−β
p0;a

, (2.26)

where ζ > 0 is from the definition (1.8) of φN .

Proof. Recalling that β − β0 > 0, by the heat kernel estimate (2.16) in Lemma 2.6, we have

‖IN
t ‖

B
0,1
p0;a

. (1 ∧ t)−
β−β0

α ‖φN ∗ µN
0 − u0‖

B
β0−β
p0;a

,

and recalling the condition p0 6 p′
b in (H), the definition (1.20) of Λ, and that β > 0,Λ>0, (2.16)

also yields

‖IN
t ‖

B
−βb,1

p′

b
;a

. (1 ∧ t)− β+Λ
α ‖φN ∗ µN

0 − u0‖Bβ0−β
p0;a

.

Hence, as the convolution inequality (2.11) ensures that ‖bt ∗ IN
t ‖∞ . ‖bt‖

B
βb
pb;a

‖IN
t ‖

B
−βb,1

p′

b
;a

,

‖IN
t ‖

S
β
t (b)

. (1 ∧ t)
β−β0

α ‖IN
t ‖

B
0,1
p0;a

+ (1 ∧ t)β+Λ
α ‖bt‖

B
βb
pb;a

‖IN
t ‖

B
−βb,1

p′

b
;a

. ‖φN ∗ µN
0 − u0‖Bβ0−β

p0;a
6 ‖φN ∗ u0 − u0‖Bβ0−β

p0;a
+ ‖φN ∗ (µN

0 − u0)‖Bβ0−β
p0;a

. (2.27)
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Note that a duality argument and the Besov equivalence (2.9) yields, for all z ∈ R
d,

‖u0(· − z)− u0(·)‖Bβ0−β
p0;a

. |z|βa‖u0‖Bβ0
p0;a

.

We thus have, according to the scaling estimate (B.1) for φN stated in Section B of the appendix,

‖φN ∗ u0 − u0‖Bβ0−β
p0;a

. ‖| · |βaφN‖1‖u0‖Bβ0
p0;a

= N−βζ‖| · |βaφ1‖1‖u0‖Bβ0
p0;a

.

Plugging this inequality into (2.27) we obtain (2.26). �

The estimates for handling the components ‖HN
t ‖

S
β
t (b)

and the moments of ‖MN
t ‖

S
β
t (b)

in (2.25)

are stated in the two next lemmas. The first one exhibits a term which goes to zero with a rate de-
pending on the smoothness of the underlying Fokker-Planck equation and an integral contribution
writing essentially in terms of UN

t and ‖uNt ‖p0
, i.e. these terms will enter in a Gronwall or circular

type argument. The second lemma, associated with the stochastic integral, essentially produces a
convergence rate close to the one of the corresponding stable limit theorem. Proofs are postponed
to the next Section 3.

Lemma 2.8. (Estimate for H
N
t ) For any β ∈

(
0, (α+ β0 − Λ) ∧ 1)

)
, there is a constant C =

C(Θ, β) > 0 such that, for all t ∈ (0, T0] and N > 1,

‖HN
t ‖

S
β
t (b)

. N−βζ +

∫ t

0

Gβ(t, s)
(
‖bs ∗UN

s ‖∞‖uNs ‖p0
+ s−

Λ
α ‖UN

s ‖p0

)
ds, (2.28)

where

Gβ(t, s) := t
β−β0

α (t− s)−
1
α + t

β+Λ
α (t− s)−

Λ+β0+1

α . (2.29)

Lemma 2.9 (Estimate for MN ). Under the assumptions of Theorem 2.1, for any ε > 0, m ∈ N

and β, ζ > 0 with the following upper bounds

ζ < (1−mα)/θα, (2.30)

there is a constant C = C(ε,m, β, ζ) > 0 such that for all N ∈ N,

sup
t∈[0,T0]

∥∥MN
t

∥∥
Lm(Ω;Sβt (b))

.C Nmα−1+ζθα+ε. (2.31)

With the above preparatory results we are now able to demonstrate Theorem 2.1.

Proof of Theorem 2.1. Applying Lemmas 2.7 and 2.8 to (2.25), we have

‖UN
t ‖

S
β
t (b)

.IN0 + ‖MN
t ‖

S
β
t (b)

+

∫ t

0

Gβ(t, s)
(
‖bs ∗UN

s ‖∞‖uNs ‖p0
+ s−

Λ
α ‖UN

s ‖p0

)
ds, (2.32)

where β ∈
(
0, (α+ β0 − Λ) ∧ 1

)
, Gβ(t, s) is defined in (2.29) and

IN0 := N−βζ + ‖φN ∗ (µN
0 − u0)‖

B
β0−β
p0;a

. (2.33)

It now remains to handle through a suitable circular argument the terms involving U
N
s in the right

hand side of (2.32), for which we need to make the ‖ · ‖
S
β
s (b)

norm appear. In particular, the tech-

nical difficulty arises from the factor ‖uNs ‖p0
, which requires to distinguish the cases p0 = (1, 1)

and p0 6= 1. For the former, only the case α = 2 is of interest, the pure-jump case requiring the
property α < px,0 ∧ pv,0. We divide the proofs into three steps.

(Step 1: Case α = 2 and p0 = 1). For β ∈
(
0, (α+ β0 − Λ) ∧ 1)

)
, noting that

‖uNs ‖p0
= ‖uNs ‖1 = ‖µN

s ∗ ΓsφN‖1 = 1,
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we have, by the embeddings (2.10) and the convolution inequality (2.11)
∫ t

0

Gβ(t, s)
(
‖bs ∗UN

s ‖∞‖uNs ‖p0
+ s−

Λ
α ‖UN

s ‖p0

)
ds (2.34)

.

∫ t

0

Gβ(t, s)
(
‖bs ∗UN

s ‖∞ + s−
Λ
α ‖UN

s ‖
B

0,1
p0;a

)
ds

.

∫ t

0

Gβ(t, s)
(
(1 ∧ s)− β+Λ

α + (1 ∧ s)
β0−β−Λ

α

)
‖UN

s ‖
S
β
s (b)

ds,

recalling (2.3) for the last inequality.
Hence, for any t ∈ [0, T0] and m ∈ N, by (2.32) and β0<0,

‖UN
t ‖Lm(Ω;Sβt (b))

. ‖IN0 ‖Lm(Ω) + ‖MN
t ‖Lm(Ω;Sβt (b))

+

∫ t

0

Gβ(t, s)s
β0−β−Λ

α ‖UN
s ‖Lm(Ω;Sβs (b))

ds.

Since β < α−Λ+β0 (recalling (1.20)), by Gronwall’s inequality of Volterra type stated in Lemma
E.3, we get, for any T ∈ (0, T0],

sup
t∈(0,T ]

‖UN
t ‖Lm(Ω;Sβt (b))

. ‖IN0 ‖Lm(Ω)+ sup
t∈(0,T ]

‖MN
t ‖Lm(Ω;Sβt (b))

. (2.35)

(Step 2: Case α ∈ (1, 2] and p0 6= 1). In this situation, we cannot simply rely on the bound
‖µN

s ‖B0
1;a

< ∞ in Equation (2.34). Indeed, owing to (2.11) and the estimate (B.8), this would

yield

‖uNs ‖p0
. ‖ΓsφN‖

B
0,1
p0;a

‖µN
s ‖B0

1;a
. NA1,p0 .

To avoid this cost, we again make the difference U
N
s appear, for s ∈ (0, t]. Using the control

‖us‖p0
. ‖us‖B0,1

p0;a
. s

β0
α deduced from (2.10) and (2.1) and recalling the definition (2.3), we

derive

‖bs ∗UN
s ‖∞‖uNs ‖p0

6 ‖bs ∗UN
s ‖∞‖UN

s ‖p0
+ ‖bs ∗UN

s ‖∞‖us‖p0

6 s
β0−2β−Λ

α ‖UN
s ‖2

S
β
s (b)

+ s
β0−β−Λ

α ‖UN
s ‖

S
β
s (b)

.

Substituting this estimate into (2.32), we get, for any 0 < t 6 T0,

‖UN
t ‖

S
β
t (b)

. IN0 + ‖MN
t ‖

S
β
t (b)

+
2∑

i=1

∫ t

0

Gβ(t, s)s
β0−iβ−Λ

α ‖UN
s ‖i

S
β
s (b)

ds.

Note that by (2.5),

β0 − 2β − Λ > −α, β0 − 2β − Λ > −(α− 1− β0 + β).

Note also that, as α
2 > α− 1, β < α

2 −Λ and, as β0 < 0, according to (H), Λ < α− 1− β0. These
bounds ensure:

sup
t∈(0,T0]

∑

i=1

∫ t

0

Gβ(t, s)s
β0−iβ−Λ

α ds ≍ sup
t∈(0,T0]

∑

i=1

∫ t

0

(
(t− s)−

1
α + (t− s)−

Λ+β0+1
α

)
s

β0−iβ−Λ
α ds <∞.

Thus one can use the Gronwall inequality (E.9) stated in Lemma E.3-(iii) to derive, for all
s ∈ (0, T0],

‖UN
s ‖

S
β
s (b)

. IN0 + ‖MN
s ‖

S
β
s (b)

+

∫ s

0

Gβ(s, r)r
β0−β−Λ

α ‖MN
r ‖

S
β
r (b)

dr

+

∫ s

0

Gβ(s, r)r
β0−2β−Λ

α ‖UN
r ‖2

S
β
r (b)

dr. (2.36)

Define

FN
t := sup

t′∈(0,t]

∫ t′

0

Gβ(t
′, s)s

β0−2β−Λ
α ‖UN

s ‖2
S
β
s (b)

ds
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and

TN := IN0 +

(
sup

t∈(0,T0]

∫ t

0

Gβ(t, s)s
β0−β−Λ

α ‖MN
s ‖2

S
β
s (b)

ds

) 1
2

. (2.37)

Taking the square and multiplying Gβ(t
′, s)s

β0−2β−Λ
α for both sides of (2.36), integrating the re-

sulting expression for s ∈ (0, t′), by Fubini’s theorem and (E.8) (in Lemma E.3-(ii)), we obtain
that for some c0, c1 > 0,

FN
t 6 (c0TN )2 + (c1F

N
t )2, ∀0 6 t 6 T0.

In particular,
(
c1F

N
t − (2c1)

−1
)2

> (2c1)
−2 − (c0TN)2.

Thus, on the event Ω0 :=
{
ω ∈ Ω : c0TN < (2c1)

−1
}
,

|c1FN
t − (2c1)

−1| >
√
(2c1)−2 − c0(TN )2. (2.38)

Observe now that, using successively the control (2.1) on u, the control supN ‖µN
t ‖B0

1;a
< ∞,

(2.10) and finally applying the estimate (B.8) on ‖ΓtφN‖
B

β
p;a

(taking ℓ = 0, λ = N ζ , ℓ = 0 and

successively p = p0 and p = p′
b), we have

‖UN
t ‖

S
β
t (b)

= t
β−β0

α ‖ut − ΓtφN ∗ µN
t ‖

B
0,1
p0;a

+ t
Λ+β
α ‖bt ∗

(
ut − ΓtφN ∗ µN

t

)
‖∞

(2.11)

. t
β−β0

α ‖ut − ΓtφN ∗ µN
t ‖

B
0,1
p0;a

+ t
Λ+β
α ‖ut − ΓtφN ∗ µN

t ‖
B

−βb,1

p′

b
;a

. 1 + ‖ΓtφN ∗ µN
t ‖

B
0,1
p0;a

+ ‖ΓtφN ∗ µN
t ‖

B
−βb,1

p′

b
;a

6 1 + ‖ΓtφN‖
B

0,1
p0;a

+ ‖ΓtφN‖
B

−βb,1

p′

b
;a

(2.10)

. 1 + ‖ΓtφN‖Bε
p0;a

+ ‖ΓtφN‖
B

ε−βb
p′

b
;a

(B.8)

. Nθ0ζ , (2.39)

where ε > 0 and

θ0 = [A1,p0
+ (1 + α)ε] ∨ [Apb,∞ + (1 + α)(ε− βb)].

Hence, it is easy to see that t 7→ FN
t is continuous and limt↓0 F

N
t = 0. Thus, by (2.38),

FN
t 6

(
(2c1)

−1 −
√
(2c1)−2 − (c0TN )2

)
/c1 6 c2TN , ∀t ∈ [0, T0], on Ω0,

for c2 = c0/c1. Plugging this into (2.36) and recalling (2.37), the above yields

‖UN
t ‖

S
β
t (b)

ll Ω0 .
(
TN + ‖MN

t ‖
S
β
t (b)

)
ll Ω0 .

Therefore, for all m,n > 1, by (2.39) and Chebyshev’s inequality, we get

sup
t∈(0,T0]

E[‖UN
t ‖m

S
β
t (b)

]6 sup
t∈(0,T0]

E[‖UN
t ‖m

S
β
t (b)

ll Ωc
0
] + sup

t∈(0,T0]

E[‖UN
t ‖m

S
β
t (b)

ll Ω0 ]

. Nmθ0ζP(Ωc
0) + E[

(
TN

)
m] + sup

t∈(0,T0]

E[‖MN
t ‖m

S
β
t (b)

]

6 Nmθ0ζ(2c1c0)
n
E[
(
TN

)
n] + E[

(
TN

)
m] + sup

t∈(0,T0]

E[‖MN
t ‖m

S
β
t (b)

]. (2.40)

We now turn to the estimation of E[
(
TN

)
n]. By Hölder’s inequality, there is a p large enough so

that
∫ t

0

Gβ(t, r)r
β0−β−Λ

α ‖MN
r ‖2

S
β
r (b)

dr .

(∫ t

0

‖MN
r ‖2p

S
β
r (b)

dr

)1/p

.
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Thus, if we take n > 2p, then

E[(TN )n] . E
[
(IN0 )n

]
+ E

[
sup

t∈(0,T0]

(∫ t

0

Gβ(t, r)r
β0−β−Λ

α ‖MN
r ‖2

S
β
r (b)

dr

) n
2
]

. E
[
(IN0 )n

]
+ E

(∫ T0

0

‖MN
r ‖n

S
β
r (b)

dr

)
. E

[
(IN0 )n

]
+ sup

t∈(0,T0]

E

[
‖MN

t ‖n
S
β
t (b)

]
.

Substituting this into (2.40), we obtain that for any n,m > 2p,

sup
t∈(0,T0]

‖UN
t ‖Lm(Ω;Sβt (b))

. Nθ0ζ

(
‖IN0 ‖Ln(Ω) + sup

t∈(0,T0]

‖MN
t ‖Ln(Ω;Sβt (b))

)n/m

+ ‖IN0 ‖Lm(Ω) + sup
t∈(0,T0]

‖MN
t ‖Lm(Ω;Sβt (b))

.

(2.41)

(Step 3). In view of (2.41) and, as the control of ‖MN
t ‖Lm(Ω;Sβt (b))

is already set by Lemma 2.9,

it remains to estimate ‖IN0 ‖Ln(Ω). Recalling the definition (2.33) of IN0 , we have, for any n ∈ N,

‖IN0 ‖Ln(Ω) . N−βζ + ‖φN ∗ (µN
0 − u0)‖Ln(Ω;B

β0−β
p0;a )

. (2.42)

Now let us again consider separately the cases p0 > α and p0 = 1, α = 2. For the former, let
q = px,0 ∧ pv,0 ∧ 2. By (C.2) in Lemma C.3 , with p = p0 and β0 − β < 0, we have

‖φN ∗ (µN
0 − u0)‖Ln(Ω;B

β0−β
p0;a )

. N
1
q
−1+ζA1,p0 6 Nmα−1+ζθα , (2.43)

where mα and θα are defined in (1.22). For the case (α,p0) = (2,1), by (C.2) with p = 2 and
β0 − β < 0 and by (2.4), we have

‖φN ∗ (µN
0 − u0)‖Ln(Ω;B

β0−β
p0;a )

. N− 1
2+ζA1,2 6 Nm2−1+ζθ2 . (2.44)

Therefore, combining (2.35), (2.41)-(2.44) and applying Lemma 2.9, we obtain that for any n,m >

2p,

sup
t∈(0,T0]

‖UN
t ‖Lm(Ω;Sβt (b))

. Nθ0ζ(N−βζ +Nmα−1+ζθα)n/m +N−βζ +Nmα−1+ζθα .

As n can be chosen arbitrarily, given N fixed, we can choose n large enough, so that the (N−βζ +
Nmα−1+ζθα)n/m−1 dominates Nθ0ζ . This enables to derive the desired estimate. �

2.3. Proof of Theorem 1.2. By (2.11) and the essential control (2.1) on us, for any β > 0, we
have

‖bs ∗ µs‖Bβ
∞;a

= ‖bs ∗ us‖Bβ
∞;a

. ‖bs‖
B

βb
pb;a

‖us‖
B

β−βb
p′

b
;a

. s−
Λ+β
α ‖b‖

L∞

T0
B

βb
pb;a

, (2.45)

and, according to (2.10),

‖bs ∗ µs‖L∞ . ‖bs ∗ us‖B0,1
∞;a

. s−
Λ
α ‖b‖

L∞

T0
B

βb
pb;a

. (2.46)

In particular, (2.45) yields: for any β ∈ [0, α− 1− Λ), there exists q > α
α−1 such that the drift of

(1.3)

Bs(x, v) := bs ∗ µs(x, v)= bs ∗ us(x, v)
is in Lq

T0
Bβ

∞;a. We split the proof of Theorem 1.2 by establishing successively the estimates (1.23)
and (1.24).

Proof of (1.23). Fix T ∈ (0, T0] and ϕ ∈ C∞
b (R2d), and set BT

t := BT−t(= bT−t ∗ µT−t). By [17,
Theorem 4.2-(i)], there is a unique smooth solution to the following PDE:

∂tu = (∆
α
2
v − v · ∇x)u+BT · ∇vu on [0, T ]× R

2d, u(0) = ϕ.
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Its Duhamel formulation is further given by

u(t) = Ptϕ+

∫ t

0

Pt−s(B
T
s · ∇vu(s))ds, t ∈ [0, T ].

Noting that by (2.16),

‖∇vPtf‖L∞ . ‖∇vPtf‖B0,1
∞;a

. t−
1
α ‖f‖B0

∞;a
. t−

1
α ‖f‖L∞,

by (2.46), we have

‖∇vu(t)‖L∞ . t−
1
α ‖ϕ‖L∞ +

∫ t

0

(t− s)−
1
α ‖BT

s ‖L∞‖∇vu(s)‖L∞ds

. t−
1
α ‖ϕ‖L∞ +

∫ t

0

(t− s)−
1
α s−

Λ
α ‖∇vu(s)‖L∞ds.

Since Λ < 1 , by the classical Gronwall inequality of Volterra type (or applying (E.5) in Lemma
E.2), we have

‖∇vu(t)‖L∞ . t−
1
α ‖ϕ‖L∞ . (2.47)

By applying the generalized version of Itô’s formula to (t, z) 7→ u(T − t, z) stated in [17, Lemma
4.3], we have

E
[
ϕ(ZT )

]
= E

[
u(0, ZT )

]
= E

[
u(T, Z0)

]
,

and

E
[
ϕ(ZN,1

T )
]
= E

[
u(0, ZN,1

T )
]
= E

[
u(T, ξ1)

]
+ E

[ ∫ T

0

(
bs ∗ uNs −Bs

)
· ∇vu(T − s, ZN,1

s )ds
]
.

Thus, by (2.11) and (2.47),

|E
[
ϕ(ZT )

]
− E

[
ϕ(ZN,1

T )
]
| 6 E

[ ∫ T

0

‖bs ∗ uNs − bs ∗ us‖L∞‖∇vu(T − s)‖L∞ds
]

. ‖ϕ‖L∞

∫ T

0

(T − s)−
1
α ‖bs ∗ uNs − bs ∗ us‖L∞ds.

Estimate (1.23) now follows from (2.6) which gives

E

[ ∫ T

0

(T − s)−
1
α ‖bs ∗ uNs − bs ∗ us‖L∞ds

]

.

∫ T

0

(T − s)−
1
α (1 ∧ s)− β+Λ

α E
[
‖uNs − us‖Sβs (b)

]
ds . N−βζ +Nmα−1+ζθα+ε, (2.48)

the limit β < α − 1 − Λ ⇔ β+Λ
α < 1 − 1

α ensuring the finiteness of the integral
∫ T

0 (T − s)−
1
α (1 ∧

s)−
β+Λ
α ds. �

Proof of (1.24). Since b ∈ L∞
T0
B

1+α
2 ,α2 −1+βb

pb;x,a , according to Lemma 4.7-(ii) in [17], for any β ∈
(
1 − α

2 , β̄α), B belongs to the space Lq
T0
(Cβ

a ∩ C
α+β
α+1
x ), for C

α+β
α+1
x denoting the (isotropic) Hölder-

Zygmund space on the x-variable.
Then, for any fixed λ > 0, by [17, Theorem 4.2-(i)], there is a unique solution u to the following

(Zvonkin type) backward PDE for T ∈ (0, T0):

∂tu+ (∆
α
2
v − v · ∇x − λ)u +B · ∇vu = B, u(T ) = 0, (2.49)

such that, setting ∇u = (∇xu,∇vu), by [17, Theorem 4.2-(iii)], for λ large enough :

‖∇u‖L∞

T
:= ‖∇u‖L∞((0,T );L∞) 6

1
2 , g(s) := ‖∇u(s)‖Cδ

v
∈ Lq([0, T0]), (2.50)
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where, if α = 2, δ = 1 and ‖∇u(s)‖C1
v
:=‖∇x∇vu(s)‖L∞+‖∇2

vu(s)‖L∞ , and, if α ∈ (1, 2), δ > α
2 +ε0

for some ε0 > 0, and

‖∇u(s)‖Cδ
v
:= ‖∇u(s)‖L∞ + sup

v∈Rd\{0}

‖δ(1)(0,v)∇u(s)‖L∞

|v|δ ,

δ
(1)
(0,v) being the difference operator defined in (2.8). In particular, for each t ∈ [0, T ], z 7→ Φt(z) :=

z + (0, u(t, z)) forms a C1-diffeomorphism on R
2d. By Itô’s formula, we have, for any t ∈ [0, T ],

Φt(Z
N,1
t ) =Φ0(ξ1) +

∫ t

0

(V N,1
s , λu(s, ZN,1

s ))ds+MN,1
t +

∫ t

0

[bs ∗ (uNs − us) · ∇vΦs](Z
N,1
s )ds,

where

MN,1
t =





√
2

∫ t

0

∇vΦs(Z
N,1
s )dW 1

s , if α = 2,

∫ t

0

∫

Rd

δ
(1)
(0,v)Φs(Z

N,1
s )Ñ1(ds, dv), if α ∈ (1, 2).

Similarly, for Z1
t = (X1

t , V
1
t ), the solution to (1.3) driven by Lα,1 and starting at the initial Z1

0 = ξ1,
we have

Φt(Z
1
t ) =Φ0(ξ1) +

∫ t

0

(V 1
s , λu(s, Z

1
s ))ds+Mt,

where

Mt =






√
2

∫ t

0

∇vΦs(Z
1
s )dW

1
s , if α = 2,

∫ t

0

∫

Rd

δ
(1)
(0,v)Φs(Z

1
s )Ñ

1(ds, dv), if α ∈ (1, 2).

Thus, according to (2.50),

|Φt(Z
N,1
t )− Φt(Z

1
t )| .(1 + λ‖∇u‖L∞

T
)

∫ t

0

|ZN,1
s − Z1

s |ds+ |MN,1
t −Mt|

+ ‖∇vΦ‖L∞

T

∫ t

0

|bs ∗ (uNs − us)(Z
N,1
s )|ds,

where

MN,1
t −Mt =






√
2

∫ t

0

(
∇vu(s, Z

N,1
s )−∇vu(s, Z

1
s )
)
dW 1

s , if α = 2,

∫ t

0

∫

Rd

{
δ
(1)
(0,v)Φs(Z

N,1
s )− δ

(1)
(0,v)Φs(Z

1
s )
}
Ñ

1(ds, dv), if α ∈ (1, 2).

Observe in this latter case that:

|δ(1)(0,v)Φs(Z
N,1
s )− δ

(1)
(0,v)Φs(Z

1
s )| . |ZN,1

s − Z1
s |
(
‖∇u(s, ·)‖L∞ ll {|v|>1} + ‖∇u(s, ·)‖Cδ

v
|v|δ ll {|v|61}

)
.

Combining BDG’s inequality and (2.50), we have

E
[
|MN,1

t −Mt|2
]
.






√
2

∫ t

0

E
[
|∇vu(s, Z

N,1
s )−∇vu(s, Z

1
s )|2

]
ds, if α = 2,

∫ t

0

∫

Rd

E
[∣∣δ(1)(0,v)Φs(Z

N,1
s )− δ

(1)
(0,v)Φs(Z

1
s )
∣∣2]ν(dv)ds, if α ∈ (1, 2).

.

∫ t

0

|g(s)|2E|ZN,1
s − Z1

s |2ds,
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observing in particular that, in the case α ∈ (1, 2), since 2δ > α,
∫

|v|2δ ll {|v|61}ν(dv) <∞.

We note that |g|2 ∈ Lq/2([0, T0]) with q > α/(α− 1)>2. Therefore

E

[
sup

s∈[0,t]

|ZN,1
s − Z1

s |2
]
. E

[
sup

s∈[0,t]

|Φs(Z
N,1
s )− Φs(Z

1
s )|2

]

.

∫ t

0

|g(s)|2E|ZN,1
s − Z1

s |2ds+ E



(∫ T

0

‖bs ∗ (uNs − us)‖L∞ds

)2

,

which implies, by Gronwall’s inequality, that

E

[
sup

s∈[0,T ]

|ZN,1
s − Z1

s |2
]
. E

[ ∫ T

0

‖bs ∗ (uNs − us)‖2L∞ds

]

.

(∫ T

0

(1 ∧ s)−2( β+Λ
α

)
E

[
‖uNs − us‖2

S
β
s (b)

]
ds

)
.

Observe that β < α− 1−Λ implies β < α
2 −Λ. Recall indeed that since α ∈ (1, 2] then α− 1 6 α

2 .

Hence,
∫ T

0 (1 ∧ s)−2( β+Λ
α

)ds is finite. Estimate (1.24) again follows by (2.6). �

3. Proof of the main technical Lemmas

3.1. Proof of Lemma 2.8. First of all, applying (2.16) (for β = 0, β1 = −1, p1 = p= p0), we
have

‖HN
t ‖

B
0,1
p0;a

.

∫ t

0

‖Pt−sdivvH
N
s ‖

B
0,1
p0;a

ds .

∫ t

0

(t− s)−
1
α ‖divvHN

s ‖
B

−1
p0;a

ds

.

∫ t

0

(t− s)−
1
α ‖HN

s ‖B0
p0;a

ds .

∫ t

0

(t− s)−
1
α ‖HN

s ‖p0
ds, (3.1)

using as well (2.10) for the two last inequalities. In the same way, using again (2.16) (for β = −βb,
β1 = −1, p = p′

b,p1 = p0), recalling, from (H) that, since 1
p0

+ 1
pb

> 1, p0 6 p′
b and, from (1.20),

that Λ + β0 + 1 = Ap0,p
′

b
− βb + 1 > 0, we get

‖HN
t ‖

B
−βb,1

p′

b
;a

.

∫ t

0

‖Pt−sdivvH
N
s ‖

B
−βb,1

p′

b
;a

ds .

∫ t

0

(t− s)−
Λ+β0+1

α ‖HN
s ‖p0

ds. (3.2)

In order to estimate ‖HN
s ‖p0

, by adding and subtracting the elements (bs ∗ us)uNs and 〈(bs ∗
us)(ΓsφN )(· − z), µN

s 〉, we obtain from (2.22) and (2.20) the following decomposition for HN
s (z):

HN
s (z) = 〈(bs ∗UN

s )(ΓsφN )(· − z), µN
s 〉+ ((bs ∗ us)UN

s )(z)

−
(
〈(bs ∗ us)(ΓsφN )(· − z), µN

s 〉−((bs ∗ us)uNs )(z)
)

=: H1,N
s (z) +H2,N

s (z)−H3,N
s (z). (3.3)

For H1,N
s (z), noting that for any z ∈ R

2d,

|H1,N
s (z)|=

∣∣∣〈(bs ∗UN
s )(ΓsφN )(· − z), µN

s 〉
∣∣∣ 6 ‖bs∗UN

s ‖∞〈(ΓsφN )(·−z), µN
s 〉 = ‖bs ∗UN

s ‖∞uNs (z),

we have
‖H1,N

s ‖p0
6 ‖bs ∗UN

s ‖∞‖uNs ‖p0
.

For H2,N
s (z), we directly have

‖H2,N
s ‖p0

6 ‖bs ∗ us‖∞‖UN
s ‖p0

(2.11)

. ‖bs‖
B

βb
pb;a

‖us‖
B

−βb,1

p′

b
;a

‖UN
s ‖p0

(2.1)

. s−
Λ
α ‖UN

s ‖p0
.
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For H3,N
s (z), by definition, we can write

H3,N
s (z) = −

∫

R2d

(bs ∗ us(z)− bs ∗ us(z̄))(ΓsφN )(z − z̄)µN
s (dz̄). (3.4)

Note that, for any κ ∈ (0, 1), and, for Cκ
a = Bκ,∞

∞;a as in Proposition 2.3,

|bs ∗ us(z)− bs ∗ us(z̄)| 6 |(bs ∗ us)(x, v) − (bs ∗ us)(x− s(v − v̄), v)|
+ |(bs ∗ us)(x− s(v − v̄), v)− (bs ∗ us)(x̄, v̄)|

6 sκ|v − v̄|κ‖bs ∗ us‖
C

(1+α)κ
a

+ |Γs(z − z̄)|κa‖bs ∗ us‖Cκ
a
.

By (2.11) and (2.1), we have, for any β > 0,

‖bs ∗ us‖Cβ
a
. ‖bs‖

B
βb
pb;a

‖us‖
B

β−βb,1

p′

b
;a

. s−
Λ+β
α .

Hence,

|bs ∗ us(z)− bs ∗ us(z̄)| . (s−
Λ+(1+α)κ

α
+κ|v − v̄|κ + s−

Λ+κ
α |Γs(z − z̄)|κa)

. s−
Λ+κ
α (|v − v̄|κ + |Γs(z − z̄)|κa).

Note that for any z = (x, v) ∈ R
2d, thanks to suppφN ⊂ {(x, v) : |N (1+α)ζx| 1

1+α + |N ζv| 6 C} =
{z : |z|a 6 CN−ζ}

(|v|+ |Γsz|a)κΓsφN (z) . N−ζκΓsφN (z).

Substituting these into (3.4), we get for any κ ∈ [0, 1),

‖H3,N
s ‖p0

. s−
κ+Λ
α

∥∥∥∥
∫

R2d

(| · −v̄|κ + |Γs(· − z̄)|κa)(ΓsφN )(· − z̄)µN
s (dz̄)

∥∥∥∥
p0

. s−
κ+Λ
α N−ζκ

∥∥∥∥
∫

R2d

ΓsφN (· − z̄)µN
s (dz̄)

∥∥∥∥
p0

= s−
κ+Λ
α N−κζ‖uNs ‖p0

.

This implies that

‖H3,N
s ‖p0

.
[
(s−

κ+Λ
α N−κζ) ∧ s−Λ

α

]
‖uNs ‖p0

6 s−
Λ
α ‖UN

s ‖p0
+ s−

κ+Λ
α N−κζ‖us‖p0

(2.1)

. s−
Λ
α ‖UN

s ‖p0
+ s

β0−κ−Λ
α N−κζ .

Combining the above calculations, we obtain that: for any κ ∈ (0, 1),

‖HN
s ‖p0

. ‖bs ∗UN
s ‖∞‖uNs ‖p0

+ s−
Λ
α ‖UN

s ‖p0
+ s

β0−κ−Λ
α N−κζ. (3.5)

By (3.1), (3.2) and (3.5), we get, for κ < (α + β0 − Λ) ∧ 1,

‖HN
t ‖

B
0,1
p0;a

.

∫ t

0

(t− s)−
1
α

(
‖bs ∗UN

s ‖∞‖uNs ‖p0 + s−
Λ
α ‖UN

s ‖p0

)
ds+ t

α−1+β0−κ−Λ

α N−κζ ,

and (remembering that, from (1.20) and β0 6 0, Λ+β0+1
α < 1)

‖HN
t ‖

B
−βb,1

p′

b
;a

.

∫ t

0

(t− s)−
Λ+β0+1

α

(
‖bs ∗UN

s ‖∞‖uNs ‖p0
+ s−

Λ
α ‖UN

s ‖p0

)
ds+ t

α−1−κ−2Λ
α N−κζ.

In particular, if we take κ = β with β ∈ (0, (α+ β0 − Λ) ∧ 1), then it is easy to see that

‖HN
t ‖

S
β
t (b)

(2.11)

. t
β−β0

α ‖HN
t ‖

B
0,1
p0;a

+ t
β+Λ
α ‖bt‖

B
βb
pb;a

‖HN
t ‖

B
−βb,1

p′

b
;a

. N−βζ +

∫ t

0

Gβ(t, s)
(
‖bs ∗UN

s ‖∞‖uNs ‖p0
+ s−

Λ
α ‖UN

s ‖p0

)
ds,

where Gβ(t, s) is given as in (2.29).
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3.2. Proof of Lemma 2.9. Our proof arguments are first focused on establishing general esti-
mates on M

N
t successively in the Brownian case α = 2 (Theorem 3.2 and Lemma 3.3 below) and

next the pure-jump case α ∈ (1, 2) (Theorem 3.6). Combining these results, the proof of Lemma
2.9 is achieved at the end of the section.

We first show the following estimate.

Lemma 3.1. Let α = 2, p ∈ [2,∞]2 and p1 ∈ [1,∞)2 with p1 6 p and β, β1 ∈ R. For any m > 1
and β2 > (β−β1)∨0, there is a constant C = C(m,p,p1, β, β1, β2, d) > 0 such that, for any N > 1
and f ∈ Bβ1

p1;a
,

sup
t>0

‖f ∗MN
t ‖Lm(Ω;Bβ,1

p;a)
.C N− 1

2+ζ(3β2+Ap1,p)‖f‖
B

β1
p1;a

. (3.6)

In particular, for any p ∈ [2,∞]2, β ∈ R, β2 > β ∨ 0 and m > 1,

‖MN
t ‖Lm(Ω;Bβ,1

p;a)
.C N− 1

2+ζ(3β2+A1,p). (3.7)

Proof. By the embedding (2.12), without loss of generality we may assume p ∈ [2,∞)2. By the
definition of the anisotropic Besov norm and Minkowski’s inequality, we have

‖f ∗MN
t ‖Lm(Ω;Bβ,1

p;a)
6
∑

j>−1

2βj‖f ∗Ra
j M

N
t ‖Lm(Ω;Lp).

Recalling the definition (2.24) of MN
t , we have

f ∗Ra
j M

N
t (z) =

1

N

N∑

i=1

∫ t

0

f ∗Ra
j Pt−s((∇vΓsφN )(ZN,i

s − ·))(z)dW i
s

=
1

N

N∑

i=1

∫ t

0

(f ∗Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − z)dW i

s ,

where we have used that the symmetry property φN (z) = φN (−z) and, for a function g : R2d → R

and z′ ∈ R
2d,

Pt−s(g(z
′ − ·))(z) = (Pt−sg)(Γt−sz

′ − z). (3.8)

Next let us define, for t fixed, the stopped process

f ∗Ra
j M

N
u,t(z) =

1

N

N∑

i=1

∫ u

0

(f ∗Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − z)dW i

s , u ∈ [0, t],

which defines an L
p-valued martingale. With this, we are in position (as in [31]) to apply a func-

tional BDG (Burkhölder-Davis-Gundy) inequality to derive the control (3.6). Following e.g. [43]
(see Theorem 16.1.1 therein), this BDG inequality states that, given (E, | · |E) a UMD (uncondi-
tional martingale difference) Banach space, for any E-valued martingale {mt}t>0 with quadratic
variation {[m]t}t>0 and any p ∈ (1,∞), we have, for all t > 0,

‖ sup
06u6t

|mu|E‖Lp(Ω).cE,p
sup06u6t

‖|mu|E‖Lp(Ω) .CE,p
‖|[m]

1/2
t |E‖Lp(Ω), (3.9)

for some constants CE,p = C(E, p) and cE,p = c(E, p). The property that the mixed space L
p is

indeed a UMD space for p ∈ (1,∞)2 - along a recall of the notion of UMD spaces - is established
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in the appendix section (see Corollary D.2). Consequently, applying (3.9), we have

E
[
‖f ∗Ra

j M
N
t ‖mp

]
. sup

06u6t
E
[
‖f ∗Ra

j M
N
u,t‖mp

]
. E

[
‖[f ∗Ra

j M
N
u,t]u=t‖mp

]

. E

∥∥∥∥∥∥

(
1

N2

N∑

i=1

∫ t

0

|(f ∗Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − ·)|2ds

)1/2
∥∥∥∥∥∥

m

p

. N−m
E

∥∥∥∥∥∥

(
N∑

i=1

∫ t

0

|(f ∗Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − ·)|2ds

)1/2
∥∥∥∥∥∥

m

p

= N−m
E

∥∥∥∥∥

N∑

i=1

∫ t

0

|(f ∗Ra
j P

κ
t−s∇vΓsφN )(Γt−sZ

N,i
s − ·)|2ds

∥∥∥∥∥

m/2

p/2

6 N−m
E

(
N∑

i=1

∫ t

0

‖(f ∗Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − ·)‖2pds

)m/2

= N−m/2

(∫ t

0

‖f ∗Ra
j Pt−s∇vΓsφN‖2pds

)m/2

.

Let p2 ∈ [1,∞]2 be defined by 1+ 1
p
= 1

p1
+ 1

p2
. By Young’s inequality, the Definition 1.1 of the

anisotropic Besov norm, together with (1.17), and the heat kernel estimate (2.15), we have

‖f ∗Ra
j Pt−s∇vΓsφN‖p . 2−β1j‖f‖

B
β1
p1;a

‖Ra
j Pt−s∇vΓsφN‖p2

. 2j(1−β2−β1)‖f‖
B

β1
p1;a

((22j(t− s))−1 ∧ 1)‖∇vΓsφN‖
B

β2−1
p2;a

.

Observing that
∫ t

0

((22js)−1 ∧ 1)2ds . 2−2j , (3.10)

we further have, by (B.8) in Appendix B,

(∫ t

0

‖f ∗Ra
j Pt−s∇vΓsφN‖2pds

)1/2

. 2−j(β2+β1)‖f‖
B

β1
p1;a

N ζ(3β2+Ap1,p).

Combining the above calculations, we get

‖f ∗MN
t ‖Lm(Ω;Bβ,1

p;a)
.
∑

j>0

2βj2−j(β2+β1)‖f‖
B

β1
p1;a

N ζ(3β2+Ap1,p).

The result (3.7) now follows by β < β2 + β1. The estimate (3.7) is deduced next by taking f the
Dirac measure on 0, which lies in Bβ1

p1;a
for β1 = 0 and p1 = 1. �

The previous lemma is naturally not enough for the proof of Lemma 2.9 since it requires p > 2.
To drop this restriction, we use, as in [31], weight function techniques to show the following stronger
estimate. The price we have to pay for this procedure is that we need uniform moment estimates

on the process ZN,1
t .

Theorem 3.2. Let α = 2, β > 0, p ∈ [1,∞]2 with px ∧ pv < 2 and ℓ > Ap,p∨2. For any β1 > β
and m > 2, there is a constant C = C(Θ,p, ℓ,β, β1,m) > 0 such that, for any N > 1,

sup
t∈[0,T ]

‖MN
t ‖Lm(Ω;Bβ,1

p;a)
.C

[
1 + sup

s∈[0,T ]

(E
[
|ZN,1

s |ℓma
]
)1/m

]
N ζ(3β1+A1,p∨2)−

1
2 . (3.11)
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Proof. By the embedding (2.12), without loss of generality, we may (again) assume p ∈ [1,∞)2.
Note again from the Minkowski inequality that

‖MN
t ‖Lm(Ω;Bβ,1

p;a)
6
∑

j>0

2βj‖Ra
j M

N
t ‖Lm(Ω;Lp). (3.12)

Whenever p < 2, one cannot directly make an estimate by BDG’s inequality since L
p/2 is not a

Banach space. For simplicity of notation, we write p1 := p ∨ 2 and let p2 ∈ [1,∞]2 be defined by
1
p
= 1

p1
+ 1

p2
. To overcome the difficulty, we now specifically use a weight function:

ωℓ(z) :=
(
1 + (1 + |x|2) 1

1+α + |v|2
)
ℓ/2, z = (x, v) ∈ R

2d. (3.13)

for ℓ > a· d
p2

= Ap,p1
. The main properties and related key estimates on ωℓ are stated in Appendix

A. Clearly, we have

ωℓ(z + z′) . ωℓ(z) + ωℓ(z
′), z, z′ ∈ R

2d,

and the choice of ℓ also precisely guarantees the following integrability of the inverse weight,

‖ω−1
ℓ ‖p2

<∞.

Since Lp1 is (now) a UMD space, by Hölder’s inequality and BDG’s inequality (3.9) applied for Lp1 -
valued martingale (and introducing, for the application of the inequality, an appropriate stopped
version of Ra

j M
N
t as in the proof of Lemma 3.1), we have

E
[
‖Ra

j M
N
t ‖mp

]
6 E

[∥∥Ra
j M

N
t ωℓ

∥∥m
p1
‖ω−1

ℓ ‖mp2

]

. N−m
E

∥∥∥∥∥∥

(
N∑

i=1

∫ t

0

|(Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − ·)ωℓ|2ds

)1/2
∥∥∥∥∥∥

m

p1

= N−m
E

∥∥∥∥∥

N∑

i=1

∫ t

0

|(Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − ·)ωℓ|2ds

∥∥∥∥∥

m/2

p1/2

6 N−m
E

(
N∑

i=1

∫ t

0

‖(Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − ·)ωℓ‖2p1

ds

)m/2

. (3.14)

Noting that for a nonnegative function g : R2d → [0,∞),

g(Γt−sZ
N,i
s − ·)ωℓ . (gωℓ)(Γt−sZ

N,i
s − ·) + g(Γt−sZ

N,i
s − ·)ωℓ(Γt−sZ

N,i
s )

. (gωℓ)(Γt−sZ
N,i
s − ·)(1 + |ZN,i

s |ℓ),

by the translation invariance of Lp-norm, we have

‖(Ra
j Pt−s∇vΓsφN )(Γt−sZ

N,i
s − ·)ωℓ‖p1

. ‖
(
R

a
j Pt−s∇vΓsφN

)
ωℓ‖p1

(1 + |ZN,i
s |ℓa).

Substituting this into (3.14) and by ZN,i
s

(law)
= ZN,1

s , we further have

E
[
‖Ra

j M
N
t ‖mp

]
. N−m/2

(
1 + sup

s∈[0,t]

E
[
|ZN,1

s |ℓma
]
)(∫ t

0

∥∥(Ra
j Pt−s∇vΓsφN

)
ωℓ

∥∥2
p1
ds

)m/2

.

(3.15)

At this stage, we can apply Lemma A.3 from Appendix A - with β = β1, p = p1 and γ = 1 - to
get, for any j > 0,

‖
(
R

a
j Pt−s∇vΓsφN

)
ωℓ‖2p1

. 22j(1−β1)
(
(22j(t− s))−1 ∧ 1

)2‖(ΓsφN )ωℓ‖2
B

β1
p1;a

.
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Hence, applying Lemma B.2, it follows that
∫ t

0

‖
(
R

a
j Pt−s∇vΓsφN

)
ωℓ‖2p1

ds

. 22j(1−β1)

∫ t

0

((22j(t− s))−1 ∧ 1)2‖ωℓΓsφN‖2
B

β1
p1;a

ds

. (1 + (tN2ζ)2β1)N2ζ(β1+A1,p1 )22j(1−β1)

∫ t

0

((22js)−1 ∧ 1)2ds

. N2ζ(3β1+A1,p1 )2−2jβ1 ,

using again (3.10) for the last inequality. Substituting this into (3.15) and by (3.12), we obtain

‖MN
t ‖Lm(Ω;Bβ,1

p;a)
. N−1/2

(
1 + sup

s∈[0,t]

(E
[
|ZN,1

s |a
]
ℓm)1/m

)
∑

j

2βjN ζ(3β1+A1,p1)2−jβ1 ,

which immediately implies the estimate (3.11) by β1 > β. �

To conclude the proof of Lemma 2.9 for α = 2, it remains to establish the uniform moment
estimates for the solution to the interacting particle system (1.6) when p0 = 1. These estimates
are given by the following lemma.

Lemma 3.3. Let α = 2 and p0 = 1 and assume the condition (H) holds. Then, for any m ∈ N,
there is a constant C = C(Θ,m) > 0 such that for all t ∈ (0, T0

]
and N > 1,

‖bt ∗ uNt ‖Lm(Ω;L∞) .C t−
Λ
2 + sup

t∈[0,T0]

‖bt ∗MN
t ‖Lm(Ω;L∞). (3.16)

In particular,

sup
t∈[0,T0]

E
[
|ZN,1

t |ma
]
.C 1 + E

[
|ZN,1

0 |ma
]
+ sup

t∈[0,T0]

‖bt ∗MN
t ‖mLm(Ω;L∞). (3.17)

Proof. By (2.18) and Duhamel’s formula (with the notations of (2.23)), we have

uNt (z) = Ptu
N
0 (z) +

∫ t

0

Pt−sdivvG
N
s (z)ds+M

N
t (z).

By (2.11) and (2.16), we thus get

‖bt ∗ uNt ‖L∞ 6 ‖bt ∗ Ptu
N
0 ‖L∞ +

∫ t

0

‖bt ∗ Pt−sdivvG
N
s ‖L∞ds+ ‖bt ∗MN

t ‖L∞

. ‖bt‖
B

βb
pb;a

‖Ptu
N
0 ‖

B
−βb,1

p′

b
;a

+

∫ t

0

‖bt‖
B

βb
pb;a

‖Pt−sdivvG
N
s ‖

B
−βb,1

p′

b
;a

ds+ ‖bt ∗MN
t ‖L∞

. t
(βb−A

1,p′

b
)/2‖uN0 ‖B0

1;a
+

∫ t

0

(t− s)
(βb−A

1,p′

b
−1)/2‖GN

s ‖B0
1;a

ds+ ‖bt ∗MN
t ‖L∞ .

Observing as well that

‖uN0 ‖B0
1;a

. ‖uN0 ‖1 = ‖µN
t ∗ ΓtφN‖1 = 1,

and, from (2.20),

|GN
s (z)| 6 ‖bs ∗ uNs ‖L∞uNs (z) ⇒ ‖GN

s ‖1 6 ‖bs ∗ uNs ‖L∞ .

From the above computations, using again (2.10) and from (1.20),

A1,p′

b
− βb 6 A1,p′

b
− βb − β0 = Λ < 1,

we have, for all t ∈ (0, T0],

‖bt ∗ uNt ‖L∞ . t−
Λ
2 +

∫ t

0

(t− s)−
1+Λ
2 ‖bs ∗ uNs ‖L∞ds+ ‖bt ∗MN

t ‖L∞ .
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Therefore,

‖bt ∗ uNt ‖Lm(Ω;L∞) . t−
Λ
2 + ‖bt ∗MN

t ‖Lm(Ω;L∞) +

∫ t

0

(t− s)−
1+Λ
2 ‖bs ∗ uNs ‖Lm(Ω;L∞)ds.

Since Λ < 1, by Gronwall’s inequality of Volterra-type (see Lemma E.2), we obtain (3.16).
In particular, by (1.6), we have, for any m > 1,

sup
t∈[0,T0]

E
[
|ZN,1

t |ma
]
. 1 + E

[
|ZN,1

0 |ma
]
+

∫ T0

0

E
[
‖bs ∗ uNs ‖mL∞

]
ds.

Estimate (3.17) now follows by (3.16). �

Remark 3.4. For p0 6= 1, let us point out that we have a direct treatment for ‖bt ∗ uNt ‖L∞ , but
with a worse convergence rate. Indeed, by (2.11) and (2.2),

‖bt ∗ uNt ‖L∞ . ‖bt‖
B

βb
pb;a

‖uNt ‖
B

−βb,1

p′

b
;a

= ‖bt‖
B

βb
pb;a

‖µN
t ∗ ΓtφN‖

B
−βb,1

p′

b
;a

6 ‖bt‖
B

βb
pb;a

‖µN
t ‖B0

1;a
‖ΓtφN‖

B
−βb,1

p′

b
;a

. ‖ΓtφN‖
B

−βb+
ε
3

p′

b
;a

. N
ζ(−3βb+ε+a· d

pb
)

using (2.10) for the last but one inequality and Lemma B.2 for the last one.

Next we turn to the treatment of α ∈ (1, 2). In this case, we need to use a specific martingale
inequality established in [20]. We first state the following estimate.

Lemma 3.5. For any β ∈ R, p ∈ [1,∞]2 and 0 6 ε 6 θ < 1, there is a constant C > 0 such that
for all t > 0, v ∈ R

d and f ∈ Bβ+ε
p;a ,

‖Ptδ
(1)
(0,v)f‖Bβ,1

p;a
.C

[(
|v|θt− θ−ε

α

)
∧ 1
]
‖f‖

B
β+2ε
p;a

.

Proof. Let p ∈ [1,∞]2. By (2.10) and the heat kernel estimate (2.16), we have, for any γ > 0,
∥∥Ptδ

(1)
(0,v)f

∥∥
B

β,1
p;a

.
∥∥Ptδ

(1)
(0,v)f

∥∥
B

β+ε
p;a

. t−
γ
α ‖δ(1)(0,v)f‖Bβ−γ+ε

p;a
.

On the other hand, by the equivalent form of (2.9), we have, for any β ∈ R and γ ∈ [0, 1),

‖δ(1)(0,v)f‖Bβ
p;a

= sup
j>0

2jβ‖Ra
j δ

(1)
(0,v)f‖p = sup

j>0
2jβ‖δ(1)(0,v)R

a
j f‖p

. |v|γ sup
j>0

2jβ‖Ra
j f‖Bγ

p;a
. |v|γ‖f‖

B
β+γ
p;a

.

Combining the above two estimates, we obtain
∥∥Ptδ

(1)
(0,v)f

∥∥
B

β,1
p;a

. ‖f‖
B

β+ε
p;a

and for any 0 6 ε 6 θ < 1,
∥∥Ptδ

(1)
(0,v)f

∥∥
B

β,1
p;a

. t−
θ−ε
α ‖δ(1)(0,v)f‖Bβ−θ+2ε

p;a
. |v|θt− θ−ε

α ‖f‖
B

β+2ε
p;a

.

The proof is complete. �

Now we can show the following estimate.

Theorem 3.6. Let T > 0, 1 < α < 2 and p = (px, pv) ∈ (1,∞]2 with

α < q := 2 ∧ px ∧ pv.
Then, for any β > 0, m > 1 and ǫ > 0, there exists C = C(T,α,p, β,m, ε) > 0 such that for all
N> 1,

sup
t∈[0,T ]

‖MN
t ‖Lm(Ω;Bβ,1

p;a)
.C N

1
q
−1+ζ((α+1)β+A1,p+ε). (3.18)



PROPAGATION OF CHAOS OF MCKEAN-VLASOV SDES 27

As a preliminary to the proof of Theorem 3.6, let us highlight that applying the functional BDG
inequality (3.9) previously used for the case Brownian case α = 2 would naturally bring rather
intricate moment issues. It is more natural to rely on a specific martingale inequality which fits
the case of integrals with compensated Poisson measures. As we refer the interested reader to
[27, Section 5] for a historical account of maximal inequalities for such integrals, we will make use
below of the particular estimate established in [20].

Theorem 3.7 ([20], Theorem 2.13 and Corollary 2.14). Let (E, | · |E) be a separable Banach space
of martingale type p with 1 < p 6 2, (Z,Z) be a measurable space and ν be a positive σ-finite
measure on Z. Let (Ω,F, (Ft)t>0,P) be a complete filtered probability space with right continuous
filtration. Assume that η̃ is a compensated time homogeneous Poisson random measure on Z over
(Ω,F, (Ft)t>0,P) with intensity ν. Then, for any progressively measurable process ξ : R+×Ω → E
such that, for some n > 1,

E

[ ∫ ∞

0

∫

Z

|ξ(t, z)|pEν(dz) dt+
∫ ∞

0

∫

Z

|ξ(t, z)|p
n

E ν(dz) dt
]
<∞

we have

E

[
sup

06t6T

∣∣∣
∫ t

0

∫

Z

ξ(s, z)η̃(ds, dz)
∣∣∣
pn

E

)]
.C

n∑

k=1

E

[(∫ T

0

∫

Z

|ξ(s, z)|p
k

E ν(dz) ds
)pn−k

]
, (3.19)

for some positive constant C = C(E, p, n).

As for the notion of UMD spaces, the definition of Banach space of martingale type p is recalled
in Appendix D. Therein, we also establish that, under the assumption α < 1∧px∧pv, the inequality
(3.19) applies to the case E = L

p (see Corollary D.4).

Proof of Theorem 3.6. As in the previous proof of this section, according to the embedding (2.12),
we may assume p ∈ (1,∞)2 without loss of generality. As α ∈ (1, 2), by (2.17), (2.19) and (2.23),
we can write

M
N
t (z) =

1

N

N∑

i=1

∫ t

0

∫

Rd\{0}

ξit(s, vi)(z)Ñ
i(ds, dvi),

where (using again the difference operator (2.8)),

ξit(s, v)(z) := Pt−s

(
δ
(1)
(0,v)ΓsΦN

)
(ZN,i

s− − ·)(z).

To use appropriately the inequality (3.19), we first need to lift MN on the product space R
Nd
0 :=

R
Nd \ {0} as follows: For

LN
t := (Lα,1

t , · · ·, Lα,N
t ),

the overall noise driving the particle system (1.6), let N
N ((0, t], U) denote the jump measure of

LN and Ñ
N

the related compensated measure, respectively defined as: for all t ∈ (0, T ] and
U ∈ B(RNd

0 ),

N
N ((0, t], U) :=

∑

0<s6t

ll U (∆LN
s ), Ñ

N
(ds, dv) := N

N (ds, dv)− ν(dv)ds,

where ν(dv) is the Lévy measure of LN . Since the Lα,i are independent, their jumps ∆Lα,i 6= 0

never occur at the same time and ν and N
N admit the following representations:

ν(dv) =

N∑

i=1

δ{0}(dv1) · · · δ{0}(dvi−1)ν(dvi)δ{0}(dvi+1) · · · δ{0}(dvN ), (3.20)

N
N (ds, dv) =

N∑

i=1

δ{0}(dv1) · · · δ{0}(dvi−1)N
i(ds, dvi)δ{0}(dvi+1) · · · δ{0}(dvN ),
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for δ{0} the Dirac measure in 0. In particular, for any i, since ξit(s, 0)(z) = 0 and since the measure

Ñ
N

only supports one jump at a given time, we have:
∫

RNd
0

ξit(s, vi)(z)Ñ
N
(ds, dv)

=

N∑

j=1,j 6=i

∫

Rd
0

ξit(s, 0)(z) ll {vj 6=0}Ñ
j(ds, dvj) +

∫

Rd
0

ξit(s, vi)(z)Ñ
i(ds, dvi)

=

∫

Rd
0

ξit(s, vi)(z)Ñ
i(ds, dvi).

As such, if we next introduce the predictable process

ξNt (s,v)(z) :=
1

N

N∑

i=1

ξit(s, vi)(z), 0 6 s 6 t 6 T, z ∈ R
d,

then M
N
t (z) can be written as

M
N
t (z) =

∫ t

0

∫

RNd
0

ξNt (s,v)(z)Ñ
N
(ds, dv).

Since L
p is a space of martingale q-type (recall that q ∈ (α, 2 ∧ px ∧ pv]), applying Theorem 3.7 to

the stopped martingale

M
N
u,t(z) =

∫ u

0

∫

RNd
0

ξNt (s,v)(z)Ñ
N
(ds, dv), u ∈ [0, t],

we have: for any n ∈ N,

(
E

[
‖MN

t ‖q
n

B
β,1
p;a

])1/qn
6
∑

j>0

2βj

(
E

[
‖Ra

j M
N
t ‖q

n

Lp

])1/qn

6
∑

j>0

2βj

(
E

[
sup

06u6t
‖Ra

j M
N
u,t‖q

n

Lp

])1/qn

=
∑

j>0

2βj

(
E

[
sup

06u6t

∥∥∥
∫ u

0

∫

RNd
0

R
a
j ξ

N
t (s,v)(z)Ñ

N
(ds, dv)

∥∥∥
qn

Lp

])1/qn

.
∑

j>0

2βj

(
n∑

k=1

E

[(∫ t

0

∫

RNd
0

‖Ra
j ξ

N
t (s,v)‖q

k

Lpν(dv) ds

)qn−k ])1/qn

. (3.21)

According to (3.20),

∫

RNd
0

‖Ra
j ξ

N
t (s,v)‖q

k

Lpν(dv) =
1

N qk

N∑

i=1

∫

Rd
0

‖Ra
j ξ

i
t(s, vi)‖q

k

Lpν(dvi),

and so

E

[(∫ t

0

∫

RNd
0

‖Ra
j ξ

N
t (s,v)‖q

k

Lpν(dv) ds

)qn−k ]
=

1

N qn
E

[(
N∑

i=1

∫ t

0

∫

Rd
0

‖Ra
j ξ

i
t(s, v)‖q

k

Lpν(dv) ds

)qn−k ]
.

Using successively the invariance by translation of ‖ · ‖Lp and Lemmas 2.5 and 3.5 further gives

‖Ra
j ξ

i
t(s, v)‖Lp =

∥∥∥Ra
j Pt−s

(
δ
(1)
(0,v)ΓsΦN

)
(ZN,i

s− − ·)
∥∥∥
Lp

=
∥∥∥Ra

j Pt−s

(
δ
(1)
(0,v)ΓsΦN

)∥∥∥
Lp

. 2−(β+ǫ)j‖Pt−sδ
(1)
(0,v)ΓsΦN‖

B
β+ε,1
p;a

. 2−(β+ǫ)j
[(
|v|θ(t− s)−

θ
α

)
∧ 1
]
‖ΓsφN‖

B
β+3ε
p;a

.
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Hence, plugging the above into (3.21) yields
(
E

[
‖MN

t ‖q
n

B
β,1
p;a

] )1/qn

.
1

N
sup

s∈[0,t]

‖ΓsφN‖
B

β+3ε
p;a

∑

j>0

2−εj

(
n∑

k=1

(
N

∫ t

0

∫

Rd
0

(
|v|θ(t− s)−

θ−ε
α

)qk ∧ 1

|v|d+α
dvds

)qn−k
)1/qn

.
N1/q

N
sup

s∈[0,t]

‖ΓsφN‖
B

β+3ε
p;a

(
n∑

k=1

(∫ t

0

(t− s)
ε
θ
−1

∫

Rd
0

|v|θqk ∧ 1

|v|d+α
dvds

)qn−k )1/qn

.

Since q ∈ (α, 2], one can choose θ ∈ (αq , 1) so that the remaining time-integrals on the right-hand

side are finite for each k = 1, · · · , n. Thus, we obtain
(
E

[
‖MN

t ‖q
n

B
β,1
p;a

] )1/qn
. N1/q−1 sup

s∈[0,t]

‖ΓsφN‖
B

β+3ε
p;a

.

Now for any m ∈ N, one can choose n large enough so that m 6 qn. Thus by Hölder’s inequality
and (B.8),

‖MN
t ‖Lm(Ω;Bβ,1

p;a)
. N1/q−1 sup

s∈[0,t]

‖ΓsφN‖
B

β+3ε
p;a

. N1/q−1+ζ((α+1)(β+3ε)+A1,p).

The proof is complete by choosing n large enough. �

Proof of Lemma 2.9. We separately consider the cases α = 2 and α ∈ (1, 2).
(Case α = 2). Fix ε > 0. By Lemma 3.1 (with β = 0, β1 = βb , p = ∞ and p2 = pb), we have,

‖bt ∗MN
t ‖Lm(Ω;L∞) . N− 1

2+ζ(Apb,∞
−3βb+ε)‖bt‖

B
βb
pb;a

. (3.22)

In particular, if ζ61/(2(Apb,∞ − 3βb+ε)), then

sup
t∈[0,T0]

sup
N

‖bt ∗MN
t ‖Lm(Ω;L∞) . 1. (3.23)

If p0> 2, then by (3.7) with β = 0, β2 = ε/3 and p = p0, we have

‖MN
t ‖Lm(Ω;B0,1

p0;a)
. N− 1

2+ζ(ε+A1,p0).

Hence, by definition of the norm ‖ · ‖
S
β
t (b)

and (3.22), we have

∥∥MN
t

∥∥
Lm(Ω;Sβt (b))

=t
β−β0

α ‖MN
t ‖Lm(Ω;B0,1

p0;a)
+ t

β+Λ
α ‖bt ∗MN

t ‖Lm(Ω;L∞) (3.24)

. N− 1
2+ζ(ε+A1,p0) +N− 1

2+ζ(Apb,∞
−3βb+ε)

. N− 1
2+ζ((Apb,∞

−3βb)∨A1,p0+ε).

If p0 = 1, then, by (3.11) (for β = 0, β1 = ε/3, p = 1),

‖MN
t ‖Lm(Ω;B0,1

1;a)
.

[
1 + sup

s∈[0,T ]

(E|ZN,1
s |ℓma )1/m

]
N ζ(ε+A1,2)−

1
2

(3.17),(3.23)

.
[
1 + (E|ZN,1

0 |ℓma )1/m
]
N ζ(ε+A1,2)−

1
2 .

Substituting this into (3.24) and by (3.22), we obtain

‖MN
t ‖Lm(Ω;B0,1

1,;a)
.
[
1 + (E|ZN,1

0 |ℓma )1/m
]
N ζ(ε+A1,2)−

1
2 +N− 1

2+ζ(Apb,∞
−3βb+ε)

.
[
1 + (E|ZN,1

0 |ℓma )1/m
]
N ζ((Apb,∞

−3βb)∨A1,2+ε)− 1
2 .
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(Case α ∈ (1, 2)). By (2.11), we have
∥∥MN

t

∥∥
Lm(Ω;Sβt (b))

= t
β−β0

α ‖MN
t ‖Lm(Ω;B0,1

p0;a)
+ t

β+Λ
α ‖bt ∗MN

t ‖Lm(Ω;L∞)

. t
β−β0

α ‖MN
t ‖Lm(Ω;B0,1

p0;a)
+ t

β+Λ
α ‖MN

t ‖
Lm(Ω;B

−βb,1

p′

b
;a

)
.

Since px,0 ∧ pv,0 > α and p0 6 p′
b, one can choose (β,p) = (0,p0) and (−βb,p′

b) separately in
Estimate (3.18) so that the exponent q dominating the rate in N is given by q = px,0 ∧ pv,0 ∧ 2,
and

∥∥MN
t

∥∥
Lm(Ω;Sβt (b))

. N
1
q
−1+ζ(A1,p0+ε) +N

1
q
−1+ζ(A

1,p′

b
−(1+α)βb+ε)

. N
1
q
−1+ζ(A1,p0∨(Apb,∞

−(1+α)βb)+ε).

This completes the proof. �

Appendix A. Weighted estimates

In this section, we state and prove some essential properties on the weighted L
p-controls relative

to the block operators Ra
j defined in (1.17), for a particular family of weight functions ωℓ, specified

in (A.1) below. We also establish controls for the kinetic semigroup Pt defined in (2.14). These
estimates are notably meaningful to handle the particular setting p0 = 1 in the main Theorems
1.2 and 2.1 (notably for Theorem 3.2), and some intermediate results in the subsequent appendices
B and C.
The results presented in this section consist of slight extensions of previous statements from [19]
and [17] (and also references therein), but, for the sake of completeness, we present here the full
proofs.

Consider the class of weight functions, given by: For ℓ > 0,

ωℓ(z) :=
(
1 + (1 + |x|2) 1

1+α + |v|2
)
ℓ/2, z = (x, v) ∈ R

2d. (A.1)

This weight function is C∞ and satisfies the following three properties relative to derivatives,
growth and integrability control and to finite difference:

|∇kωℓ(z)| = |(∇k
xωℓ(z),∇k

vωℓ(z))| . ωℓ(z), k ∈ N, z ∈ R
2d, (A.2)

ωℓ(z + z′) 6 (2ℓ−1 ∨ 1)(ωℓ(z) + ωℓ(z
′))6 2(2ℓ−1 ∨ 1)ωℓ(z)ωℓ(z

′), z, z′ ∈ R
2d, (A.3)

and, for all p ∈ [1,∞]2, such that ℓ > a · d
p
,

‖(ωℓ)
−1‖p <∞. (A.4)

Given ωℓ as above, we shall consider the quantities

‖(Ra
j f)ωℓ‖p, j > 0,p ∈ [1,∞]2, f ∈ S

′(R2d).

These are naturally related to the weighted anisotropic Besov space:

Bs,q
p;a(ωℓ) :=





f ∈ S

′ : ‖f‖Bs,q
p;a(ωℓ) :=



∑

j>0

(
2js‖(Ra

j f)ωℓ‖p
)q



1/q

<∞





,

for s > 0, p ∈ [1,∞]2 and q ∈ [1,∞]. Theorem 2.7 in [19] previously established, for any
f ∈ S

′, the equivalence between the norms ‖f‖Bs,q
p;a(ωℓ) and ‖ωℓf‖Bs,q

p;a
in the special case where

p = (p, p) ∈ [1,∞]2. This equivalence is stated for a broad class of weight functions, ωℓ defined in
(A.1) being a particular instance of this class. The original proof of Theorem 2.7 in [19] relies on
establishing, whenever s > 0, that

‖f‖Bs,q
p;a(ωℓ) ≍ ‖f‖

B̃
s,q
p;a(ωℓ)

≍ ‖ωℓf‖Bs,q
p;a
, (A.5)



PROPAGATION OF CHAOS OF MCKEAN-VLASOV SDES 31

where

‖f‖
B̃

s,q
p;a(ωℓ)

:= ‖ωℓf‖p +

(∫

|h|a61

(
‖ωℓδ

([β]+1)
h f‖p
|h|sa

)q
dh

|h|(2+α)d

)1/q

,

for δ
(M)
h the M th difference operator defined in Section 2.1. Essentially, the equivalence (A.5) is

obtained from the composition properties of δ
(M)
h , suitable commutations with the block operators

R
a
j (see [19], pp. 647), the properties (A.2) and (A.3), and finally the weighted Young inequality:

‖(g ∗ h)ωℓ‖p . ‖gωℓ‖p1
‖hωℓ‖p2

,
1

p′
=

1

p1

+
1

p2

,p,p1,p2 ∈ [1,∞]2 (A.6)

(for p′ the conjugate (1.13) of p). The latter can be simply derived from Young’s inequality,
noticing that

g ∗ h(z)ωℓ(z) =

∫
ωℓ(z)

ωℓ(z − z)ωℓ(z)

(
gωℓ

)
(z − z)(hωℓ)(z) dz,

and observing that, by (A.3), ωℓ(z)
ωℓ(z−z)ωℓ(z)

. 1, for all z, z.

The restriction p = (p, p) in [19] was only made for simplicity and replicating the initial proof
steps in [19], one may extend (A.5) from a common integrability index to a mixed one. For the
present paper, we shall restrict this extension on establishing the following estimate.

Lemma A.1. For any f ∈ S
′(R2d) such that ωℓf ∈ Bβ

p;a with β > 0, p ∈ [1,∞]2, we have: for
any j > 0,

‖
(
R

a
j f
)
ωℓ‖p . 2−βj

(
‖ωℓf‖p + ‖ωℓf‖Bβ

p;a

)
. (A.7)

In particular, for β = 0, ‖
(
R

a
j f
)
ωℓ‖p . ‖ωℓf‖p.

Proof. As in [19], the proof essentially consists in establishing that

‖(Ra
j f)ωℓ‖p . 2−βj

(
‖ωℓf‖p + sup

|h|a61

‖(δ([β]+1)
h f)ωℓ‖p

|h|βa

)
. (A.8)

Indeed, this estimate gives naturally the claim when β = 0. For β > 0, recalling the Leibniz rule:
for any integer m > 1,

δ
(m)
h (fωℓ) =

m∑

n=0

m!

n!(m− n)!

(
δ
(n)
h f

)(
δ
(m−n)
h ωℓ(·+ nh)

)

the quantity ‖(δ[β]+1
h f)ωℓ‖p is readily bounded by ‖δ([β]+1)

h (fωℓ)‖p and ‖(δ(k)h f)(δ
(n)
h ωℓ(·+ nh))‖p

for 0 6 k < m and 0 6 n 6 m. Further, due to the polynomial form (A.1), by Taylor expansions,
one can check that: for all h ∈ R

d such that |h|a 6 1,

|δ(n)h ωℓ(z + nh)| . |h|naωℓ(z)ωℓ(nh),

and further

‖(δ(k)h f)(δ
(n)
h ωℓ(·+ nh))‖p . |h|na‖(δ

(k)
h f)ωℓ‖p.

By iteration, it thus follows that

sup
|h|a61

‖(δ([β]+1)
h f)ωℓ‖p

|h|βa
. ‖ωℓf‖p + sup

|h|a61

‖δ([β]+1)
h (fωℓ)‖p

|h|βa
.

The claim (A.7) is finally derived by the equivalent norm (2.9) with q = ∞ and s = β > 0.
For the proof of (A.8), recall that, for any integer m > 1 and h ∈ R

2d, the mth difference operator
writes as

δ
(m)
h f(z) =

m∑

n=0

(−1)m−nCn
mf(z + nh).
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For fixed m > 1, we shall so define the class {φm,a
k }k>0 as

φm,a
k (ξ) = (−1)m

m∑

n=1

(−1)m−nCn
mφ

a
k (nξ), ξ ∈ R

2d.

Given that, for any n ∈ N \ {0}, {φaj (n·)}j>0 is a partition of unity, {φm,a
k }k>0 defines itself a

partition of unity with
∑

k>0

φm,a
k (ξ) = (−1)m

m∑

n=1

(−1)m−nCn
m = 1.

Hence, for all j > 0, Ra
j f =

∑
k>0 φ̌

a
j ∗ φ̌m,a

k ∗ f . Next, since (φak (n·))̌ (z) = n−2dφ̌ak (n
−1z) and

n−2dφ̌aj ∗ φ̌ak (n−1·) = (φaj φ
a
k (n·))̌ = 0 for all |k − j| > n+ 2, from the above, we get

R
a
j f(z) =

∑

k>0

φ̌aj ∗ φ̌m,a
k ∗ f(z) =

∑

k>0,|k−j|6m+2

φ̌aj ∗
(
(−1)m

m∑

n=1

(−1)m−nCn
m(φak (n·))̌ ∗ f

)
(z).

Moreover by change of variables and as
∫
φ̌ak (z)dz = 0,

(−1)m
m∑

n=1

(−1)m−nCn
mn

−2dφ̌ak (n
−1·) ∗ f(z) = (−1)m

m∑

n=1

(−1)m−nCn
m

∫
φ̌ak (−z)f(z + nz)dz

= (−1)m
m∑

n=0

(−1)m−nCn
m

∫
φ̌ak (−z)f(z + nz)dz = (−1)m

∫
φ̌ak (−z)δ

(m)
z f(z)dz.

Combining all the above,

R
a
j f(z) = (−1)m

∑

k>0,|k−j|6m+2

φ̌aj ∗
∫
φ̌ak (−z)δ

(m)
z f(z)dz =:

∑

k>0,|k−j|6m+2

φ̌aj ∗ R̃a
k f(z).

Applying the weighted Young inequality (A.6), it follows that

‖(Ra
j f)ωℓ‖p .

∑

k>0,|k−j|6m+2

‖ωℓφ̌
a
j ‖1‖(R̃a

k f)ωℓ‖p.

As φaj is a Schwartz function, φ̌aj is itself a Schwartz function, and according to (1.18), we have

supj ‖ωℓφ̌
a
j ‖1 <∞. Thus,

‖(R̃a
k f)ωℓ‖p = ‖

∫
φ̌ak (−z)

(
ωℓδ

(m)
z f

)
(·) dz‖p 6

∫
|φ̌ak (−z)|‖ωℓδ

(m)
z f‖p dz

6

∫

|z|a61

|φ̌ak (−z)|‖ωℓδ
(m)
z f‖p dz +

∫

|z|a>1

|φ̌ak (−z)|‖ωℓδ
(m)
z f‖p dz.

Taking now m = [β] + 1, and as ‖φ̌ak | · |βa‖1 . 2−βj

∫

|z|a61

|φ̌ak (−z)|‖ωℓδ
(m)
z f‖p dz . 2−βj sup

|z|a61

‖(δ([β]+1)
z f)ωℓ‖p

|z|βa
.

Meanwhile, since, for all z, h ∈ R
2d, (A.2) and (A.3) ensure that |δ(1)h ω(z)| . |h|aωℓ(h)ωℓ(z) for all

h ∈ R
2d, by change of variables,

‖(δ(1)z f)ωℓ‖p = ‖(δ(1)−zωℓ)f‖p . |z|aωℓ(z)‖ωℓf‖p.

Iterating this estimate, it follows that
∫

|z|a>1

|φ̌ak (−z)|‖ωℓδ
(m)
z f‖p dz .

( ∫

|z|a>1

|φ̌ak (−z)||z|ma ωℓ(z)
m dz

)
‖ωℓf‖p . 2−jβ‖ωℓf‖p.
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Hence, we can conclude that

‖(Ra
j f)ωℓ‖p . 2−βj

(
sup

|z|a61

‖(δ([β]+1)
z f)ωℓ‖p

|z|a
+ ‖ωℓf‖p

)
,

and so conclude (A.8). �

We next establish a weighted version of the estimate (2.15) in Lemma 2.5 for the kinetic semi-
group Pt in the case α = 2. To this aim, let us first establish a weighted version of the Bernstein
inequality in Lemma 2.2 (we refer to [19, Lemma 2.4] for the special case p = (p, p)).

Lemma A.2. For any positive integers k = (k1, k2), p,p1 ∈ [1,∞] with p1 6 p, and for Ap1,p

defined as in (1.12), there is a constant C = C(k,p,p1, d, ℓ) > 0 such that for all j > 0, f ∈ S ′,

‖
(
∇k1

x ∇k2
v R

a
j f
)
ωℓ‖p . 2j

(
(1+α)k1+k2+Ap1,p

)
‖
(
R

a
j f
)
ωℓ‖p1

. (A.9)

Proof. Using (again) the partition of unity defined by {φak}k>0 and since, according to (1.15),
supp(φaj φ

a
k ) = 0 whenever |k − j| > 2, we have

∇k1
x ∇k2

v R
a
j f =

∑

k>0,|k−j|62

φ̌ak ∗ ∇k1
x ∇k2

v R
a
j f =

∑

k>0,|k−j|62

∇k1
x ∇k2

v φ̌
a
k ∗Ra

j f.

Applying the weighted Young inequality (A.6), it follows that

‖(∇k1
x ∇k2

v R
a
j f)ωℓ‖p 6

∑

k>0,|k−j|62

‖(∇k1
x ∇k2

v φ̌
a
k ∗Ra

j f)ωℓ‖p

.
∑

k>0,|k−j|62

‖(Ra
j f)ωℓ‖p1

‖
(
∇k1

x ∇k2
v φ̌

a
k

)
ωℓ‖p2

,

where 1
p′ = 1

p1
+ 1

p2
Since each φ̌ak is a Schwartz function, ‖

(
∇k1

x ∇k2
v φ̌

a
0 )ωℓ‖p2

< ∞. For k > 1,

owing to the scaling property (1.18) and by change of variables, we get

‖φ̌akωℓ‖p2
= 2(k−1)

(
(1+α)k1+k2+(2+α)d

)
‖
(
∇k1

x ∇k2
v φ̌

a
1

)
(2(k−1)a·)ωℓ‖p2

= 2(k−1)
(
(1+α)k1+k2+A1,p2

)
‖(∇k1

x ∇k2
v φ̌

a
1 )ωℓ(2

−(k−1)a·)‖p2
.

Since ωℓ(2
−(k−1)a·) .C(ℓ) ωℓ and A1,p2

= Ap1,p, this gives the claim. �

Owing to this preliminary, we have the following heat kernel estimate:

Lemma A.3. Let Pt be defined as in (2.14) for α = 2. For any p,p1 ∈ [1,∞]2 with p1 6 p,
β > 0, γ > 0 and 0 6 T <∞, there is a constant C = C(d, β, γ,p,p1, ℓ, T ) > 0 such that for any
f ∈ Bβ

p1;a
(ωℓ), 0 < t 6 T , and j > 0,

‖
(
R

a
j Pt∇vf

)
ωℓ‖p .C 2j(Ap1,p+1−β)

(
(22jt)−γ ∧ 1

)
‖ωℓf‖Bβ

p1;a
, (A.10)

where Ap1,p is defined as in (1.12), with α = 2 and a = (3, 1).

Proof. The proof essentially consists in replicating the original arguments of the items (i) and (ii)
in [17, Lemma 2.12], the auxiliary Lemma 2.11 therein and Lemma 3.1 in [44].

For the case j = 0, starting from (2.14) - with pt the density function as in (2.13) -, by direct
calculations, applying twice the weighted Young inequality (A.6) and using the invariance of Lp

by Γt, it follows that

‖(Ra
0Pt∇vf)ωℓ‖p = ‖

(
φ̌a0 ∗ Γt(pt ∗ ∇vf)

)
ωℓ‖p = ‖

(
Γ−tφ̌

a
0 ∗ (pt ∗ ∇vf)

)
Γ−tωℓ‖p1

. ‖
(
Γ−tφ̌

a
0 ∗ (pt ∗ ∇vf)

)
ωℓ‖p = ‖

(
∇vΓ−tφ̌

a
0 ∗ (pt ∗ f)

)
ωℓ‖p

. ‖(∇vΓ−tφ̌
a
0 )ωℓ‖p2

‖(pt ∗ f)ωℓ‖p1

. ‖(∇vΓ−tφ̌
a
0 )ωℓ‖p2

‖ptωℓ‖1‖fωℓ‖p1
,
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for p2 ∈ [1,∞]2 such that 1/p2 = 1/p1 + 1/p′. Owing to the scaling properties of pt (with α = 2)
and the polynomial form of ωℓ, supt>0 ‖ptωℓ‖1 < ∞. Since ∇vΓ−tφ̌

a
j = Γ−t∇vφ̌

a
j + tΓ−t∇xφ̌

a
j ,

|Γt∇vωℓ| .C(T ) ωℓ, and since φ̌a0 is a Schwartz function, we have

‖∇vΓ−tφ̌
a
0ωℓ‖p2

.C(T ) ‖∇vφ̌
a
0ωℓ‖p2

+ ‖∇xφ̌
a
0ωℓ‖p2

<∞.

Therefore, as β > 0, the embedding (2.10) yields Bβ
p1;a

→֒ L
p1 and, for all γ > 0,

‖
(
R

a
0Ptf

)
ωℓ‖p .C ‖ωℓf‖p1

.C(T )

(
t−γ ∧ 1

)
‖ωℓf‖Bβ

p1;a
.

For the general case j > 1, as the φaj ’s define a partition of unity,
∑

k>0 R
a
k f = f and thus

R
a
j Pt∇vf =

∑

k>0

R
a
j Γtpt ∗ ΓtR

a
k∇vf =

∑

k>0

φ̌aj ∗ Γtpt ∗ Γtφ̌
a
k ∗ Γt∇vf (A.11)

=
∑

k>0

φ̌aj ∗ Γtφ̌
a
k ∗ Γtpt ∗ Γt∇vf.

Since Γtφ̌
a
k = (φa(ξ1, ξ2 − tξ1))̌ = (Γ̃tφ

a
k )̌ , we can write φ̌aj ∗ Γtφ̌

a
k =: (φaj Γ̃tφ

a
k )̌ . Observe next

that (with the convention 2k−1 = 0 if k = 0) the support of φaj Γ̃tφ
a
k is given by

supp
(
φaj Γ̃tφ

a
k

)
=
{
ξ = (ξ1, ξ2) : 2j−1 6 |ξ1|1/3 + |ξ2| 6 2j+1, 2k−1 6 |ξ1|1/3 + |ξ2 − tξ1| 6 2k+1

}
.

By triangular inequality, each element of this set has to satisfy: |ξ1|1/3 6 2j+1 ∧ 2k+1 = 2j∧k+1,

(2k−1 − t|ξ1|) ∨ 2j−1 6 |ξ1|1/3 + |ξ2| 6 2j+1 ∧ (2k+1 + t|ξ1|) 6 2j+1 ∧ (2k+1 + t23(k+1)),

(2j−1 − t|ξ1|) ∨ 2k−1 6 |ξ1|1/3 + |ξ2 − tξ1| 6 2k+1 ∧ (2j+1 + t|ξ1|) 6 2k+1 ∧ (2j+1 + t23(j+1)).

In view of these delimiters, given j > 0 and t ∈ [0, T ], for all k outside the family of indices

Θt
j := {k ∈ N : 2k−1 6 2j+1 + t23(j+1) and 2j−1 6 2k+1 + t23(k+1)},

the support set supp
(
φaj Γ̃tφ

a
k

)
is empty and φaj Γ̃tφ

a
k = 0. Additionally, for all k ∈ Θt

j,

2k−1 6
(
2j+1 + t23(j+1)

)
6 2j+1

(
1 + t22(j+1)

)
,

and so

k 6 j + 2 + (ln(2))−1 ln
(
1 + t22(j+1)

)
=: j + 2 + Θ+.

From this upper-bound, we further deduce a lower-bound on Θt
j, observing that

2k+1 > 2j−1
(
1 + t22(k+1)

)−1
> 2j−1

(
1 + t22(j+3+Θ+)

)−1

and so

k >
(
j − 2− (ln(2))−1 ln

(
1 + t22(j+2+Θ+)

))
∨ 0 =:

(
j − 2−Θ−

)
∨ 0.

Therefore, as β > 0, 2βΘ− =
(
1 + t2j+1+Θ+

)β
and 2Θ+ = (1 + t22(j+1))2,

∑

k∈Θt
j

2−kβ =
2−β(j−2−Θ−)∨0 − 2−β(j+2+Θ+)

1− 2−β
.C(β) 2

−βj
(
1 + t23(j+1)

)β
. (A.12)

Coming back to (A.11), it follows that

R
a
j Ptf =

∑

k∈Θt
j

φ̌aj ∗ Γtφ̌
a
k ∗ Γtpt ∗ Γt∇vf =

∑

k∈Θt
j

R
a
j Γtpt ∗ ΓtR

a
k∇vf.

Now, using again the weighted Young inequality (A.6), we get

‖
(
R

a
j Pt∇vf

)
ωℓ‖p1

.
∑

k∈Θt
j

‖
(
(Ra

j Γtpt) ∗ (ΓtR
a
k f)
)
ωℓ‖p1

.
∑

k∈Θt
j

‖(Ra
j Γtpt)ωℓ‖1‖(ΓtR

a
k∇vf)ωℓ‖p1

.
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Since, for any z ∈ R
2d, |Γ−tωℓ(z)| .C(T,ℓ) ωℓ(z), applying successively the weighted Bernstein

inequality (A.9) (with k = (0, 1), p = p1) and the estimate (A.7) in Lemma A.1 yields

‖(ΓtR
a
k∇vf)ωℓ‖p1

. 2k‖(Ra
k f)ωℓ‖p1

. 2k(1−β)‖fωℓ‖Bβ
p1;a

.

Finally, extending the proof arguments of Lemma 3.1 in [44] to a weighted setting, we may claim
that

‖(Ra
j Γtpt)ωℓ‖1 . (22jt)−γ ∧ 1. (A.13)

From this estimate, and using (A.12) with γ + 3β in place of γ, we obtain that
∑

k∈Θt
j

‖(Ra
j Γtpt)ωℓ‖1‖(ΓtR

a
k f)ωℓ‖p1

.
(
(22jt)−γ−β ∧ 1

)
‖fωℓ‖Bβ

p1;a

∑

k∈Θt
j

2k(1−β),

and so
∑

k∈Θt
j

‖(Ra
j Pt∇vf)ωℓ‖1 . 2j(1−β)

(
(22jt)−γ−3β ∧ 1

)
(1 + t23j)β‖fωℓ‖Bβ

p1;a
.

This gives (A.10).
The proof of the estimate (A.13) proceeds as follows: recalling (1.18) with α = 2, φaj (ξ) =

24(j−1)dφa1 (2
(j−1)aξ) (for 2saξ = (23ξ1, 2ξ2)). Using (again) the scaling properties of pt, by change

of variables, we have, for ~ := (2j
√
t)−1, and 2−az = (2−3z1, 2

−1z2),

‖(Ra
j Γtpt)ωℓ‖1 = 2−4d

∫
ωℓ(z)

∣∣∣
∫
φ̌a1 (2

−az)p1(x− ~
3x+ v − ~v, v − ~v)dz

∣∣∣dz

=:

∫
ωℓ(z)

∣∣∣
∫
φ̌a1 (2

−az)H(z − Γ~~
az)dz

∣∣∣dz.

For m ∈ N, defining next the operator △m
z and its inverse △−m

ξ , as

△m
z =

(
△x +△v

)m
, (△−m

ξ f )̂ (ξ1, ξ2) =
(
|ξ1|2 + |ξ2|2

)−m
f̂(ξ1, ξ2),

we get
∫
φ̌a1 (2

−az)H(z − Γ~~
a)dz =

∫
(̌△−m

z φa1 )(2
az)△m

z H(z − Γ~~
a)dz.

Using the growth property (A.3) of ωℓ, it follows that

‖(Ra
j Γtpt)ωℓ(z)‖1 . ‖

(
△−m

z φ̌a1 (2
az)
)
ωℓ(z)‖1 sup

z
‖
(
△m

z H(· − ~Γhz)
)
ωℓ(· − ~Γhz)‖1.

Owing to the regularity of p1,

‖△m
z H(· − ~Γhz)ωℓ(· − ~Γhz)‖1 . ~

2m,

and since φ̌a1 is a Schwartz function, ‖△−m
z φ̌a1 (2

−az)ωℓ(z)‖1 is finite. Hence

‖Ra
j Γtptωℓ‖ . ~

2m = (22jt)−m.

As m is arbitrary, (A.13) follows. �

Appendix B. Besov norm of scale functions

For φ ∈ S(R2d), we define a dilation operator as: for λ > 0,

φλ(z) := Dλφ(x, v) := λ(2+α)dφ(λ1+αx, λv).

Let p,p′ ∈ [1,∞]2 with 1
p′ +

1
p
= 1. For any β > 0, by the scaling properties of the mixed norm

‖ · ‖p defined in (1.9) and of the anisotropic distance (1.14), it is easy to see that, for all λ > 0,

‖| · |βaφλ(·)‖p = λa·d/p
′−β‖| · |βaφ(·)‖p = λA1,p−β‖| · |βaφ(·)‖p. (B.1)

We first establish the following crucial lemma for later use.
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Lemma B.1. Let ψ be a smooth function so that ψ̂ ∈ C∞
c (R2d \ {0}) and set ψℓ = Dℓψ. For any

p ∈ [1,∞]2 and β > 0, there is a constant C = C(β, d,p, ψ, φ) > 0 such that for all λ, ℓ > 0 and
t ∈ R,

‖ψℓ ∗ Γtφλ‖p . λA1,p(1 + |t|λα)β(λ/ℓ)β . (B.2)

Proof. Set ~ := λ/ℓ. First of all, by the very definition of Dλ and changes of variables, it is easy
to see that

ψℓ ∗ (Γtφλ)= Dℓ

(
Dℓ−1(ψℓ ∗ (ΓtDλφ))

)
= Dℓ(ψ ∗Dℓ−1(ΓtDλφ)) = Dℓ(ψ ∗D~(Dλ−1Γtλαφ)),

the last equality following from the property ΓtDλφ(x, v) = DλΓλαtφ(x, v). By the embedding
(2.10), the Young inequality (2.11), (B.1) and since ‖Γtf‖p = ‖f‖p, we have

‖ψℓ ∗ Γtφλ‖p= ℓA1,p‖ψ ∗D~(Dλ−1Γtλαφ)‖p .ℓA1,p‖ψ‖
B

0,1
1;a

‖D~Γtλαφ‖p = λA1,p‖ψ‖1‖φ‖p, (B.3)

which gives (B.2) for β = 0. Next we consider the case β > 0. Introducing the Laplacian operator,

△ := △x + △v, for any m ∈ N, since supp(ψ̂) ⊂ R
2d \ {0}, ∆−mψ is a Schwartz function, we

further have

‖ψℓ ∗ Γtφλ‖p = ℓA1,p‖∆−mψ ∗∆m
D~Γtλαφ‖p 6 ℓA1,p‖∆−mψ‖

B
0,1
1;a

‖∇2m
D~Γtλαφ‖p, (B.4)

where ∇ = (∇x,∇v). Noting that by the chain rule,

|∇2m
D~Γtλαφ| 6

2m∑

k=0

|∇2m−k
x ∇k

vD~Γtλαφ| =
2m∑

k=0

~
(2m−k)(1+α)+k|D~∇2m−k

x ∇k
vΓtλαφ|,

by (B.1), we have

‖∇2m
D~Γtλαφ‖p 6

2m∑

k=0

~
2(1+α)m−αk

~
A1,p‖∇2m−k

x ∇k
vΓtλαφ‖p. (B.5)

On the other hand, noting that since ∇xΓt = Γt∇x and ∇vΓt = Γt ◦ (−t∇x +∇v),

∇2m−k
x ∇k

vΓtλαφ = Γtλα∇2m−k
x (−tλα∇x +∇v)

kφ = Γtλα

k∑

i=0

k!

i!(k − i)!
(−tλα)i∇2m−k+i

x ∇k−i
v φ.

As ‖Γtf‖p = ‖f‖p, we have, for any k = 0, · · · , 2m,

‖∇2m−k
x ∇k

vΓtλαφ‖p 6

k∑

i=0

(|t|λα)i‖∇2m−k+i
x ∇k−i

v φ‖p . (1 + |t|λα)2m. (B.6)

Hence, by (B.4)-(B.6), we have, for any m ∈ N,

‖ψℓ ∗ Γtφλ‖p . ℓA1,p

2m∑

k=0

~
2(1+α)m−αk

~
A1,p(1 + |t|λα)2m

. λA1,p(1 + |t|λα)2m
2m∑

k=0

~
2(1+α)m−αk.

If ~ > 1, then

‖ψℓ ∗ Γtφλ‖p . λA1,p(1 + |t|λα)2m~
2(1+α)m 6 λA1,p(1 + |t|λα)2(1+α)m

~
2(1+α)m.

If ~ 6 1, then

‖ψℓ ∗ Γtφλ‖p . λA1,p(1 + |t|λα)2m~
2m.

Thus by (B.3) and interpolation, we obtain (B.2). �



PROPAGATION OF CHAOS OF MCKEAN-VLASOV SDES 37

Let us now recall the weight function previously defined in (A.1),

ωℓ(z) :=
(
1 + (1 + |x|2) 1

1+α + |v|2
)ℓ/2

, z = (x, v) ∈ R
2d.

Observing that

|ωℓφλ| 6 Dλ|ωℓφ|, (B.7)

we have the following useful corollary.

Lemma B.2. Let φ ∈ C∞
c (R2d) and φλ := Dλφ. For any T, ℓ, β > 0 and p ∈ [1,∞]2, there is a

constant C = C(T, ℓ, d,p, β, φ) > 0 such that for all t ∈ [0, T ] and λ > 1,

‖ωℓΓtφλ‖Bβ
p;a

.C λ(1+α)β+A1,p . (B.8)

In particular, for ℓ = 0 (namely ωℓ = 1), we have

‖Γtφλ‖Bβ
p;a

.C λ(1+α)β+A1,p .

Proof. First of all we show (B.8) for ℓ = 0. Let β > 0 and p ∈ [1,∞]2. For j > 1, noting that

R
a
j Γtφλ = φ̌aj ∗ Γtφλ.

According to (B.2) - in the preceding lemma - applied to ψℓ = Dℓψ = φ̌aj with, in view of (1.18),

ℓ = 2j and ψ(z) = 2−1φ̌a2 (2
−az)), there is a constant C > 0 such that, for all t > 0, λ > 0 and

j > 1,

‖Ra
j Γtφλ‖p .C (1 + tλα)βλ

a· d
p′ (λ/2j)β .

Hence, for any t > 0 and λ > 0, for the high frequency part of 2jβ‖Ra
j Γtφλ‖p, j > 1, we have

sup
j>1

(
2jβ‖Ra

j Γtφλ‖p
)
.C (1 + tλα)βλ

a· d
p′ +β

.

On the other hand, for the lower frequency part j = 0, by (B.1), we have, for λ > 1,

‖Ra
0 Γtφλ‖p . ‖Γtφλ‖p = ‖φλ‖p = λ

a· d
p′ ‖φ‖p . (1 + tλα)βλ

β+a· d
p′ .

Combining the above calculations, we obtain

‖Γtφλ‖Bβ
p;a

.CT
λ(1+α)β+A1,p . (B.9)

Next we consider the general case ℓ > 0. Let ψ ∈ C∞
c (R2d) such that for all λ > 1, ψφλ = φλ

(since the supports of φλ shrink as λ increases, ψ can be simply taken equal to one on supp(φ1)).
By definition of Γt, we clearly have

‖ωℓΓtφλ‖Bβ
p;a

= ‖ωℓΓt(ψφλ)‖Bβ
p;a

= ‖
(
ωℓΓt(ψ)

)
Γt(φλ)‖Bβ

p;a
.C ‖ωℓΓtψ‖Bβ,1

∞,a
‖Γtφλ‖Bβ

p;a
,

using Theorem 2 p. 177 in [38], which readily extends to the current anisotropic setting, for the
control of the Besov norm of the product. Since ψ has compact support, it is easy to see that for
any T > 0, there is a bounded domain DT⊂ R

2d so that

supp(Γtψ) ⊂ DT , ∀t ∈ [0, T ], λ > 1.

Hence,

sup
t∈[0,T ]

sup
λ>1

‖ωℓΓtψ‖Bβ,1
∞

;a <∞.

The result now follows. �
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Appendix C. Convergence rate of empirical measure

We first state the following elementary lemma.

Lemma C.1. Let fi, i = 1, · · · , N be a sequence of Borel functions on R
2d. Let p = (px, pv) ∈

[1,∞]2 and q := px ∧ pv ∧ 2. Then
∥∥∥∥∥

N∑

i=1

|fi|2
∥∥∥∥∥
p/2

6

(
N∑

i=1

‖fi‖qp

)2/q

.

Proof. The estimate follows by (
∑N

i=1 |ai|)γ 6
∑N

i=1 |ai|γ for γ ∈ (0, 1] and Minkowski’s inequality.
�

Now we show the following convergence rate estimate for the empirical measure of i.i.d random
variables.

Lemma C.2. Let (ξ1, · · · , ξN ) be i.i.d random variables in R
2d with common distribution µ and let

µ̄N := 1
N

∑N
i=1 δ{ξi} be the related empirical distribution measure. Let p1 ∈ [1,∞)2 and p1 6 p ∈

(1,∞)2. If p1 = p, we let ℓ = 0; otherwise, we choose ℓ >Ap1,p. For any continuous φ : R2d → R

and for all m > 1 for which E[|ξ1|ℓm] <∞, there is a constant C = C(d,p1,p,m, ℓ) > 1 such that
for all N > 1,

‖φ ∗ (µ̄N − µ)‖Lm(Ω;Lp1) .C

(
1 + (E

[
|ξ1|ℓma

]
)1/m

)
N

1
q
−1‖ωℓφ‖p, (C.1)

where q = px ∧ pv ∧ 2 and where ωℓ is the weight function defined in (A.1).

Proof. For each i = 1, · · · , N , we define a family of centered i.i.d. random fields on R
2d with zero

mean by
Yi(z) := φ ∗ (δ{ξi} − µ)(z), z ∈ R

2d.

Let ωℓ be defined as in (A.1) with ℓ as in the lemma and let p2 ∈ [1,∞]2 be defined by 1
p1

= 1
p
+ 1

p2
.

By Hölder’s inequality and applying (A.4) with ℓ > a · d
p2

= Ap1,p, we have

∥∥∥
N∑

i=1

Yi

∥∥∥
p1

6
∥∥∥

N∑

i=1

ωℓYi

∥∥∥
p
‖ω−1

ℓ ‖p2
.
∥∥∥

N∑

i=1

ωℓYi

∥∥∥
p
.

Since L
p is a UMD space for p ∈ (1,∞)2 (see Corollary D.2 in the Appendix D below), by the

functional BDG’s inequality(see [43] and references therein):

E

[
‖MN‖mp

]
6 Cm,pE

[
‖[M]

1/2
N ‖mp

]
,

for discrete-time L
p-valued martingale M , we have

E

∥∥∥
N∑

i=1

ωℓYi

∥∥∥
m

p
6 (Cm,p)

m
E

∥∥∥
( N∑

i=1

|ωℓYi|2
)1/2∥∥∥

m

p
= (Cm,p)

m
E

∥∥∥∥∥

N∑

i=1

|ωℓYi|2
∥∥∥∥∥

m/2

p/2

.

By Lemma C.1, we get for q := px ∧ pv ∧ 2,

E

∥∥∥
N∑

i=1

ωℓYi

∥∥∥
m

p
. (Cm,p)

m
E

(
N∑

i=1

‖ωℓYi‖qp

)m/q

.

Noting that, by the growth property (A.3) of ωℓ, and for µ(ωℓ) :=
∫
ωℓ(z)µ(dz),

|ωℓYi|(z)6 |ωℓ(z)φ ∗ (δ{ξi} + µ)(z)|
. |(ωℓφ) ∗ (δξi+µ)|(z) + |φ ∗ (δ{ξi}+µ)|(z)(ωℓ(ξi) + µ(ωℓ)).

By Young’s inequality and as 1 6 ωℓ, it follows that

‖ωℓYi‖p . ‖ωℓφ‖p + ‖φ‖p(ωℓ(ξi)+ωℓ(µ) + 1) 6 ‖ωℓφ‖p(ωℓ(ξi)+ωℓ(µ) + 1).
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Combining the above calculations, we get

E
[
‖φ ∗ (µ̄N − µ)‖mp1

]
=

1

Nm
E

∥∥∥
N∑

i=1

Yi

∥∥∥
m

p1

.
(Cm,p)

m

Nm
N

m
q ‖ωℓφ‖pE

[(
1 + ωℓ(ξ1)

)m]
.

The proof is complete. �

Now, recalling the dilatation operator Dλ from Appendix B and the notation:

φλ(z) = Dλφ(x, v) = λ(2+α)dφ(λ1+αx, λv), λ > 0,

we have the following useful result.

Theorem C.3. Let (ξ1, · · · , ξN ) be i.i.d random variables in R
2d with common distribution µ. Let

µ̄N := 1
N

∑N
i=1 δ{ξi} be the empirical distribution measure. Let p

1
∈ [1,∞)2 and p

1
6 p ∈ (1,∞)2.

If p1 = p, we let ℓ = 0; otherwise, we choose ℓ >Ap
1
,p. Then, given

q = px ∧ pv ∧ 2,

for any β < 0 and any integer m satisfying

µ
(
| · |ℓm

)
:= E

[
|ξ|ℓma

]
<∞,

there exists a constant C > 0 such that, for all N, λ > 1,

‖φλ ∗ (µ̄N − µ)‖Lm(Ω;Bβ,1
p1;a)

.C

(
1 + E

[
|ξ1|ℓma

])1/m
N

1
q
−1λA1,p . (C.2)

Proof. By Minkowski’s inequality, we have

‖φλ ∗ (µ̄N − µ)‖Lm(Ω;Bβ,1
p1;a)

=
∥∥∥
∑

j>0

2βj‖Ra
j (φλ ∗ (µ̄N − µ))‖p

1

∥∥∥
Lm(Ω)

6
∑

j>0

2βj‖Ra
j (φλ ∗ (µ̄N − µ))‖Lm(Ω;Lp1).

Noting that

R
a
j (φλ ∗ (µ̄N − µ)) = (Ra

j φλ) ∗ (µ̄N − µ) = (φ̌aj ∗ φλ) ∗ (µ̄N − µ),

by (C.1), we have, for ωℓ defined as in (A.1),

‖Ra
j (φλ ∗ (µ̄N − µ))‖Lm(Ω;Lp1 ) .C

(
1 + (E

[
|ξ1|ℓma

]
)1/m

)
N

1
q
−1‖ωℓR

a
j φλ‖p.

According to (A.7), multiplying the above by 2βj (recall that β < 0) and summing the resulting
expression over j > 0, we get

‖φλ ∗ (µ̄N − µ)‖Lm(Ω;Bβ,1
p1;a)

.
(
1 + (E

[
|ξ1|ℓma

]
)1/m

)
N

1
q
−1
∑

j>0

2βj‖(Ra
j φλ)ωℓ‖p

.
(
1 + (E

[
|ξ1|ℓma

]
)1/m

)
N

1
q
−1 sup

j>0
‖(Ra

j φλ)ωℓ‖p

Applying (A.7) in Lemma A.1, we eventually get

sup
j>0

‖(Ra
j φλ)ωℓ‖p 6 ‖ωℓφλ‖p = λA1,p ,

which ends the proof. �
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Appendix D. Characterization of L
p as a UMD space and as a Banach space of

martingale type.

Let us first recall the definition of UMD spaces.

Definition D.1 ([36], Chapter 5). A Banach space (E, ‖ · ‖E) is said to be a p-unconditional
martingale difference (UMDp in short) space if there exists p ∈ (1,∞) and c = c(E, p) > 0 such
that for every {−1, 1}-valued sequence {ǫn}n and for every martingale {Mn}n>1 defined on some
filtered probability space (Ω,F, {Fn}n>0,P) and converging as n→ ∞ in Lp(Ω;E), we have

sup
n

‖
n∑

j=0

ǫjdMj‖Lp(Ω;E) .c sup
n

‖Mn‖Lp(Ω;E), (D.1)

for dMj :=Mj −Mj−1, dM0 = 0.

Simply instances of UMD spaces are the Euclidean space, Hilbert spaces and Lp-spaces for
p ∈ (1,∞). Further, for any UMD space E, and any measure space (A,A, ν), every Lp(A;E),
with p ∈ (1,∞) is a UMD space, [36], Corollary 5.22. As such, for any px ∈ (1,∞), Lpx(Rd) is a
UMD space, and by iteration, we can immediately derive the corollary:

Corollary D.2. For all p ∈ (1,∞)2, Lp is a UMD-space.

For the characterization of Lp as a Banach space of M -type or martingale type p - characteri-
zation which is used to apply the martingale inequality in Theorem 3.7 for the proof of Theorem
3.6 -, and for the sake of completeness, let us briefly recall the definition of these spaces.

Definition D.3. A Banach space (E, ‖ · ‖E) is said to be of martingale type p, for p ∈ [1,∞], if
there exists a constant C = C(E, p) such that for all finite E-valued martingale {Mk}nk=1, it holds
that, for dMk =Mk −Mk − 1 (with the convention M0 = 0)

sup
16k6n

‖Mk‖Lp(Ω;E) .C

( n∑

k=1

E[‖dMk‖pE ]
)1/p

. (D.2)

Characteristically, every Banach space is of martingale type 1, Hilbert spaces are of martingale
type 2 and we may refer to [36] for a detailed account of the geometric properties related to (D.2)
and to [21] for related martingale transforms.

Similarly to the UMD property, the martingale property (D.2) holds for Lebesgue spaces: for
E a Banach space of martingale type p ∈ [1, 2] and (A,A, ν) a measure space, any Lr(A;E) space
with r ∈ (1,∞) is of martingale type r ∧ p (see [21], Proposition 3.5.30). We have the following
result:

Corollary D.4. For all p ∈ (1,∞)2, Lp is a Banach space of martingale type p for all 1 6 p 6

px ∧ pv ∧ 2.

Proof. Given p = (px, pv), since R
2d is of martingale type 2, Lpx(Rd) is of martingale type px ∧ 2.

As such, the iterated space Lpv(Rd;Lpx(Rd)) is of martingale type pv ∧ (px ∧ 2). Since once (D.2)
is satisfied for some p, the property also holds true for all integrability index in [1, p] (see Corollary
3.5.28, [21]). This gives the claim. �

Appendix E. Gronwall inequality of Volterra type

In this appendix, we show a Gronwall inequality of Volterra type that is crucial for the proof of
Theorem 2.1. First of all, we give the following elementary estimate.

Lemma E.1. Let T > 0 and ai, bi ∈ (−1,∞) with ai+ bi > −1, i = 1, 2. Then there is a constant
C = C(T, a1, b1, a2, b2) > 0 such that for all t ∈ [0, T ] and all Borel function f : [0, T ] → R+,

∫ t

0

(t− s)a1sb1
(∫ s

0

(s− r)a2rb2f(r)dr

)
ds .C

2∑

i=1

∫ t

0

(t− s)aisbif(s)ds. (E.1)
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In particular, if b1 > b2, then
∫ t

0

(t− s)a1sb1
(∫ s

0

(s− r)a2rb2f(r)dr

)
ds .C

∫ t

0

(t− s)a2sb2f(s)ds. (E.2)

Proof. By Fubini-Tonelli’s theorem we have
∫ t

0

(t− s)a1sb1
(∫ s

0

(s− r)a2rb2f(r)dr

)
ds =

∫ t

0

K(t, r)rb2f(r)dr,

where

K(t, r) :=

∫ t

r

(t− s)a1sb1(s− r)a2ds.

(Case b1 > 0). Since a1 + 1 > 0, we have

K(t, r) 6 T b1

∫ t

r

(t− s)a1(s− r)a2ds . (t− r)a1+a2+1 6 T a1+1(t− r)a2 . (E.3)

(Case b2 6 b1 < 0). In view of a1 + b1 > −1, we have

K(t, r) 6

∫ t

r

(t− s)a1(s− r)a2+b1ds . (t− r)a1+b1+a2+1 6 T a1+b1+1(t− r)a2 . (E.4)

(Case b1 < b2 6 0). In this case, for all s ∈ [r, t], sb1 = sb1−b2sb2 6 (s− r)b1−b2rb2 , and we have

K(t, r) 6 rb1−b2

∫ t

r

(t− s)a1(s− r)a2+b2ds . (t− r)a1+a2+b2+1rb1−b2 6 T a2+b2+1(t− r)a1rb1−b2 .

(Case b1 < 0 < b2). In this case, we have

K(t, r) 6 T b2rb1−b2

∫ t

r

(t− s)a1(s− r)a2ds . (t− r)a1+a2+1rb1−b2 6 T a2+1(t− r)a1rb1−b2 .

Combining the above calculations, we obtain (E.1). (E.2) is from (E.3) and (E.4). �

Now we can show the following Gronwall inequality.

Lemma E.2 (Gronwall’s inequality of Volterra type). Let T > 0, n ∈ N and ai, bi ∈ (−1,∞) with
ai + bi > −1 for all i = 1, .., n. Assume that f, g : [0, T ] → R+ are two Borel measurable functions
and satisfy that for some c0 > 0 and almost all t ∈ (0, T ],

f(t) 6 g(t) + c0

n∑

i=1

∫ t

0

(t− s)aisbif(s)ds. (E.5)

Then there is a constant C = C(T, n, (ai, bi)
n
i=1, c0) > 0 such that for almost all t ∈ (0, T ],

f(t) .C g(t) +

n∑

i=1

∫ t

0

(t− s)aisbig(s)ds.

Proof. The case n = 1 yielding

f(t) 6 g(t) + c0

∫ t

0

(t− s)a1sb1f(s)ds ⇒ f(t) .C g(t) +

∫ t

0

(t− s)a1sb1g(s)ds (E.6)

has been established in [15, Lemma A.4]. Now, let n> 1 and {ai}ni=1, {bi}ni=1 ⊂ (−1,∞) satisfying
ai + bi > −1. Without loss of generality, we assume that b1 > b2 > ·· > bn. Let

F1(t) := g(t) + c0

n∑

k=2

∫ t

0

(t− s)aksbkf(s)ds,

and, for any i = 2, .., n− 1,

Fi(t) := g(t) + c0

i−1∑

k=1

∫ t

0

(t− s)aksbkg(s)ds+ c0

n∑

k=i+1

∫ t

0

(t− s)aksbkf(s)ds.
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Then (E.5) reads as

f(t)6F1(t) + c0

∫ t

0

(t− s)a1sb1f(s)ds.

Thus applying (E.6) and next (E.2) (with the ordering b1 > bk for k > 2), we have

f(t) .C F1(t) +

∫ t

0

(t− s)a1sb1F1(s)ds

= F1(t) +

∫ t

0

(t− s)a1sb1g(s) ds+ c0

n∑

k=2

∫ t

0

(t− s)a1sb1
( ∫ s

0

(s− r)akrbkf(r) dr
)
ds

(E.2)

. F1(t) +

∫ t

0

(t− s)a1sb1g(s) ds+ c0

n∑

k=2

∫ t

0

(t− s)aksbkf(r) dr

=F1(t) +

∫ t

0

(t− s)a1sb1g(s)ds+c0

n∑

k=3

∫ t

0

(t− s)aksbkf(r) dr + c0

∫ t

0

(t− s)a2sb2f(r) dr

.F2(t) +

∫ t

0

(t− s)a2sb2f(s)ds.

Iterating the preceding estimate, successively using (E.6) and (E.2)), we obtain

f(t) . Fn−1(t) +

∫ t

0

(t− s)ansbnf(s)ds,

which in turn, applying a last time (E.6), implies the desired estimate. �

Now we apply the previous lemma to the function given in (2.29):

Gβ(t, s) = t
β−β0

α (t− s)−
1
α + t

β+Λ
α (t− s)−

Λ+β0+1
α , 0 6 s < t <∞,

where α ∈ (1, 2], β > 0 and β0,Λ are as in (H).

Lemma E.3. Let T > 0, β ∈
[
0,(β0 + α) ∧ (α− Λ)

)
and γ ∈ [0, α ∧ (α − 1 + β − β0)). Then the

following properties hold.

(i) There is a p > 1 large enough and CT > 0 so that for all f ∈ Lp([0, t]),
∫ t

0

Gβ(t, s)s
− γ

α f(s)ds 6 CT ‖f‖Lp([0,t]). (E.7)

(ii) There is a constant CT > 0 such that for all t ∈ [0, T ] and measurable f : [0, T ] → R+,
∫ t

0

Gβ(t, s)s
− γ

α

(∫ s

0

Gβ(s, r)f(r)dr

)
ds 6 CT

∫ t

0

Gβ(t, s)f(s)ds. (E.8)

(iii) Assume that f, g, h : [0, T ] → R+ are three Borel measurable functions and satisfying, for
some constant c0 > 0 and almost all t ∈ (0, T ],

f(t) 6 g(t) + c0

∫ t

0

Gβ(t, s)s
− γ

α f(s)ds+

∫ t

0

Gβ(t, s)h(s)ds. (E.9)

Then there is a constant C = C(T, α, β, β0,Λ, c0) > 0 such that for almost all t ∈ (0, T ],

f(t) .C g(t) +

∫ t

0

Gβ(t, s)s
− γ

α (g(s) + h(s))ds.

Proof. (i) As the exponents −1
α , −γ

α and −Λ+β0+1
α are all strictly above−1, one can take p′ ∈ (1,∞)

close enough to 1 so that ‖Gβ(t, ·) ·−
γ
α ‖Lp′((0,T )) < ∞. The statement then follows by Hölder’s

inequality.
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(ii) Since β − β0, β +Λ ∈ [0, α), we have tℓ − sℓ 6 (t− s)ℓ for ℓ ∈ {(β − β0)/α, (β + Λ)/α} and so

Gβ(t, s) 6
(
s

β−β0
α + (t− s)

β−β0
α

)
(t− s)−

1
α +

(
s

β+Λ
α + (t− s)

β+Λ
α

)
(t− s)−

Λ+β0+1
α

=:

4∑

i=1

(t− s)aisbi
sℓ6tℓ

6 Gβ(t, s) +
∑

i∈{2,4}

(t− s)ai 6 Gβ(t, s) + 2t
β−β0

α (t− s)a2−
β−β0

α

6 2Gβ(t, s), (E.10)

taking

a1 = − 1
α , b1 = β−β0

α , a2 = β−β0−1
α , b2 = 0, a3 = −Λ+β0+1

α , b3 = β+Λ
α , a4 = β−β0−1

α , b4 = 0.

Note that

α
(
ai + bi

)
− γ = −1 + β − β0 − γ > −α, i = 1, 2, 3, 4.

Then (E.8) is directly from (E.1). Indeed, (E.1) and (E.10) imply that
∫ t

0

Gβ(t, s)s
− γ

α

(∫ s

0

Gβ(s, r)f(r)dr

)
ds =

∫ t

0

Gβ(t, s)s
− γ

α

(∫ s

0

Gβ(s, r)r
− γ

α [r
γ
α f(r)]dr

)
ds

6

∫ t

0

( 4∑

i=1

(t− s)aisbi−
γ
α

)( 4∑

j=1

∫ s

0

(s− r)aj rbj−
γ
α [r

γ
α f(r)] dr

)
ds

(E.1)

. 2

4∑

i=1

∫ t

0

(t− r)airbi−
γ
α [r

γ
α f(r)] dr

.

∫ t

0

Gβ(t, r)r
− γ

α [r
γ
α f(r)]dr =

∫ t

0

Gβ(t, r)f(r)dr.

(iii) Starting from (E.9), by Lemma E.2 (with the source term g(t) +
∫ t

0 Gβ(t, s)h(s)ds) and (ii),
we have

f(t) . g(t) +

∫ t

0

Gβ(t, s)s
− γ

α

(
g(s) +

∫ s

0

Gβ(s, r)h(r)dr

)
ds

. g(t) +

∫ t

0

Gβ(t, s)s
− γ

α (g(s) + h(s)) ds.

This completes the proof.
�
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[45] Zhu J., Brzeźniak Z and Hausenblas E., Maximal inequalities for stochastic convolutions driven by compensated

Poisson random measures in Banach spaces, Ann. Inst. Henri Poincaré Probab. Stat., 53(2): 937-956, 2017.
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