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Abstract In this paper, we present an algorithm for establishing de-
cidability and finite model property of intuitionistic modal logic IK.
These two results have been previously established independently by
proof theoretic and model theoretic techniques respectively. Our algo-
rithm, by contrast, enables us to establish both properties at the same
time and simplifies previous approaches. It implements root-first proof
search in a labelled sequent calculus that employs two binary relations:
one corresponding to the modal accessibility relation and the other to
the preorder relation of intuitionistic models. As a result, all the rules
become invertible, hence semantic completeness could be established di-
rectly by extracting a (possibly infinite) countermodel from a failed proof
attempt. To obtain the finite model property, we rather introduce a sim-
ple loopcheck ensuring that root-first proof search always terminates.
The resulting finite countermodel displays a layered structure akin to
that of intuitionistic first-order models.

Keywords: Intuitionistic modal logic · Labelled sequent calculus · De-
cidability · Root-first proof search · Finite model property

1 Introduction

The search for intuitionistic variants of classical modal logics originated from
several different research traditions. In particular, computer scientists defined in-
tuitionistic modal systems which could model reasoning on partial information in
a concurrent setting [14], or which extended the Curry–Howard correspondence
to the modal language [1], leading to varied ways of combining intuitionistic
and modal behaviors [6]. For pure logicians, the preferred intuitionistic variant
of modal logic is typically what came to be known as intuitionistic modal logic
IK, originally axiomatized by Fischer Servi as some adequately chosen subset of
K-validities [3]. She calls it a reasonable intuitionistic analog of classical modal K
as it can be understood as a bimodal logic by directly extending the Gödel trans-
lation of intuitionistic propositional logic IPL into modal logic S4 to a product
? Funded by Horizon 2021, Marie Skłodowska-Curie grant CYDER (101064105).
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with K. In terms of semantics [2], IK also corresponds to combining the rela-
tional models of classical modal logic K, which use branching to represent modal
operators, with those for IPL, which use branching to strengthen the implication.

Simpson [13] also observed the naturalness of this way of defining intuition-
istic modal logic for its ability to translate into intuitionistic first-order logic
via the standard translation, thus facilitating the design of proof systems in la-
belled natural deduction and sequent calculus formalisms. In his Ph.D. thesis,
Simpson studied modal logic IK in detail and provided two distinct methods
to prove its decidability. The first, non-constructive method adapts a standard
model-theoretic argument by filtration. The finite model property (FMP) for IK
is established by constructing a finite quotient of the canonical model. Together
with Fisher Servi’s finite axiomatization, the FMP then yields decidability. The
second, constructive method is based on Simpson’s labelled sequent calculus.
The validity of a formula is determined by using a proof-search strategy supplied
with a termination measure that guarantees the formula is invalid whenever the
proof search is terminated with failure. Both methods are quite involved. The
first one relies on heavy semantic machinery to provide finite countermodels for
invalid formulas without computing proofs for valid ones. Conversely, when the
proof search in the second method does not yield a proof, it terminates on a
partial derivation which does not provide a method of constructing a counter-
model, finite or infinite. Since Simpson’s calculus employs non invertible rules,
a countermodel cannot be immediately “read off” from a failed branch.

In this work we introduce a novel algorithm which implements terminating
proof search for IK, constructively producing either a proof or a countermodel for
the formula at the root. By building one proof search tree we check for validity
of a formula and, in case of failure, the same object allows to construct a suitable
finite countermodel. To this end, we extend Simpson’s labelled sequents, which
use a single relational symbol for the modalities, to fully labelled sequents that
also add a symbol for the intuitionistic preorder relation [9]. This strategy, which
represents an alternative to Gentzen’s one formula on the right methodology, al-
lows us to impose the intuitionistic discipline to the calculus, similarly to [11] for
IPL and [8] for intuitionistic epistemic logics. It has the consequence of rendering
all rules invertible, meaning that backtracking in root-first proof search is not
needed anymore. Yet, as in Simpson’s proof, one still needs to know when to
terminate proof search. In [11], the proof-search algorithm for IPL applies most
rules eagerly except for the right implication, for which a loopcheck needs to
be employed. If a loop is detected in a proof, proof search stops and a finite
countermodel can be generated by reproducing the loop in the model.

By moving from (singly) labelled to fully labelled sequents, we similarly re-
cover invertibility of all rules and a backtracking-free proof search. On the other
hand, devising a criterion to terminate proof search is not as straightforward
since we also need to account for the modal part of the relational structure. In
previous work [4,10], we relied on several intricate loopchecks to ensure termina-
tion in the case where both the intuitionistic and modal relations are transitive
and require separate loopchecks. By contrast, in the case of IK, the modal search
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terminates with no need for loops, making it possible to separate the modal
search from the intuitionistic one in a modular way. In this work, we introduce
the concept of shrinking which turns out to be the missing piece to recover the
termination of proof search for IK as a simple extension of the one for IPL in [11].

In summary, via this simple loopcheck, we obtain a proof-search algorithm
that, starting from a given formula, either gives a correct proof or a suitable
finite countermodel. This provides an alternative simpler constructive proof of
decidability and the finite model property of IK.

The paper is organized as follows. In Section 2, we lay out preliminaries for
the syntax and semantics of intuitionistic modal logic. In Section 3, we present
the proof system labIKs, a fully labelled sequent calculus based on sets rather
than multisets to streamline proof search. In Section 4, we describe the strong
connection between fully labelled sequents and birelational models that we then
exploit in Section 5 to deduce properties of the proof-search algorithm. We close
with conclusions and future directions in Section 6. For the sake of brevity, all the
proofs can be found in the Appendix, together with some additional examples.

2 Preliminaries

The formulas of our language, denoted by A,B,C, . . . are constructed from a
countable set A of atomic propositions, denoted by a, b, c, . . . through the gram-
mar A ::= ⊥ | a | (A ∧A) | (A ∨A) | (A⊃A) | �A | ♦A. An axiomatization
of intuitionistic modal logic IK is obtained by adding to an axiomatization of
intuitionistic propositional logic IPL the following axioms:

k1 : �(A⊃B)⊃ (�A⊃�B) k3 : ♦(A ∨B)⊃ (♦A ∨ ♦B) k5 : ♦⊥⊃⊥
k2 : �(A⊃B)⊃ (♦A⊃ ♦B) k4 : (♦A⊃�B)⊃�(A⊃B)

A formula is a theorem of IK iff it is derivable from the axioms via the rules of
modus ponens (infer B from A and A⊃B) and necessitation (infer �A from A).

Let us now recall the birelational models [2,12] for intuitionistic modal logics,
which combine the Kripke semantics for IPL and for classical modal logics.

Definition 2.1. A birelational frame F is a triple 〈W,R,≤〉 of a nonempty
set W of worlds equipped with an accessibility relation R and a preorder ≤
(i.e., a reflexive and transitive relation) satisfying the conditions of forward con-
fluence fc and backward confluence bc:

fc For all x, y, z ∈W , if x≤z and xRy, there exists u ∈W with zRu and y≤u.
bc For all x, y, z ∈W , if xRy and y≤z, there exists u ∈W with x≤u and uRz.

fc

x y

z u

R

≤ bc

x y

u z

R

≤
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Definition 2.2. A birelational model M is a quadruple 〈W,R,≤, V 〉 where
〈W,R,≤〉 is a birelational frame and V : W → 2A a valuation function , i.e., a
function mapping each world w to the subset of propositional atoms that are true
at w, additionally subject to monotonicity : if w≤w′, then V (w) ⊆ V (w′). We
writeM, w  a iff a ∈ V (w) and we recursively extend relation  to compound
formulas as follows:

M, w 6 ⊥
M, w  A ∧B iff M, w  A andM, w  B;
M, w  A ∨B iff M, w  A orM, w  B;
M, w  A⊃B iff for all w′ with w≤w′, ifM, w′  A, thenM, w′  B;
M, w  �A iff for all w′ and u with w≤w′and w′Ru, we haveM, u  A;
M, w  ♦A iff there exists u such that wRu andM, u  A.

Monotonicity of the valuation V extends to the relation  by induction on
the complexity of formulas.

Proposition 2.3 (Monotonicity). For any formula A and for any w,w′ ∈W ,
if w≤w′ andM, w  A, thenM, w′  A.

Definition 2.4 (Validity). Formula A is valid in a model M = 〈W,R,≤, V 〉
iffM, w  A for all w ∈ W . Formula A is valid in a frame F = 〈W,R,≤〉 iff
it is valid in 〈W,R,≤, V 〉 for all valuations V .

The correspondence between syntax and semantics for IK is as follows:

Theorem 2.5 ([3,12]). A formula A is a theorem of IK if and only if A is
valid in every birelational frame 〈W,R,≤〉.

From now on, we shall say that a formula is IK-valid , or just valid , if it is
valid in every birelational frame 〈W,R,≤〉.

3 Labelled Sequent Calculus labIKs

We now present the fully labelled sequent sequent calculus labIKs for IK that is
used in our decision algorithm. It is an equivalent formulation (together with
some notational variations) of the sequent calculus for IK presented in [9].

To define a labelled proof system, we first enrich the language of IK by a
countable set of labels, denoted by x, y, z, etc. Then, we define relational
atoms as expression xRy or x≤y where x and y are labels, and labelled formu-
las as pairs x:A of a label x and a formula A. The labelled calculus introduced
by Simpson in [13] employs only one kind of relational atoms, xRy. We here fol-
low the fully labelled approach from [9], which instead employs relational atoms
in correspondence to both relations of birelational frames.

In the literature, a labelled sequent is usually defined as a tripleR, Γ =⇒ ∆
whereR is a set of relational atoms and Γ and∆ are multisets (or sets) of labelled
formulas respectively, all written as comma-separated lists. To simplify subse-
quent definitions and proofs, we employ a different notation for our sequents.
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id
G, x:a•, x:a◦

⊥•
G, x:⊥•

G, x:A ∧B•, x:A•, x:B•
∧•

G, x:A ∧B•
G, x:A ∧B◦, x:A◦ G, x:A ∧B◦, x:B◦

∧◦
G, x:A ∧B◦

G, x:A ∨B•, x:A• G, x:A ∨B•, x:B•
∨•

G, x:A ∨B•
G, x:A ∨B◦, x:A◦, x:B◦

∨◦
G, x:A ∨B◦

G, x:A⊃B•, x:A◦ G, x:A⊃B•, x:B•
⊃•

G, x:A⊃B•
G, x≤z, z:A•, x:A⊃B◦, z:B◦

⊃◦ z fresh
G, x:A⊃B◦

G, xRy, x:�A•, y:A•
�•

G, xRy, x:�A•
G, x≤u, uRz, x:�A◦, z:A◦

�◦ u, z fresh
G, x:�A◦

G, xRy, x:♦A•, y:A•
♦• y fresh

G, x:♦A•
G, xRy, x:♦A◦, y:A◦

♦◦

G, xRy, x:♦A◦
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

G, x≤y, x:A•, y:A•
mon•

G, x≤y, x:A•
G

weak
G,G′

G, x≤x
≤rf

G
G, x≤y, y≤z, x≤z

≤tr
G, x≤y, y≤z,

G, xRy, x≤z, y≤u, zRu
fc u fresh

G, xRy, x≤z
G, xRy, y≤z, x≤u, uRz

bc u fresh
G, xRy, y≤z

Figure 1. System labIKs

First, we assign a polarity to each labelled formula: • (input) or ◦ (output). Then,
we define a polarized labelled sequent G as a set of relational atoms and la-
belled formulas with polarities, with G,G′ meaning G ∪ G′ and G, F standing for
G ∪ {F}, for F being a relational atom or a labelled formula. In the following,
we simply write sequent to mean polarized labelled sequent.

Example 3.1. G = x≤y, yRz, yRu, x:a ∧ b•, y:c◦, z:�a◦ is such a sequent.

Intuitively, the polarities play the role of the sequent arrow =⇒, allowing
us to identify the left- and right-hand side of a sequent. The input formulas, or
•-formulas, are those that would occur in the antecedent of a labelled sequent,
and the output formulas, or ◦-formulas, are those occurring in the succedent.6
Thus, every sequent can be translated into a labelled sequent, and vice versa.

Example 3.2. Sequent G from Example 3.1 corresponds to the labelled sequent
x≤y, yRz, yRu, x:a ∧ b =⇒ y:c, z:�a.

The rules of labIKs are displayed in Figure 1.7 The rules in the upper part
of the Figure are logical rules, and those in the lower part of the figure are
6 We do not assign polarities to relational atoms because, as in the case of standard
labelled sequents, they only occur in the antecedent.

7 The superscript s stands for sets, as our calculus works on sets, unlike the original
labIK [9] that works on multisets.
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structural rules. Observe that, since sequents are defined as sets, contraction
is embedded into the system. We have chosen a cumulative version of the rules,
with the principal formula repeated in the premise(s), as this will become useful
in the definition of the proof-search algorithm. Finally, thanks to the presence
of mon•, an explicit structural rule for monotonicity, rules id, ⊃•, and �• are
formulated as in the classical case.

Definition 3.3. A derivation tree (or derivation for short) over a set S of
inference rules is a tree whose nodes are labeled with sequents and such that a
node labeled with G is the parent of nodes labeled with G1, . . . ,Gk, where k ≥ 0,

iff
G1 . . . Gk

r
G

is an instance of inference rule r ∈ S. A proof is a derivation

where each leaf is the conclusion of id or ⊥•.

An example of a proof in labIKs can be found in the Appendix. A rule r is
admissible iff, whenever there are proofs of its premise(s), there is a proof of its
conclusion. Rule r is derivable whenever there is a derivation of its conclusion
whose leaves consist of its premise(s). Rule r is invertible iff, whenever there is
a proof of its conclusion, then there are proofs of all its premises. All the rules
of labIKs are invertible, and the proof closely follows the proof in [9].

To prove soundness and completeness of labIKs, we show how to translate
every proof in labIKs into a proof in labIK and back. System labIK is the fully
labelled sequent calculus for IK introduced in [9], which employs labelled sequents
R, Γ =⇒ ∆ as discussed above in their multiset formulation. The rules of labIK
are the same as the rules of labIKs, except that they are not cumulative, rules
weak and mon• are admissible, and rules id, ⊃•, and �• are formulated as follows
(employing our notation):

id
G, x≤y, x:a•, y:a◦

G, x≤y, x:A⊃B•, y:A◦ G, y:B•
⊃•

G, x≤y, x:A⊃B•
G, x≤y, yRz, x:�A•, z:A•

�•

G, x≤y, yRz, x:�A•

Using admissibility of the structural rules (including contraction) in labIK and
through trivial translations of labIKs sequents into labIK labelled sequents and
vice versa, it is easy to show that the two proof systems are equivalent. From
this, we immediately obtain soundness and completeness of labIKs.

Theorem 3.4. A formula A is a theorem of IK iff for every x, the sequent x:A◦
has a proof in labIKs.

4 Models from Sequents

A fully labelled sequent contains sufficient information to extract a birelational
model. This will be useful when proving completeness, as we will be able to
immediately construct a (counter)model from a leaf of a failed proof-search tree.
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Notation 4.1. Let G be a sequent. We write `(G) for the set of labels occur-
ring in G. On this set we define two binary relations RG and ≤G as follows:
xRGy iff xRy ∈ G and x≤Gy iff x≤y ∈ G.

Definition 4.2 (Model of a sequent). Let G be a sequent. We define the
model MG of G to be the quadrupleMG = 〈`(G), RG ,≤G , V 〉 where
V : `(G)→ 2A is such that for all atoms a ∈ A we have a ∈ V (w) iff w:a• ∈ G.

This model will be a proper birelational model, provided that the sequent
satisfies a number of properties. Intuitively, we want all the rules of labIKs to
have been exhaustively but non-redundantly applied to the sequent. We shall
express these requirements with the notion of a happy sequent below.

Definition 4.3 (Happy labelled formula). Let G be a sequent. We say that
a formula x:A• ∈ G (resp. x:A◦ ∈ G) is happy iff the following conditions hold:

– x:a• ∈ G is always happy;
– x:a◦ ∈ G is happy iff x:a• /∈ G;
– x:⊥• ∈ G is never happy;
– x:⊥◦ ∈ G is always happy;
– x:A ∧B• ∈ G is happy iff x:A• ∈ G and x:B• ∈ G;
– x:A ∧B◦ ∈ G is happy iff x:A◦ ∈ G or x:B◦ ∈ G;
– x:A ∨B• ∈ G is happy iff x:A• ∈ G or x:B• ∈ G;
– x:A ∨B◦ ∈ G is happy iff x:A◦ ∈ G and x:B◦ ∈ G;
– x:A⊃B• ∈ G is happy iff x:A◦ ∈ G or x:B• ∈ G;
– x:A⊃B◦ ∈ G is happy iff y:A• ∈ G and y:B◦ ∈ G for some y with x≤Gy;
– x:�A• ∈ G is happy iff z:A• ∈ G for all z with xRGz;
– x:�A◦ ∈ G is happy iff z:A◦ ∈ G for some y, z s.t. x≤Gy and yRGz;
– x:♦A• ∈ G is happy iff y:A• ∈ G for some y with xRGy;
– x:♦A◦ ∈ G is happy iff y:A◦ ∈ G for all y s.t. xRGy.

Otherwise, the formula is unhappy .

Definition 4.4 (Happy label). A label x occurring in a sequent G is happy
iff all formulas occurring at x in G are happy.

Definition 4.5 (Structurally happy sequent). A sequent G is structurally
happy iff the following holds:

(mon•) if x≤Gy and x:C• ∈ G, then y:C• ∈ G;
(fc) if xRGy and x≤Gz, then there is u such that y≤Gu and zRGu;
(bc) if xRGy and y≤Gz, then there is u such that x≤Gu and uRGz;

(≤tr) if x≤Gy and y≤Gz, then x≤Gz;
(≤rf) x≤Gx for all x occurring in G;

Definition 4.6 (Happy sequent). A sequent G is happy iff it is structurally
happy and all labels in the sequent are happy.
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R = 1≤1, 2≤2, 3≤3, 4≤4, 5≤5, 6≤6,
1≤2, 2≤5, 3≤4, 1≤5, 2R3, 5R4, 4R6

G◦ = 1:�(c ∨ (♦d⊃ e))◦, 3:c ∨ (♦d⊃ e)◦,
3:c◦, 3:♦d⊃ e◦, 4:e◦

G = R, 1:a ∨ b•, 2:a ∨ b•, 5:a ∨ b•,
1:a•, 2:a•, 5:a•, 4:♦d•, 6:d•,G◦

1 a•

2

a•

3

5

a•

4 6 d•

Figure 2. ModelMG of sequent G. The nodes represent the worlds of the model, the
dashed arrows represent the ≤-relation, and the solid arrow represent the R-relation.
For simplicity, we do not represent the reflexive ≤-edges ofMG .

We can now show that the model of a happy sequent is a birelational model.
Moreover, all input formulas are satisfied in the model, and all output formulas
are falsified in the model.

Theorem 4.7. For a happy sequent G, its model MG = 〈`(G), RG ,≤G , V 〉 is a
birelational model satisfying the following: i) if x:A• ∈ G, thenMG , x  A; and
ii) if x:A◦ ∈ G, thenMG , x 6 A.

Example 4.8. Take the model MG of G represented in Figure 2. It holds that,
e.g.,MG , 4  ♦d andMG , 1 6 �(c ∨ (♦d⊃ e)).

In what follows, we will often make use of the notion of axiomatic sequent.

Definition 4.9 (Axiomatic sequent). A sequent G is axiomatic iff there is
a label x such that either x:a• ∈ G and x:a◦ ∈ G for some a, or x:⊥• ∈ G.
Otherwise, G is called non-axiomatic.

Remark 4.10. An axiomatic sequent G is never happy, because either x:a◦ ∈ G
or x:⊥• ∈ G is unhappy.

5 The Proof-search Algorithm

We shall here define an algorithmic procedure that performs proof search in
labIKs, with the aim of obtaining either a set of axiomatic sequents, from which
a labIKs derivation can be easily constructed, or a happy sequent, from which a
(counter)model can be extracted (also a sequent that can be easily transformed
into a happy sequent will suffice for this purpose). Our algorithm relies on the
fact that the sequents created by the algorithm are all layered (provided the
endsequent contains only one label), where each layer can be thought of as a
classical K-model.

Definition 5.1 (Layer). For a sequent G, we define the relation R↔G to be the
transitive and reflexive closure of RG ∪R−1G . Since this is an equivalence relation,
we can define a layer L in G to be an equivalence class of R↔G . A layer L is
happy if all labels x ∈ L are happy.
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Definition 5.2 (Layered sequent). We say that a sequent G is layered iff
for any labels x, x′, y, and y′ occurring in G:

1. if xR↔G y for x 6= y, then x 6≤Gy and y 6≤Gx; and
2. if xR↔G y, x

′R↔G y
′, and x≤Gx′ for x 6= x′, then y′ 6≤Gy.

For layers L1 and L2, we define L1 ≤ L2 whenever there are labels x ∈ L1 and
y ∈ L2 such that x≤Gy. We write L1 < L2 iff L1 ≤ L2 and L1 6= L2.

Proposition 5.3. For a layered structurally saturated sequent G, relation ≤ is
an order relation on its layers.

The main observation to make is that all logical rules of labIKs, except for ⊃◦
and �◦, only work locally on a layer, whereas ⊃◦ and �◦ create a new layer. As in
classical K, where proof search terminates without any particular loopcheck, we
can exhaustively apply the rules ∧•,∧◦,∨•,∨◦,⊃•,�•,♦•, and ♦◦. This process
is called saturation and motivates the following definition:

Definition 5.4 (Almost happy). A label x in a sequent G is almost happy
iff all formulas occurring at x are happy except, possibly, those of the shapes
⊥•, a◦, A⊃B◦, and �A◦. A layer L (resp. sequent G) is almost happy iff all
labels in L (resp. G) are almost happy.

Definition 5.5 (Saturation). A saturation tree is a derivation tree T over
the rule set {∧•,∧◦,∨•,∨◦,⊃•,�•,♦•,♦◦}, whose leaves are almost happy. If G
is the root of T , then the set of its leaves form a saturation of G.

With this, we can define a macro rule

G1 . . . Gn
sat where {G1, . . . ,Gn} is a saturation of G

G
(1)

and immediately obtain the following:

Proposition 5.6. The sat-rule is derivable in labIKs.

Remark 5.7. The saturation of a sequent is in general not uniquely defined
since sequents can differ up to a renaming of labels. However, we can fix a
strategy and naming scheme for fresh labels when applying the inference rules
∧•,∧◦,∨•,∨◦,⊃•,�•,♦•,♦◦, so that without loss of generality, we can for the
context of this paper speak of the saturation of a sequent G, and denote it by dGe.

The rules ⊃◦ and �◦ create a new layer, and our algorithm immediately
completes the layer, making the sequent structurally happy, by applying the
structural rules of labIKs. To make this formal, we introduce the notion of lifting .

Construction 5.8 (Lifting). Let G be an almost happy sequent, and let L be
a layer in G. Then L = {y1, . . . , yl} for some l ≥ 1. Let us assume x ∈ L. Now let
L̂ be a set of fresh labels {ŷ1, . . . , ŷl}. We define G↑x to be the sequent containing
for every i = 1 . . . l:
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L̂

L
x = y4y1 y2

y3

y5

y6

y7

x̂ = ŷ4ŷ1 ŷ2
ŷ3 ŷ5

ŷ6

ŷ7
1

2

3

4

5

6

1

2

3

4

Figure 3. Left : Lifting of the layer L. Right : An example of shrinking, for 2 ∼ 5, 4 ∼ 6.

1. relational atom ŷi≤ŷi;
2. for every label w occurring in G: the relational atom w≤ŷi whenever w≤Gyi;
3. for every i′ = 1 . . . l: the relational atom ŷiRŷi′ whenever yiRGyi′ ,
4. for every formula C: the labelled formula ŷi:C• whenever yi:C• ∈ G.

In other words, G↑x contains a copy of L, without the ◦-formulas, that would be
put on top of L if G↑x was added to G, so that G ∪ G↑x would be structurally
happy. Now assume there is some unhappy formula x:F ◦ ∈ G, for F = A⊃B or
F = �B, and x ∈ L. Then x = yj for some j = 1 . . . l. We let x̂ = ŷj , and we
define the lifting G↑x:F◦ as follows:

– If F = A⊃B, then G↑x:A⊃B◦ = G↑x ∪ {x̂:A•, x̂:B◦}.
– If F = �B, then G↑x:�B◦ = G↑x ∪ {x̂Rz, z≤z, z:B◦} for some fresh label z.

We can now define a second macro rule, denoted lift:

G ∪ G↑x:F◦
lift where F ∈ {A⊃ B,�B} and x:F◦ is unhappy in G.

G
(2)

The idea behind lifting a layer is depicted on the left in Figure 3. Any application
of the lift rule to a formula x:F ◦ ∈ G can be simulated by the rules of labIKs: it
suffices to apply to G one instance of rule ⊃◦ or �◦ (depending on the shape of
F ), followed by possibly multiple applications of rules fc, bc, ≤rf,≤tr and mon•.
Thus, the following holds:

Proposition 5.9. The lift-rule is derivable in labIKs.

One might assume that it is enough to simply repeat saturation and lifting
until we see a repetition of a layer. This is indeed the basic idea of what the
algorithm is doing. And when ⊃◦ is the only layer creating rule, this is enough,
as it would corresponds to the standard loopcheck for proof search in IPL [11].
However, the �◦ rule makes layers grow, and a possible repetition is not visible
at the moment of the layer creation, but possibly only several steps later. A
simple example is shown in Figure 5. For this reason we need another operation
that we call shrinking .
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Definition 5.10 (Equivalent labels and simulation). Let G be a sequent
and let x, y ∈ `(G). We say that x and y are equivalent , denoted as x ∼ y, iff
for all formulas A, we have x:A• ∈ G iff y:A• ∈ G and also x:A◦ ∈ G iff y:A◦ ∈ G.
A simulation xSy of y by x is a relation S ⊆ `(G)× `(G) such that whenever
xSy, we have x ∼ y and, for any y′ such that yRGy′, there is x′ such that xRGx′
and x′Sy′.

In the following, we write G[y/x] for the sequent obtained by uniformly sub-
stituting x for y in G.

Definition 5.11 (Shrinking). Let G be a sequent. Two labels x, y ∈ `(G) are
siblings, denoted as x|y, if there is a label z ∈ `(G) with zRGx and zRGy.
A label y ∈ `(G) is redundant if there is a sibling x of y with xSy for some
simulation S. A sequent G is shrunk iff there are no redundant labels in `(G).
A shrinking tree is a derivation tree T over the inference rule

G[y/x]
shrk where x|y and xSy for some simulation S

G
(3)

whose leaf8 is a shrunk sequent. If G is the conclusion of T , then the leaf of T is
called a shrinking of G.

Example 5.12. To illustrate the above definition, on the top right of Figure 3 is
displayed a sequent with only one layer. Colours indicate equivalence of labels, so
we assume that 2 ∼ 5 and 4 ∼ 6. Moreover, it holds that 2|5. Thus, the sequent
can be shrunk by uniformly substituting first label 2 for label 5 and then 4 for 6.
The result is displayed in the lower part of the figure.

Remark 5.13. As with saturation, also the shrinking of a sequent G is not
uniquely defined because of possible label renamings. But as before, we can im-
pose a strategy on the order of the applications of the shrk-rule when computing
the shrinking, so that we can speak of the shrinking of G and denote it by bGc.

Combining Remarks 5.7 and 5.13, we can define the shrink-saturation of
a sequent G as follows

VGW =
{
bHc | H ∈ dGe

}
(4)

i.e., for computing it, we first compute the saturation of G, and then compute
the shrinking of each sequent in the saturation.

We are now ready to formally define our loopcheck, which is essentially check-
ing whether we see a repetition of a layer. In that case we stop applying ⊃◦ and
�◦ and do not create new layers.

Definition 5.14 (Equivalent layers). Let G be a sequent and let L1 and L2

be layers in G. We say that L1 and L2 are equivalent , denoted as L1 ∼ L2, if
there is a bijection f : L1 → L2 such that for all x, y ∈ L1 we have x ∼ f(x) and
xRGy iff f(x)RGf(y).
8 There is exactly one leaf since the shrk-rule has one premise.
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0. Given a formula F , let G0 = r≤r, r:F ◦ and let SSS0 = VG0W.
1. If all sequents in SSSi are axiomatic, then terminate.
→ The formula F is provable and we can give a proof of r:F ◦ in labIKs.

2. Otherwise, pick a non-axiomatic sequent Gi ∈ SSSi.
(a) If there is an allowed formula x:F ◦ ∈ Gi, then compute the lifting Gi↑x:F

◦
,

let SSSi+1 = (SSSi \ {Gi}) ∪ VGi + Gi↑x:F
◦
W, and go to Step 1.

(b) Otherwise, if Gi does not contain any allowed formulas, then terminate.
→ The formula F is not provable, and Gi defines a countermodel.

Figure 4. Proof-search algorithm

Definition 5.15 (Allowed formula). Let G be a saturated sequent with an
unhappy formula x:A⊃B◦ (or x:�A◦), and let L be the layer of x. We say that
the formula x:A⊃B◦ (resp. x:�A◦) is allowed iff: there is no layer L′ < L with
L′ ∼ L, and all layers L′ < L are happy.

We can now put all the pieces together in our proof search algorithm, which
is given in Figure 4, and which has the following properties:

Theorem 5.16. The algorithm given in Figure 4 always terminates.

Theorem 5.17. If the algorithm shown in Figure 4 terminates in Step 1, then
the formula F is a theorem of IK.

Theorem 5.18. If the algorithm shown in Figure 4 terminates in Step 2b, then
there is a finite model in which the formula F is not valid.

Corollary 5.19. The logic IK is decidable and has the FMP.

6 Conclusions and Future Work

We have presented a proof-search algorithm to decide validity of IK formulas, es-
sentially implementing proof search within labIKs, a fully labelled calculus for IK.
When compared to Simpson’s model-theoretic and proof-theoretic techniques to
establish decidability of IK, our algorithm has the advantage of producing either
a proof or a countermodel for a formula through the same construction. More-
over, since a finite countermodel is extracted from a finite proof search branch,
we are able to establish in one go both decidability and the FMP for IK. Thanks
to invertibility of all the rules of labIKs, backtracking is not necessary and the
countermodel construction is immediate, in contrast to [7].

In future work, we plan to study the complexity of our decision procedure.
Specifically, we are interested in bounding the size of the countermodels gener-
ated by the algorithm, which at the moment we estimate as non-elementary. We
conjecture that smaller countermodels could be found by refining the steps of
our algorithm. Moreover, we plan to further extend our algorithm to other logics
in the intuitionistic modal family. Finally, we intend to create a theorem prover
implementing our algorithm, by analogy with [5].
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A Proofs

Proof (of Theorem 4.7). The worlds W of MG are the labels of the sequent.
Conditions fc and bc, as well as transitivity and reflexivity of ≤G , and mono-
tonicity of V all follow by construction due to structural happiness. Thus,MG
is a birelational model. It only remains to show the two properties about forcing,
which we prove by mutual induction on the size of A, proceeding by case analysis
on the main connective of A:

– x:⊥• ∈ G: it is not possible for a happy sequent.
– x:⊥◦ ∈ G: we haveMG , x 6 ⊥ by definition.
– x:a• ∈ G: by Definition 4.2,MG , x  a.
– x:a◦ ∈ G: it is not the case that x:a• ∈ G by happiness of x, hence,MG , x 6 a

by Definition 4.2.
– x:B ∧ C• ∈ G: by happiness of x, both x:B• ∈ G and x:C• ∈ G. Then
MG , x  B andMG , x  C by IH. Therefore,MG , x  B ∧ C.

– x:B ∧ C◦ ∈ G: by happiness of x, either x:B◦ ∈ G or x:C◦ ∈ G. Then either
MG , x 6 B orMG , x 6 C by IH. Therefore,MG , x 6 B ∧ C.

– Cases for x:B ∨ C• ∈ G and x:B ∨ C◦ ∈ G are analogous.
– x:B ⊃ C• ∈ G: consider any y with x≤Gy. By (mon•)-structural saturation,
y:B ⊃ C• ∈ G. By happiness of y, either y:B◦ ∈ G or y:C• ∈ G. By IH, either
MG , y 6 B or MG , y  C. Thus, MG , y  B implies MG , y  C for all y
with x≤Gy. Therefore,MG , x  B ⊃ C.

– x:B ⊃ C◦ ∈ G: by happiness of x, there is a world y such that x≤Gy, y:B• ∈
G, and y:C◦ ∈ G. By IH, MG , y  B and MG , y 6 C. Therefore, MG , x 6
B ⊃ C.

– x:♦B• ∈ G: by happiness of x, there is a world y such that xRGy and
y:B• ∈ G. By IH, we haveMG , y  B and, therefore,MG , x  ♦B.

– x:♦B◦ ∈ G: by happiness of x, we have y:B◦ ∈ G for all worlds y such that
xRGy. Thus, by IH,MG , y 6 B whenever xRGy. Therefore,MG , x 6 ♦B.

– x:�B• ∈ G: consider arbitrary y and z with x≤Gy and yRGz. By (mon•)-
structural saturation, y:�B• ∈ G. By happiness of y, we have z:B• ∈ G.
Thus, by IH,MG , z  B whenever x≤Gy and yRGz. Therefore,MG , x  �B.

– x:�B◦ ∈ G: by happiness of x, there exist y and z such that x≤Gy, yRGz,
and z:B◦ ∈ G. By IH,MG , z 6 B. Therefore,MG , x 6 �B. ut

Proof (of Theorem 5.16). First, all formulas that occur in a sequent must be
subformulas of F . This means that the number of equivalence classes of the label
equivalence relation ∼ is finite. Next, observe that the algorithm only produces
layered sequents, and the labels of each layer in a sequent G form a tree defined
by the RG-relation. These trees have the following properties:

(i) Their depth is bounded by the maximal modal depth of F . Whenever a
new node is created or a formula moves from a parent to a child, one modality
is removed (this happens in the rules ♦•,♦◦,�•, and �◦).

(ii) The number of children that a node can have is also bounded, because
for every given depth, the number of different trees with that depth that do
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not simulate each other is also finite. Note that the only rules that create new
branches are ♦• and �◦, where ♦• is only applied when there is no child with the
corresponding subformula, and �◦ is only applied after the shrinking operation.

These two properties ensure that the number of layer equivalence classes
(Definition 5.14) is finite. Since the layers in the sequent form a tree with respect
to the layer ordering ≤, we must eventually see a repetition along each branch of
that tree. This triggers our loopcheck, i.e., there are no allowed formulas left. ut

Proof (of Theorem 5.17). We are going to show that whenever the algorithm
terminates in Step 1, then we can produce a proof of the formula F in labIKs.
By inspecting the algorithm in Figure 4, we can observe that the set SSSi that
is computed at each round is in fact the set of leaves of a derivation tree with
root G0, over the rules sat, shrk, and lift.

We have already observed (Propositions 5.6 and 5.9) that the rules sat and lift
are derivable in labIKs. Furthermore, every instance of the shrk-rule is an instance
of the weak with an augmentation of the premise by additional relational atoms.
We are now going to show that these additional relational atoms are never used
in the derivation by other rule instances. Therefore, all instances of shrk can be
replaced by weak, and we obtain a derivation in labIKs of the sequent G0, from
which we can get r:F ◦, as required by Theorem 3.4.

The first observation to make is that in every sequent G that the algorithm
visits, the relation RG defines a tree-structure on each layer. Assume now we
have an instance of the shrk-rule with conclusion G and premise G′ = G[y/x],
eliminating all occurrences of the label y. Then all labels u with yRGu are re-
dundant in G′, by using the same simulation S as for y in G. Thus, whenever the
shrinking removes a label y, it also removes the whole R-subtree rooted at that
label. Therefore, a shrinking never introduces additional R-relational atoms.

The next observation to make is that the shrk-rule only removes labels that
are in a layer that is maximal with respect to the layer ordering ≤. The reason is
that the only way to create new layers is via the lift-rule, and that only happens
if the layers below that new layer are already shrunk. Therefore, a shrinking only
introduces additional relational atoms of the form v≤w, where w is in a layer
that is maximal and almost happy.

The only inference rule in labIKs that uses ≤-relational atoms to move formu-
las into another label is the mon•-rule that is empoyed in the lifting. But there
it only uses the freshly created ≤-relational atoms for the new layer. Hence, the
additional relational atoms are never used, and we can replace all shrk-instances
by weak. ut

Proof (of Theorem 5.18). Assume the algorithm in Figure 4 terminates in Step 2b,
i.e., there is an almost happy sequent Gi with no allowed formulas. That means
that whenever there is an unhappy formula, it is of shape x:A⊃B◦ or x:�A◦,
and x is in a layer L, such that (i) L is maximal with respect to ≤, and (ii) there
is a layer L′ with L′ ∼ L and L′ < L.

We have (i) because if a formula is not allowed, then there is no other allowed
formula in the same layer, and we have (ii) because otherwise the unhappy
x:A⊃B◦ or x:�A◦ would be allowed.
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We can now take the bijection f : L → L′ that makes L and L′ equivalent
and define G′i to be the sequent obtained from Gi by adding the relational atom
v≤f(v) for every v ∈ L. This makes every unhappy x:A⊃B◦ or x:�A◦ with
x ∈ L happy, and does not affect happiness of other formulas in the sequent.

We can repeat this for all layers that contain unhappy formulas, yielding
eventually a happy sequent, to which we can apply Theorem 4.7. ut

B Examples

Example B.1. We report a proof of sequent 1:(♦p⊃�q)⊃�(p⊃ q)◦. For reasons
of space, we avoid repeating the principal formulas in the premise(s) of the rules,
and we abbreviate with R the sequent 1≤2, 2R3, 3≤4, 2≤5, 5R4, 1≤5.

id
R, 4:p•, 4:p◦, 4:q◦

♦◦

R, 4:p•, 5:♦p◦, 4:q◦

id
R, 4:p•, 4:q•, 4:q◦

�•

R, 4:p•, 5:�q•, 4:q◦

1≤2, 2R3, 3≤4, 2≤5, 5R4, 1≤5, 4:p•, 5:♦p⊃�q•, 4:q◦
mon•

1≤2, 2R3, 3≤4, 2≤5, 5R4, 1≤5, 4:p•, 1:♦p⊃�q•, 4:q◦
≤tr

1≤2, 2R3, 3≤4, 2≤5, 5R4, 4:p•, 1:♦⊃�q•, 4:q◦
bc

1≤2, 2R3, 3≤4, 4:p•, 1:♦p⊃�q•, 4:q◦
⊃◦

1≤2, 2R3, 1:♦p⊃�q•, 3:p⊃ q◦
�◦

1:♦p⊃�q•, 1:�(p⊃ q)◦
⊃◦

1:(♦p⊃�q)⊃�(p⊃ q)◦

Example B.2. Let us consider the formula A = ((a⊃�b)⊃⊥)⊃⊥. To check
whether the formula is valid in IK, we apply the procedure described in Section 5,
by taking G0 = r≤r, r:A◦. On the right of Figure 5 is displayed one of the
sequents Gi produced by the algorithm, where H = (a ⊃ �b) ⊃ ⊥•, a ⊃ �b◦.
Observe that Gi is layered, and that all the layers L0−L5 are happy, while layer
L6 is almost happy: formula 10:�b◦ is not happy. Moreover, the sequent can be
shrunk: again, we use colours to indicate label equivalence, and it holds that
11 ∼ 12, and furthermore that 11|12. In the middle of the Figure is represented
the result applying shrinking to Gi. After the shrinking, it holds that layer L6 and
layer L4 are equivalent. Thus, the unhappy formula 10:�b◦ is not allowed and,
since there are no allowed formulas, the algorithm terminates. At this point, using
the construction described above, we make formula 10:�b◦ happy by adding the
relational atoms 10≤5 and 11≤6 to the sequent. The result is represented on
the left-hand side of Figure 5. It is easy to check that this sequent is happy, and
thus defines a countermodel for A.
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L0

L1

L2

L3

L4

L5

L6

0 ((a⊃�b)⊃⊥)⊃⊥◦

1 H,⊥◦

2 H, a•,�b◦

4 b◦3H, a•

65
H,

a•,�b◦

8 b◦

97H, a•

1110
H,

a•,�b◦

12

0 ((a⊃�b)⊃⊥)⊃⊥◦

1 H,⊥◦

2 H, a•,�b◦

4 b◦3H, a•

65
H,

a•,�b◦

8 b◦

97H, a•

1110
H,

a•,�b◦

12

0

1

2a•

43a•

65a•

8

97a•

1110a•

Figure 5. Left : Graphical representation of a sequent G produced by the algorithm,
where H = (a⊃�b)⊃⊥•, a⊃�b◦. Middle: The result of shrinking G. Right : The coun-
termodel produced according to the procedure described in the proof of Theorem 5.18.
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