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ABSTRACT
Model checking automatically verifies that a model, e.g., a Labelled

Transition System (LTS), obtained from higher-level specification

languages, satisfies a given temporal property. When the model

violates the property, the model checker returns a counterexample,

but this counterexample does not precisely identify the source of

the bug. Moreover, manually correcting the given specification or

model can be a painful and complicated task. In this paper, we

propose some techniques for computing patches that can correct

an erroneous specification violating an eventually property. These

techniques first extract from the whole behavioural model the part

which does not satisfy the given property. In a second step, this

erroneous part is analysed using several algorithms in order to

compute the minimal number of patches in the specification so

as to make it satisfy the given property. The approach is fully

automated using a tool we implemented and applied on a series of

examples for validation purposes.
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1 INTRODUCTION
Recent computing trends promote the development of hardware and

software applications that are intrinsically parallel, distributed, and

concurrent. This is the case of service-oriented computing, cloud/-

fog computing, cyber-physical systems or the Internet of Things.

Designing and developing distributed software in this context is

a tedious and error-prone task, and the ever-increasing software

complexity is making matters even worse. Although we are still far

from proposing techniques and tools avoiding the existence of bugs

in a software under development, we know how to automatically

chase and find bugs that would be very difficult, if not impossible,

to detect manually.

Model checking is an established technique for automatically

verifying that a behavioural model, e.g., a Labelled Transition Sys-

tem (LTS), satisfies a given temporal formula written with temporal

logic. When the model violates the property, the model checker
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returns a counterexample, which is a sequence of actions leading to

a state where the property is not satisfied. Understanding this coun-

terexample for debugging the specification is a complicated task for

several reasons: (i) the counterexample can contain hundreds (even

thousands) of actions, (ii) the debugging task is mostly achieved

manually, (iii) the counterexample does not explicitly highlight the

source of the bug that is hidden in the model, (iv) the counterexam-

ple describes only one occurrence of the bug and does not give a

global view of the problem with all its occurrences.

In this work, we have a specific focus on liveness properties, and

more precisely on single inevitable execution properties also known

as eventually or existence properties. Model checking books [2, 9, 10]

present this property as one of the classic patterns of liveness

properties. According to an empirical study carried out in [11] on

more than 500 properties, this property is part of the 4-5 classic

patterns of liveness properties most used by developers in practice.

In this paper, we consider concurrent programs or specifications

that can transform into behavioural models such as Labelled Tran-

sition Systems (LTS). This is the case of most process algebraic

specification languages such as CCS, CSP or LNT. Given an eventu-

ally property and such a specification or model, we rely on existing

techniques [3, 4] to identify transitions that satisfy or violate the

property in the model. This extended model, called Counterexample

LTS (CLTS), contains important decision points called faulty states
which can be used to identify bugs in the specification. However, de-

bugging the specification using such a model is not straightforward

especially when it consists of many states and transitions.

The main contribution of this paper is to propose techniques that

can take advantage of the aforementioned CLTS for automatically

finding and then optimally patching the bugs in the specification

caused by the violation of an eventually property. More precisely,

our approach first analyses the model in order to extract certain

information associated with the property’s violation. As a result,

this analysis returns several sets of incorrect transitions. In a second

step, we rely on these results for computing the minimal number

of modifications to make on the specification such that the prop-

erty is satisfied. A patch changes all the incorrect transitions into

correct ones with (if any) the least impact on the correct parts of

the specification. Our approach is implemented as a program that

fully automates the computation of patches for avoiding the te-

dious, time-consuming and error-prone debugging steps that are

usually achieved manually by users. This program was validated

by performing several experiments on realistic specifications with

their respective eventually properties.

The rest of this paper is organised as follows. Section 2 introduces

preliminary notions. Section 3 presents the automated computation
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of patches. Section 4 introduces tool support and experimental

results. Section 5 surveys related work and Section 6 concludes.

2 BACKGROUND
In this work, we adopt Labelled Transition System (LTS) as be-

havioural model of concurrent programs. An LTS consists of states

and labelled transitions connecting these states.

Definition 2.1. (LTS) An LTS is a tuple M = (S, s0,Σ, T ) where 𝑆
is a finite set of states, s0 ∈ S is the initial state, Σ is a finite set of

actions, and T ⊆ S × Σ × S is a finite set of transitions. A transition

is represented as s
l−→ s′ ∈ T , where l ∈ Σ and s, s′ ∈ S.

An LTS is produced from a higher-level specification of the sys-

tem described with a process algebra for instance. Specifications

can be compiled into an LTS using specific compilers. In this work,

we use LNT as specification language [8] and compilers from the

CADP toolbox [15] for obtaining LTSs from LNT specifications.

LNT is an extension of LOTOS, an ISO-standardised process al-

gebra [20], which supports data types, functions, and processes.

LNT processes (see Figures 4 (a) and 5 (a)) are built from actions,

choices (select), parallel composition (par), looping behaviours

(loop), and sequential composition (;). For brevity, in this paper,

we utilise only a fragment of the LNT syntax depicted in Table 1

to explain our approach. 𝐵 stands for a LNT term, 𝐴 for an action,

𝐸 for a Boolean expression, 𝑥 for a variable, and 𝑇 for a type. LNT

is formally defined using operational semantics based on LTSs [8].

The approach presented in the rest of this section is generic in the

sense that it applies to deterministic LTSs produced from any com-

piler/verification tool and computed using classic determinisation

techniques [19].

𝐵 ::= 𝐴 | 𝐵1;𝐵2 | select 𝐵1[]...[]𝐵𝑛 end select
| par 𝐵1 | |...| |𝐵𝑛 end par | while 𝐸 loop 𝐵 end loop
| var 𝑥 :𝑇 in 𝐵 end var

Table 1: Fragment of LNT Syntax

An LTS can be viewed as all possible executions of a system. One

specific sequence of executions is called a trace.

Definition 2.2. (Trace) Given an LTS M = (S, s0,Σ, T ), a trace

𝜏 of size n ∈ N is a sequence of actions l1, l2, . . . , ln ∈ Σ such

that s0 l1−→ s1 ∈ T , s1
l2−→ s2 ∈ T , . . . , sn−1

ln−−→ sn ∈ T . The set of all
traces of𝑀 is written t (M).

As labels may correspond to different transitions in an LTS, we

introduce a slightly different notion called path, as a sequence of
transitions of the LTS.

Definition 2.3. (Path) Given an LTS M = (S, s0,Σ, T ),
a path of size n ∈ N is a sequence of transitions

s0 l1−→ s1 ∈ T , s1
l2−→ s2 ∈ T , . . . , sn−1

ln−−→ sn ∈ T . The set of

all paths of M is written 𝑝 (𝑀).
Model checking consists of verifying that an LTS model satisfies

a given temporal property 𝜑 , which specifies some expected re-

quirements of the system. Temporal properties are usually divided

into two main families: safety and liveness properties [2]. In this

work, we focus on liveness properties, which are widely used in

the verification of real-world systems. Liveness properties state

that “something good eventually happens”. In particular, we focus

on a class of liveness properties called single inevitable execution
properties

1
which state that, given an LTS M = (S, s0,Σ, T ) and

an action 𝛼 ∈ Σ, every trace in t (M) contains at least one action
labelled 𝛼 . This can be expressed as an LTL (Linear Temporal Logic

[31]) formula ^𝛼 (i.e., 𝛼 is eventually executed). The action 𝛼 is

called the inevitable action.

An inevitable execution property can be semantically charac-

terised by a possibly infinite set of traces t𝜑 ⊆ t (M), corresponding
to the traces that comply with the property 𝜑 in an LTS (i.e., correct

traces). If the LTS model does not satisfy the property, the model

checker returns a counterexample.

Definition 2.4. (Counterexample) Given an LTS M = (S, s0,Σ, T )
and a property 𝜑 , a counterexample is any trace which belongs to

t (M) \ t𝜑 .

The new contributions of this paper rely on existing results

presented in [3, 4]. In this previous work, the approach takes as

input a specification and a temporal property, and identifies decision

points where the specification (and the corresponding LTS model)

goes from a (potentially) correct behaviour to an incorrect one.

These choices turn out to be very useful to understand the source

of the bug. These decision points are called faulty states in the LTS

model.

Figure 1: Types of transitions

In order to detect these faulty states, the transitions in the model

first need to be classified into different types. The type of a transi-

tion indicates whether that transition belongs to paths satisfying

the property or not. More precisely, transitions in the LTS are clas-

sified into three types: correct transitions satisfying the property,

incorrect transitions violating the property, and neutral transitions

not satisfying nor violating the property. These transition types

are represented using different styles (and colours) as illustrated in

Figure 1.

Definition 2.5. (Types of Transition) Given an LTS

M = (S, s0,Σ, T ) and a property 𝜑 , the transitions in T can

be classified into three different types:

• A transition t = s
l−→ s′ ∈ T is correct if

∀p ∈ {p′ ∈ p(M) | t ∈ p′}, 𝑝 |= 𝜑 . The set of correct

transitions is written Tc .

• A transition t = s
l−→ s′ ∈ T is incorrect if

∀p ∈ {p′ ∈ p(M) | t ∈ p′}, 𝑝 ̸ |= 𝜑 . The set of incor-

rect transitions is written Ti .

• A transition t = s
l−→ s′ ∈ T is neutral if

∃p, p′ ∈ {p′′ ∈ p(M) | t ∈ p′′} such that 𝑝 |= 𝜑 and

𝑝′ ̸ |= 𝜑 . The set of neutral transitions is written Tn.
1
A property with this type only contains a single action, in contrast, nested inevitable
execution properties involve multiple actions.
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The information concerning the transition type is added to the

LTS in the form of tags. The set of transition tags is defined as

Γ = {correct, incorrect, neutral}. Given an LTS M = (S, s0,Σ, T ), a
tagged transition is represented as s

(l,𝛾 )
−−−−→ s′, where s, s′ ∈ S, l ∈ Σ

and 𝛾 ∈ Γ . An LTS in which each transition has been tagged with a

type is called tagged LTS.

Definition 2.6. (Tagged LTS) Given an LTS M = (S, s0,Σ, T ),
and the set of transition tags Γ , the tagged LTS is a tu-

ple MΓ = (SΓ , s0
Γ ,ΣΓ , TΓ ) where SΓ = S, s0

Γ = s0
, ΣΓ = Σ, and

TΓ ⊆ SΓ × ΣΓ × Γ × SΓ .

In practice, tagging an LTS is often preceded by another pro-

cess called unfolding [14, 28]. This process generates a new LTS

in which no neutral transition is preceded by both incorrect and

correct transitions, by duplicating the original problematic neutral

transition and tagging it as either correct or incorrect. The resulting

LTS contains more states and transitions than the original one, but

is semantically equivalent to it.

In the rest of this section, the following dot operators are used

to obtain the elements of a transition t = s
(l,𝛾 )
−−−−→ s′ ∈ TΓ in the

tagged LTS: t .src = s and t .tgt = s′ return the source and target

states, t .l = l returns the label, t .𝛾 = 𝛾 returns the tag. Also, function

Φ : 2TΓ → 2Σ
retrieves the labels of a given set of transitions.

(a) Original LTS

(b) Unfolded & Tagged LTS

Figure 2: Tagging of LTS

Example. Figure 2 (a) shows an untagged LTS, while Fig-

ure 2 (b) depicts the tagged version of that LTS according to

a property 𝜑 = ^b. There are two paths in the untagged LTS:

p1 = 0
a−→ 1, 1

b−→ 2, 2
d−→ 3 and p2 = 0

a−→ 1, 1
c−→ 2, 2

d−→ 3. Here,

p1 |= 𝜑 and p2 ̸ |= 𝜑 because there is a transition labelled with b
in p1 while there is no such transition in p2 . In the tagged LTS,

transitions 1
(b,correct )
−−−−−−−−−−→ 2 and 1

(c,incorrect )
−−−−−−−−−−−→ 2′ are tagged as cor-

rect and incorrect because they only belong to, respectively, p1

and p2 , whereas 0
(a,neutral)
−−−−−−−−−−→ 1 is neutral because it belongs to

both paths. Finally, 2
d−→ 3 is unfolded into 2

(d,correct )
−−−−−−−−−−→ 3 and

2′
(d,incorrect )
−−−−−−−−−−−→ 3′ because it is preceded by both a correct and

an incorrect transition.

The tagged LTS where transitions have been typed allows us

to identify faulty states in which an incoming neutral transition is

followed by a choice between at least two transitions with different

types (correct, incorrect, neutral). In the specific case in which all

the transitions of the tagged LTS are incorrect, the initial state is

considered as a faulty state.

Definition 2.7. (Faulty State) Given a tagged LTS

MΓ = (SΓ , s0
Γ ,ΣΓ , TΓ ) and the set of incorrect tran-

sitions Ti ⊆ TΓ , a state s ∈ SΓ is a faulty state if

and only if ((∀t = s′
(l,𝛾 )
−−−−→ s ∈ TΓ , 𝛾 = neutral) ∧

(∃t′ = s
(l′′,𝛾 ′′ )
−−−−−−→ s′′, t′′ = s

(l′′′,𝛾 ′′′ )
−−−−−−−→ s′′′ ∈ TΓ such that

𝛾 ′′ ≠ 𝛾 ′′′)) ∨ (s = s0 ∧ Ti = TΓ ).

By looking at the outgoing transitions of a faulty state, five kinds

of faulty states can be identified:

(1) with at least one neutral and one correct transitions (no

incorrect transition),

(2) with at least one neutral and one incorrect transitions (no

correct transition),

(3) with at least one incorrect and one correct transitions (no

neutral transition),

(4) with at least one neutral, one incorrect, and one correct

transitions,

(5) with no incoming transition and at least one incorrect out-

going transition.

These faulty states are represented using different styles of border

(and colours) as depicted in Figure 3.

Figure 3: Faulty states

Finally, the notion of Counterexample LTS (CLTS) is defined and

will be used in the rest of this paper.

Definition 2.8. (Counterexample LTS) Given a tagged LTS𝑀Γ =

(𝑆Γ, 𝑠0Γ, ΣΓ,𝑇Γ) and the set of faulty states 𝐹 computed on this tagged

LTS, the corresponding CLTS is the tuple 𝐶 = (𝑀Γ, 𝐹 ).

The reader interested in more details regarding the algorithms

for computing tagged LTSs and CLTSs can refer to [3, 4]. Also, the

use of CLTSs for debugging programs that violate safety properties

has been proposed in [12, 13].

Example. Two examples of LNT specifications with their corre-

sponding CLTSs are presented in Figures 4 and 5 (called examples

A and B, respectively). Note that choices (i.e., select) in the LNT are

represented in the CLTS as multiple transitions outgoing from the

same state, whereas parallel compositions (i.e., par) are represented
as interleaved executions [27]. Suppose that the property to be

respected by both specifications states that action LOG eventually

happens, which is written in LTL as ^LOG. The specification in

Figure 4 (a) contains a select statement with several choices (lines

4 to 16). LOG is not executed in some of these choices; hence, the

CLTS in Figure 4 (b) contains faulty states and incorrect transitions.

There is a loop statement (lines 7 to 10) inside a parallel composition
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1 process main [ INIT , ACT1 , ACT2 , ACT3 , ACT4 ,

2 DONE1 , DONE2 , DONE3 , DONE4 , LOG : any ] i s
3 INIT ;
4 s e l e c t
5 s e l e c t DONE1 [ ] ACT1 end s e l e c t
6 [ ]
7 par DONE2 | | ACT2 end par
8 [ ]
9 par DONE3

10 | | s e l e c t LOG [ ] ACT3 end s e l e c t
11 end par
12 [ ]
13 s e l e c t DONE4

14 [ ] par LOG | | ACT4 end par
15 end s e l e c t
16 end s e l e c t
17 end process

(a) LNT specification

(b) CLTS

Figure 4: Example A

(lines 4 to 11) in the second specification (Figure 5 (a)). This causes

some actions to appear more than once in some paths of the CLTS.

These two running examples are used throughout the next section

to illustrate the computation of patches.

3 AUTOMATED COMPUTATION OF PATCHES
A patch is used for correcting a specification that violates a single

inevitable execution property. We first define the notion of patch,

followed by several preliminary computations. Then, we detail

the algorithm for computing the patches, along with a complexity

analysis. Finally, we prove that every patch in the resulting set of

patches is an optimal patch, that is, the patch of the smallest size

having the smallest impact on the correct traces of the CLTS.

1 process main [START , RUN , EXEC , LOG : any ] i s
2 var x : Nat in
3 x : = 0 ; START ;
4 par
5 s e l e c t LOG [ ] RUN end s e l e c t
6 | |
7 while ( x < 2 ) loop
8 s e l e c t LOG [ ] EXEC end s e l e c t ;
9 x : = x + 1

10 end loop
11 end par
12 end var
13 end process

(a) LNT specification

(b) CLTS

Figure 5: Example B

3.1 Patch
In this work, a patch is proposed to the user for modifying a speci-

fication that initially translates into a CLTS containing incorrect

transitions to become another specification that translates into a

CLTS composed of only correct transitions. This modification is

made by adding the inevitable action 𝛼 just before precise actions

in the specification to make the execution of 𝛼 become inevitable.

Therefore, a patch is defined as a set of actions in the specification

where the inevitable action should be added just before them.

Definition 3.1. (Patch) Given a CLTSC = ((SΓ , s0
Γ ,ΣΓ , TΓ ), F) and

an inevitable execution property 𝜑 = ^𝛼 , a patch p of size 𝑛 ∈ N is

a set of actions {l1, l2, ..., ln}, li ∈ ΣΓ . A patch is used to make the

specification associated with C satisfy 𝜑 by adding 𝛼 just before

every action li ∈ p in that specification.

It is worth noting that every action li ∈ p except the inevitable

action 𝛼 , is assumed to appear only once in the specification. Conse-

quently, the user can identify exactly where the action 𝛼 should be

added (i.e., if li appears multiple times, then it is not straightforward

to identify before which of them 𝛼 should be added). Nevertheless,

the application of the approach is not limited to specifications with

unique actions. If a specification contains actions that appear mul-

tiple times, then those actions can be temporarily renamed such

that every action becomes unique.

Example. An example of a patch for the specification presented

in Figure 4 (a) is p = {DONE1,ACT1,DONE2,ACT3,DONE4}. This
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patch is obtained by ensuring that LOG is executed in every block

of code in the select statement from lines 4 to 16. The first block

(line 5) contains a select statement which executes either DONE1

or ACT1; these two actions must be included in the patch to make

LOG inevitable. On the other hand, we may choose to include either

DONE2 or ACT2 in the second block (line 7) because they are in

a parallel statement. For the third block (lines 9 to 11), ACT3 is

included in the patch instead of DONE3 because adding LOG before

DONE3 would make it possible for LOG to be executed twice (i.e.,

impacting the correct part). There is a select statement in the last

block (lines 13 to 15). In this case, only DONE4 must be added to

the patch because there is already a parallel composition with a

LOG action in the second block of this select statement.

This example shows that it is not straightforward to manually

obtain a patch. A specification may contain hundreds of lines with

nested select statements and parallel compositions that make it

impossible to manually find a patch. One may propose to add the

action LOG at the beginning or at the end; however, this would

impact the correct parts of the specification. This paper presents a

method to automatically compute a set of patches that is optimal

in terms of size and (if any) in terms of impact on the correct parts

of the specification.

3.2 Preliminary Computations
This section introduces the necessary information that should be

retrieved from the CLTS before the computation of patches. First

of all, we focus on the parts of the model where the property is not

satisfied. These parts correspond to transitions tagged as incorrect.

To understand the source of the violation, we need to identify

the set of transitions associated with the precise starting point of

the property’s unsatisfaction. These are the incorrect transitions

outgoing from the faulty states. We call them the first incorrect
transitions.

Definition 3.2. (First Incorrect Transitions) The set of all first

incorrect transitions in a CLTS C = ((SΓ , s0
Γ ,ΣΓ , TΓ ), F) is defined

as Tfit ⊆ Ti ⊆ TΓ where ∀t ∈ Tfit , t .src ∈ F .

As these transitions correspond to the starting point of prop-

erty’s violation, patching all of them necessarily makes the spec-

ification satisfy the property. Nonetheless, there may exist tran-

sitions in the CLTS that have the same labels but different tags,

i.e., t, t′ ∈ TΓ , t ≠ t′ such that t .l = t′ .l ∧ t .𝛾 ≠ t′ .𝛾 . Consequently,
there may exist transitions in Tfit that have the same labels as other

transitions tagged as correct. It is important to avoid patching the

actions associated to these transitions when possible because it

would impact the correct traces of the CLTS.

Definition 3.3. (Impact on Correct Traces) Given a CLTS

C = ((SΓ , s0
Γ ,ΣΓ , TΓ ), F), the set of correct traces 𝑡𝑐 ⊆ 𝑡 (𝐶), a patch

p, and a CLTS𝐶′ = ((𝑆 ′Γ, 𝑠
′0
Γ , Σ

′
Γ,𝑇
′
Γ), 𝐹

′) generated from the patched

specification, 𝑡𝑐 is said to be impacted by p if ∃𝜏 ∈ 𝑡𝑐 such that

𝜏 ∉ 𝑡 (𝐶′). This impact is quantified as the number of actions

belonging to correct traces of C that no longer exist in C’, i.e.,
| ⋃
𝜏=(𝑙0,...,𝑙𝑛 ) ∈𝑡𝑐

𝜏∉𝑡 (𝐶′ )

⋃
i∈[0...n]

li |.

Example. Suppose that for the specification in Figure 4 (a), a

patch p = {INIT} is proposed. This patch would impact the correct

parts of the specification because the correct traces in the initial

CLTS, such as INIT, ACT4, LOG (see Figure 4 (b)), would no longer

exist in the new CLTS (i.e., replaced by LOG, INIT, ACT4, LOG). In

this specific case, impacting a correct trace means executing action

LOG more than once.

To avoid impacting the correct traces of the CLTS, we must

consider transitions in Tfit that would exclusively impact the in-

correct traces of the CLTS once patched. These transitions are the

transitions outgoing from faulty states and labelled with actions

belonging to incorrect transitions only. This set of transitions is

defined as the set of exclusively incorrect transitions.

Definition 3.4. (Exclusively Incorrect Transitions) For a

given CLTS C = ((SΓ , s0
Γ ,ΣΓ , TΓ ), F), the set of exclusively

incorrect transitions is defined as Teit ⊆ Tfit ⊆ Ti ⊆ TΓ where

∀t ∈ Teit , �t′ ∈ TΓ , t′ ≠ t such that t .l = t′ .l ∧ t′ .𝛾 ≠ incorrect.

Ex.

Incorrect

transitions

(Ti)

First

incorrect

transitions

(Tfit )

Exclusively

incorrect

transitions

(Teit )

A

(1, ACT1, 2)

(1, ACT2, 4)

(1, ACT3, 7)

(1, DONE2, 15)

(1, DONE1, 13)

(1, DONE4, 21)

(4, DONE2, 5)

(7, DONE3, 8)

(15, ACT2, 16)

(17, ACT3, 18)

(1, ACT1, 2)

(1, ACT2, 4)

(1, ACT3, 7)

(1, DONE2, 15)

(1, DONE1, 13)

(1, DONE4, 21)

(17, ACT3, 18)

(1, ACT1, 2)

(1, ACT2, 4)

(1, ACT3, 7)

(1, DONE2, 15)

(1, DONE1, 13)

(1, DONE4, 21)

(17, ACT3, 18)

B

(9, EXEC, 10)

(13, RUN, 15)

(23, EXEC, 28)

(9, EXEC, 10)

(13, RUN, 15)

(23, EXEC, 28)

∅

Table 2: Sets of incorrect transitions

Example. Table 2 shows the computed sets of transitions Ti , Tfit ,

and Teit from the CLTS in Figures 4 (b) and 5 (b). In example A,

Tfit ⊂ Ti because not every incorrect transition is outgoing from a

faulty state (e.g., (15, ACT2, 16)). In example B, Ti = Tfit because all

three incorrect transitions are outgoing from faulty states. These

transitions are not in Teit since there are other transitions that are

not incorrect transitions yet have the same labels (e.g., the correct

transition (3, EXEC, 34) has the same label as (9, EXEC, 10)).

3.3 Computation of Patches
In this work, we propose to correct a specification by adding the

inevitable action of the property before one or several actions of

the specification. By doing so, the action of the property becomes

inevitable in any execution of the specification (i.e., the property

becomes satisfied). As explained in Section 3.1, the set of actions to

be preceded by the inevitable one is called a patch. Interestingly,

there may be several possible solutions for patching the model. In

this paper, the proposed approach computes the optimal patches,
that are, the patches of smallest size having (if any) the smallest

impact on correct traces of the CLTS.
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In this work, the reachability between transitions of the CLTS

is used to facilitate the computation of patches. One transition

is said to be reachable from another transition if there exists a

sequence of transitions connecting them. Reachability can be useful

for computing the patches. As an example, in Figure 4 (a), adding

action LOG just before action INIT results in a CLTS composed of

only correct transitions. This is because every incorrect transition

in the CLTS is reachable from the transition labelled with INIT.

Definition 3.5. (Reachability of Transitions) Let

C = ((SΓ , s0
Γ ,ΣΓ , TΓ ), F) be a CLTS. ∀t, t′ ∈ TΓ , t′ is said

to be reachable from t if and only if ∃s1, s2, ..., sn ∈ S

such that t .tgt
(l1,𝛾1 )−−−−−→ s1 ∈ TΓ , s1

(l2,𝛾2 )−−−−−→ s2 ∈ TΓ , ...,

sn
(ln+1,𝛾n+1 )−−−−−−−−−→ t′ .src ∈ TΓ .

A patch is more interesting than other patches when associated

with a transition that can reach more incorrect transitions. In the

following, we refer to the set of transitions that are reachable from

a transition as the reachable transitions set of this transition.

Definition 3.6. (Reachable Transitions Set) Let 𝐶 =

((𝑆Γ, 𝑠0Γ, ΣΓ,𝑇Γ), 𝐹 ) be a CLTS. ∀𝑡 ∈ 𝑇Γ , we define the set of

reachable transitions of t as 𝛿 (𝑡) = {𝑡 ′ ∈ 𝑇Γ | 𝑡 ′ is reachable from t}

∪ {𝑡}.

By extension, we define 𝛿𝐼 (𝑡) and 𝛿𝐶 (𝑡) as the sets of reachable
incorrect and correct transitions of t, respectively.

We have seen previously that patching an action of the specifi-

cation was correcting all the transitions of the LTS that are labelled

with this action. Thus, we define the extended reachable transi-
tions set of a label l as the set of transitions reachable from all the

transitions labelled with l.

Definition 3.7. (Extended Reachable Transitions Set) Let 𝐶 =

((𝑆Γ, 𝑠0Γ, ΣΓ,𝑇Γ), 𝐹 ) be a CLTS. ∀𝑙 ∈ ΣΓ , we define the extended

reachable transitions set of 𝑙 as Δ(𝑙) = ⋃
𝑡 ∈𝑇Γ
𝑡 .𝑙=𝑙

𝛿 (𝑡).

By extension, we define Δ𝐼 (𝑙) and Δ𝐶 (𝑙) as the extended sets of

reachable incorrect and correct transitions of l, respectively.
The computation of patches is performed by Algorithm 1. It

takes as input the three sets of incorrect transitions Ti , Tfit , and Teit
and returns the set of computed patches P . At line 1, the algorithm
first determines whether the specification can be patched without

impacting the correct part of the specification. This is feasible if all

first incorrect transitions are exclusively incorrect, or if patching all

exclusively incorrect transitions is enough to correct the specifica-

tion. If this is the case, function PatchIncorrectOnly is executed. This

function iterates over the set of exclusively incorrect transitions

until finding combinations of actions for which the corresponding

transitions can reach all the incorrect transitions of the CLTS, that

is, correcting entirely the specification. When such combinations

(i.e., patches) are found, they are added to the set of optimal patches

of the specification. Function PatchIncorrectAndCorrect is executed
if the condition at line 1 is not satisfied. It generates all possible

combinations of the set of first incorrect transitions, and selects the

smallest ones having the smallest impact on the correct traces of

the CLTS, while correcting entirely the specification.

Algorithm 1 Algorithm for Computing Patches

Inputs: Ti, Tfit , Teit (Transition sets defined in Section 3.2)

Output: P (Set of computed patches)

1: if (Tfit = Teit ) ∨ (
⋃
∀t∈Teit

∆I (t .l) = Ti) then

2: 𝑃 ← PatchIncorrectOnly(Teit , Ti)

3: else
4: 𝑃 ← PatchIncorrectAndCorrect(Tfit , Ti)

5: end if
6: return P

Algorithm 2 PatchIncorrectOnly

Inputs: Ti, Teit (Transition sets defined in Section 3.2)

Output: P (Set of computed patches)

1: PF ← False; PS ← 1; P ← ∅
2: while PF = False ∧ PS ≤ |Φ(Teit ) | do ⊲ iter. until patch found

3: PP ← findAllCombinations(PS,Φ(Teit ))
4: for all pp ∈ PP do
5: if

⋃
∀𝑙∈𝑝𝑝

Δ𝐼 (𝑙) = Ti then ⊲ pp corrects the spec

6: PF ← True

7: P ← P ∪ {pp}
8: end if
9: end for
10: PS ← PS + 1
11: end while
12: return P

Function PatchIncorrectOnly (Algorithm 2) computes the optimal

patches in terms of the number of actions in the patch. First, it

computes all subsets of actions belonging to Teit of size 𝑃𝑆 = 1

with the function FindAllCombinations(PS, Φ(Teit )). Then it checks

whether all the transitions of Ti can be reached from the transitions

labelled with the actions in the current subset (line 5). If this is the

case, this subset is sufficient to make the transitions in Ti become

correct. Therefore, the subset is added to the set of patches P, and
PF is set to True to indicate that a patch was found. Then, the next

subset is analysed. If no subset of size 𝑃𝑆 is found (i.e., PF = False) at
the end of an iteration, PS is set to PS + 1 and a new iteration starts.

Function PatchIncorrectAndCorrect (Algorithm 3) computes the

optimal patches in terms of impact on the correct traces of the

CLTS. It iterates through all possible sets of actions belonging to

transitions in Tfit (lines 2 to 4). Each set of actions is a possible

patch denoted as pp. The algorithm checks if the transitions in Ti
are all reachable from the transitions labelled by pp (line 5). If this

is the case, this patch is compared to already computed ones, if any.

If it has less impact on the correct traces of the CLTS than previous

patches (line 7), the previous patches are discarded and the current

one becomes the only patch (line 8). If it has the same impact as

previous patches, it is added to the set of patches (line 11). If it has

more impact, it is discarded.

Finally, we provide the worst-case time complexity of the algo-

rithm. As the algorithm computes all combinations of Tfit , in the

worst case for both functions PatchIncorrectOnly and PatchIncor-
rectAndCorrect, the resulting complexity is exponential in the size
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Algorithm 3 PatchIncorrectAndCorrect

Inputs: Ti, Tfit (Transition sets defined in Section 3.2)

Output: P (Set of computed patches)

1: PF ← False; PS ← 1; P ← ∅; TI ←∞
2: while PS ≤ |Φ(Tfit ) | do ⊲ iterate over all possible patches

3: PP ← findAllCombinations(PS,Φ(Tfit ))
4: for all pp ∈ PP do
5: if

⋃
∀𝑙∈𝑝𝑝

Δ𝐼 (𝑙) = Ti then ⊲ pp corrects the spec

6: CAI ← |Φ( ⋃
∀𝑙∈𝑝𝑝

Δ𝐶 (𝑙)) | ⊲ impact on correct traces

7: if CAI < TI then ⊲ less impact than current 𝑝 ∈ 𝑃
8: P ← {pp}
9: TI ← CAI
10: else if CAI = TI then ⊲ same impact as curr. 𝑝 ∈ 𝑃
11: P ← P ∪ {pp}
12: end if
13: end if
14: end for
15: PS ← PS + 1
16: end while
17: return P

of Tfit : O( |Tfit |⌈
|Tfit |

2 ⌉+1). However, experiments showed that both

the size of Tfit and of the patches are generally small, which makes

our approach execute efficiently on many realistic specifications in

practice.

Example. The computation of patches for examples A and B is

illustrated by presenting the list of iterations in Tables 3 and 4.

The columns of the first table contain the following values (from

left to right): the index of the iteration which also represents the

size of the current set of actions, the current set of actions, the set

of actions reachable from actions belonging to the current set of

actions, the set of actions associated to the incorrect transitions,

and boolean values representing the satisfaction of the property.

In the second table, there are two additional columns: the set of

actions of the correct transitions reachable from transitions labelled

by the actions in the current set of actions (fourth column), and

the size of that set (last column). These two additional columns

correspond to the impact on the correct traces of the CLTS.

As shown in the first iteration of Table 3, patching less

than five actions is not sufficient because it only impacts

a subset of the actions associated with the set of incor-

rect transitions. Thus, in the case of example A, the algo-

rithm returns P = {p1 = {ACT1,ACT3,DONE1,DONE2,DONE4},
p2 = {ACT1,ACT2,ACT3,DONE1,DONE4}}. Meanwhile in Ta-

ble 4, any combination of actions in {RUN, EXEC} is sufficient

to correct the specification. However, to be optimal in terms of

impact on the correct traces of the CLTS, the algorithm returns the

patches having the smallest number of impacted correct actions

(last column). As a result, the optimal solution is to either patch

only RUN or EXEC, i.e., P = {p1 = {RUN }, p2 = {EXEC}}.
The LNT specifications of both examples that have been cor-

rected with the proposed patches are presented in Figure 6. As

shown in both specifications, the LOG actions (highlighted with

underlines) are added just before the actions in each patch. For

Itr.

Current

set of

actions

Reachable

incorrect

transition

labels

Incorrect

transition

labels

Property

satisfied

1

{ACT1} {ACT1}

{ACT1, ACT2, ACT3,

DONE1, DONE2,

DONE3, DONE4}

false

{ACT2}

{ACT2,

DONE2}

{ACT1, ACT2, ACT3,

DONE1, DONE2,

DONE3, DONE4}

false

... ... ... ...

5

... ... ... ...

{ACT1,

ACT3,

DONE1,

DONE2,

DONE4}

{ACT1,

ACT2,

ACT3,

DONE1,

DONE2,

DONE3,

DONE4}

{ACT1, ACT2, ACT3,

DONE1, DONE2,

DONE3, DONE4}

true

{ACT1,

ACT2,

ACT3,

DONE1,

DONE4}

{ACT1,

ACT2,

ACT3,

DONE1,

DONE2,

DONE3,

DONE4}

{ACT1, ACT2, ACT3,

DONE1, DONE2,

DONE3, DONE4}

true

Table 3: Iterations to find patches for example A

It.

Current

set of

actions

Reachable

incorrect

transition

labels

Reachable

correct

transition

labels

Incor.

trans.

labels

Prop.

satis.

Impact.

correct

actions

1

{RUN}

{RUN,

EXEC}

{RUN}

{RUN,

EXEC}

true 1

{EXEC}

{RUN,

EXEC}

{EXEC}

{RUN,

EXEC}

true 1

2

{RUN,

EXEC}

{RUN,

EXEC}

{RUN,

EXEC}

{RUN,

EXEC}

true 2

Table 4: Iterations to find patches for example B

instance in the one depicted in Figure 6 (b) at line 5, LOG is added

just before RUN. In this case, the patch p1 = {RUN } ∈ P is used.

3.4 Optimality
This section first proves that every patch in the set of computed

patches systematically makes the specification satisfy the property

Then, it shows that every patch in the set of patches is optimal in

terms of size when function PatchIncorrectOnly is called, and in

terms of impact on the correct traces of the CLTS in both cases.

In the following propositions, we denote the set of computed

patches as PC ⊆ 2ΣΓ
, and the set of all possible patches of the spec-

ification as PA ⊆ 2ΣΓ
. Also for brevity, we denote the number of
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1 process main [ INIT , ACT1 , ACT2 , ACT3 , ACT4 ,

2 DONE1 , DONE2 , DONE3 , DONE4 , LOG : any ] i s
3 INIT ;
4 s e l e c t
5 s e l e c t LOG ; DONE1 [ ] LOG ; ACT1 end s e l e c t
6 [ ]
7 par LOG ; DONE2 | | ACT2 end par
8 [ ]
9 par DONE3

10 | | s e l e c t LOG [ ] LOG ; ACT3 end s e l e c t
11 end par
12 [ ]
13 s e l e c t LOG ; DONE4

14 [ ] par LOG | | ACT4 end par
15 end s e l e c t
16 end s e l e c t
17 end process

(a) LNT specification of example A

1 process main [START , RUN , EXEC , LOG : any ] i s
2 var x : Nat in
3 x : = 0 ; START ;
4 par
5 s e l e c t LOG [ ] LOG ; RUN end s e l e c t
6 | |
7 while ( x < 2 ) loop
8 s e l e c t LOG [ ] EXEC end s e l e c t ;
9 x : = x + 1

10 end loop
11 end par
12 end var
13 end process

(b) LNT specification of example B

Figure 6: Examples A and B after patching

impacted correct actions for a given patch, i.e., |Φ( ⋃
∀l∈p

∆C (l)) |, as

a function impact : 2ΣΓ → N.
Proposition 1 states that for every patch belonging to the set of

patches, the transitions labelled with the actions of the patch can

impact all incorrect transitions in the CLTS. This implies that every

patch can make all incorrect transitions become correct.

Proposition 1. (Patch correctness).
∀p ∈ PC ,

⋃
∀l∈p

∆I (l) = Ti

Proof. The proof here is straightforward. A possible patch 𝑝 is added

to the set of patches if and only if the transitions labelled with its

actions can reach all the incorrect transitions of the specification,

i.e., if

⋃
∀l∈p

∆I (l) = Ti (line 5 of Algorithms 2 & 3). □

Proposition 2 states that every patch in the set of patches has the

same number of actions, and there exists no other patch with fewer

actions that can make every incorrect transition become correct.

Proposition 2. (Patch optimality in terms of size).
∀p ∈ PC , �p′ ∈ PA s.t . ( |p′ | < |p | ∧ ⋃

∀l∈p′
∆I (l) = Ti)

Proof (sketch). To prove this property, let us prove that Algorithm 2

is totally correct and returns the patches of smallest size. Let

TΦ = Φ(Teit ) and let assume that the built-in function FindAllCom-
binations : N × {TΦ} → 2TΦ

is sound and complete. The variant of

the loop, which corresponds to the parameter of the FindAllCom-
binations function, is called PS and is initialised to 1. At the first

iteration, all the combinations of size 1 of TΦ are computed. The

formula of Proposition 1 is then used to verify for each combination

if it is a valid patch or not. If yes, the patch is added to the set of

patches and the boolean value PF is set to True in order to break

the loop at the next iteration. At the end of the first iteration, PS is
incremented by one and the condition of the loop is reevaluated:

either a patch was found (i.e., PF was set to true) or PS grew bigger

than the size of TΦ and the loop breaks, or a new loop starts with

all the combinations of size 2, and so on. Thus, the loop necessarily

terminates and returns a patch of minimal size (or no patch if the

specification can not be corrected). □

Proposition 3 states that every patch in the set of patches has

the same impact on the already correct traces of the CLTS, and that

there exists no other patch with less impact that can make every

single incorrect transition become correct.

Proposition 3. (Patch optimality in terms of impact).
∀p ∈ PC , �p′ ∈ PA s.t . (impact (p′) < impact (p) ∧⋃
∀l∈p′

∆I (l) = Ti)

Proof (sketch). To prove this property, let us prove that Algorithm 2

is totally correct and returns the patches of smallest impact. The

proof of total correctness is identical to the one in Proposition 2. Let

TΦ = Φ(Tfit ) and let assume that the built-in function FindAllCom-
binations : N × {TΦ} → 2TΦ

is sound and complete. The variant of

the loop, which corresponds to the parameter of the FindAllCom-
binations function, is called PS and is initialised to 1. At the first

iteration, all the combinations of size 1 of TΦ are computed. The for-

mula of Proposition 1 is then used to verify for each combination if

it is a valid patch or not. If yes, the impact of the patch is computed

using Definition 3.3. If this patch has a smaller impact than previous

patches, the previous patches are discarded and the current patch

is stored. If this patch has the same impact than previous patches,

it is added to the set of patches. If this patch has a higher impact

than previous patches, it is discarded. As all the possible patches

are computed, the returned ones are by construction optimal. □

3.5 Applicability of Patches
The patches proposed in this approach offer the possibility to the

user to make the specification correct with regards to the eventu-

ally property that was specified. However, as applying this patch

modifies the specification, the new specification may violate some

other properties that were previously satisfied. Thus, the user can

also give as input to this approach a list of properties that should

remain satisfied after the application of the patch. Once optimal

patches have been computed, the user chooses one of these patches,

and the corresponding patched specification is model checked us-

ing CADP [15]. If the patched specification no longer satisfies the

properties given by the user, the approach returns a warning list

with all the violated properties for this patch. The user can then



Automated Repair of Violated Eventually Properties in Concurrent Programs FormaliSE ’24, April 14–15, 2024, Lisbon, Portugal

Specification

Spec.

Size

(loc)

CLTS Size

(States /

Transitions)

Size

of

Tfit

Size

of the

Patch

Alg.

CLTS

Generation

Time

Patches

Computation

Time

Global

Execution

Time

1. Backward [13] 50 69/78 6 5 2 0.91ms 1.52ms 3.62ms

2. Iteration [5] 23 112/159 1 1 3 0.75ms 0.09ms 2.21ms

3. Muller [26] 43 204/518 3 1 3 3.11ms 2.18ms 7.47ms

4. Omprace [34] 21 306/808 1 1 2 4.49ms 0.52ms 8.95ms

5. Interleaving [5] 42 501/1k 1 1 2 10.2ms 0.67ms 16.2ms

6. IoT [23] 507 1k/4.3k 46 1 2 27.1ms 24.3ms 93.5ms

7. Ifttt [12] 215 1k/2.9k 1 1 3 26.6ms 0.90ms 35.3ms

8. Causality [5] 116 1.7k/5.4k 2 1 3 31.0ms 4.83ms 52.1ms

9. BRP [16] 329 3.4k/5.4k 7 1 3 34.8ms 26.1ms 90.8ms

10. Station [4] 97 3.8k/14k 1 1 2 216ms 3.25ms 261ms

11. Fail. Manag. [29] 1.9k 11k/21k 20 1 3 192ms 45.9m 45.9m

Table 5: Results of the performance study on realistic examples

decide if (s)he wants to apply another optimal patch. If none of the

proposed patches is relevant for the user, (s)he can ask for com-

puting all the non-optimal patches. Similarly, (s)he chooses one of

the non-optimal patches, and the corresponding patched specifica-

tion is generated and model checked using CADP. If none of the

non-optimal patches is relevant for the user, then it means that at

least two properties that must be verified by the specification are

conflicting (i.e., both can not be satisfied at the same time). In such

a case, the specification requires manual revision in order to make

it compliant with these properties.

4 TOOL SUPPORT
The proposed approach has been fully implemented in Python and

is available online [1]. Its execution flow is detailed in Figure 7.

Starting from an LTS and a single inevitable property written

in MCL, the tool generates the CLTS containing all the counterex-

amples of the property. Then, it computes the three transition sets

defined earlier, namely Ti , Tfit , and Teit . Finally, it applies either

function PatchIncorrectOnly or PatchIncorrectAndCorrect.
As these two functions, and particularly PatchIncorrectAndCor-

rect, perform an exhaustive exploration of the state-space, the user

can specify a time bound that the approach should try not to exceed.

Indeed, when the bound is reached, the approach stops when it

founds a patch, that is, immediately if a patch had already been

found. The tool finally returns the list of patches found to the user,

in textual format. It is worth noting that these patches are necessar-

ily optimal when no bound is specified, or if the time bound has not

been reached. Finally, the user picks the one making the most sense

for him. To present the result of the patching, a correct specifica-

tion (patched with the first patch of the list) is also returned to the

user. When function PatchIncorrectAndCorrect is called, a warning
message indicating that applying the patch will necessarily impact

the correct traces of the specification is also returned.

Table 5 shows a performance analysis consisting of several real-

istic examples. The table contains the following columns (from left

to right): the name of the specification, the size of the specification

(in number of lines of LNT), the size of the corresponding CLTS (in

number of states and transitions), the size of the Tfit set which is

the basis of our computation (in number of transitions), the size of

the computed patches (in number of actions), the algorithm used to

compute the patches (with or without impact on the correct traces),

the time elapsed to compute the CLTS, the time elapsed to compute

the patches, and the global execution time of the tool chain. This

performance analysis has been conducted on an HP EliteBook x360

1030 G8 Notebook PC running with an Intel Core i5-1145G7 @

2.60GHz VPRO and 16GB of RAM.

The first ten examples run in very short execution time (a few

hundreds of milliseconds at most). This is because either correct

parts of the specification are not impacted and the patches found

are small (examples 1, 4, 5, 6 & 10), or because the number of

candidate transitions (i.e., the size of Tfit ) is small (examples 2, 3,

7, 8 & 9). The last example takes more time to execute. Indeed, in

this case, we need to compute all the possible patches in order to

minimise the impact. Since Tfit contains 20 transitions in this case,

the computation of patches inevitably takes more time because all

combinations of Tfit are computed. Overall, the scalability issues are

mostly due to the size of Tfit , but can often be drastically reduced

without much impact on the results by using the time bound. This

is indeed the case for example 11, in which the total computation

lasts 45m, but the optimal patch is in fact computed in less that 5s.

5 RELATEDWORK
Controller synthesis [32, 33] focuses on the generation of con-

trollers with respect to a given system (called plant) designed as

a finite automaton and properties to be ensured. Runtime verifi-

cation [18, 24] is an alternative to traditional formal verification

techniques, such as model checking, and aims at verifying whether

an execution trace satisfies a given correctness property. Runtime

enforcement [22, 25] goes beyond classic runtime verification by

correcting the execution that deviates from its expected behaviour

to ensure the satisfaction of a given property. Both controller syn-

thesis and runtime enforcement aim at influencing the behaviour

of the program from an external point of view, whereas the goal

of our approach is to correct the identified bug by changing the

corresponding specification.

Causality analysis aims at relating causes and effects, which can

help in debugging faults in (possibly concurrent) systems. This

analysis relies on a notion of counterfactual reasoning, where alter-

native executions of the system are derived by assuming changes

in the program. [7] detects a set of causes for the failure of the
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Figure 7: Overview of the Tool

specification from a given counterexample trace, marks them as

red dots and presents the result to the user as a visual explanation

of the failure. In [17], the authors present a general approach for

causality analysis of system failures based on component specifica-

tions and observed component traces. In [6], the authors choose the

Halpern and Pearl model to define causality checking in order to

localise errors in hardware systems by analysing counterexample

traces. Our approach is complementary to causality analysis since

it helps not only to detect bugs but also to propose corrections of

the specification to avoid property violation.

In [21] the authors propose a method to interpret counterex-

amples from liveness properties by dividing them into fated and

free segments. Fated segments represent inevitability w.r.t. the fail-

ure, pointing out progress towards the bug, while free segments

highlight the possibility to avoid the bug. Their approach classifies

states in different layers (representing distances from the bug) and

produces a counterexample annotated with segments by exploring

the model. Both our work and [21] aim at building an explanation

from the counterexamples. Their approach produces an enhanced

counterexample where inevitable events (w.r.t. the bug) are high-

lighted whereas we propose a patch tomake the specification satisfy

the property.

Fault localisation for program debugging has been an active topic

of research for many years in the software engineering commu-

nity [35]. One of the main approaches in that line of work aims

at localising faults using testing approaches. As an example, the

approach presented in [30] relies on mutation testing to locate

effectively the faulty statements. Experiments carried out in [30]

reveal that mutation-based fault localisation is significantly more

effective than current state-of-the-art fault localisation techniques.

Note that this work applies on sequential C programs whereas we

focus on formal models of concurrent programs.

In [3], a method is presented for improving the comprehension of

counterexamples returned by a model checker when an inevitabil-

ity property is not satisfied on a given behavioural model. This

approach first extends the model with prefix / suffix information

w.r.t. the given property. This enriched model is then analysed to

identify specific states consisting of a choice between transitions

leading to a correct or incorrect part of the model. These specific

states are exploited in order to propose a set of simplification tech-

niques to extract relevant information that explains the cause of

the bug. In this work, we go beyond building explanations when

liveness properties are not satisfied since we also propose patches

for the erroneous specification.

The authors in [13] propose techniques for counting the num-

ber of safety property violations in a program specification. The

approach starts with generating the behavioural model of a given

specification and a safety property. Afterwards, specific modifica-

tions are made to the specification. In every modification, the model

is analysed to identify whether the part where the changes are made

corresponds to a bug or not. In comparison with our work, this

approach focuses only on quantifying the bugs, while ours is to find

and patch them. Moreover, our method targets liveness properties,

while their approach is aimed at safety properties.

6 CONCLUDING REMARKS
In this paper, we have presented some techniques for correcting

automatically a specification of a concurrent program violating a

given eventually property, which is a liveness property often used

in practice by developers. To do so, we first use existing techniques

in order to identify what parts of the model do not respect the prop-

erty. Some analysis algorithms are then applied to more precisely

traverse these erroneous parts in order to compute the minimal

number of changes to be made on the specification to satisfy the

property. The approach is fully automated given a specification

and an eventually property as input. If there are several eventually

properties that are violated, we apply the same process for each

unsatisfied property. We evaluated the proposed techniques on

several realistic examples, and performance results are satisfactory.

Although, in this initial work, we have focused on simple even-
tually properties, it is worth noting that optimally patching a spec-

ification with respect to such a property may be very difficult to

achievemanually on realistic specifications. The approach proposed

in this paper helps the user in this task by providing a fully auto-

mated solution. The main perspective of this work is to consider a

larger family of liveness properties. Concretely, we plan to consider

nested eventually properties, but this will oblige us to entirely adapt
the core of our approach, which currently does not work for such

properties.
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