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Discretization of prescribed-time observers in the presence of noises and
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2Mexican Scienti�c Research and Advanced Studies Center of Ensenada, Carretera Tijuana-Ensenada, B.C. 22860, Mexico

Abstract

An implicit Euler discretization scheme of the prescribed-time converging observer from Holloway and Krstic [6]
is proposed, which preserves all main properties of the continuous-time counterpart, and it is investigated how to
apply recursively this discretization on any interval of time. In addition, it is demonstrated that the estimation
error is robustly stable with respect to the measurement noise with a linear gain (the property that does not hold in
the continuous-time setting). The e�ciency of the suggested discrete-time observer is illustrated through numeric
experiments.
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1. Introduction

Estimation of the state vector for a dynamical system by utilizing the noisy measurements of a part of its
components in real time is a well-known issue, which has many popular and well established solutions Holloway and
Krstic [6], Khalil [8], Levant [10], Perruquetti et al. [17], Cruz-Zavala et al. [3], Lopez-Ramirez et al. [12], Orlov [15].
Nevertheless, due to its a widespread application in di�erent domains of science and technology, it is still an active
area of research. For instance, estimation of derivatives of a noisy signal can be presented as a state estimation
problem Reichhartinger et al. [19], Orlov and Kairuz [16], Kairuz et al. [7].

The main performance characteristics demanded from an observer or a di�erentiator include (but not limited to):
the time of convergence of the estimate to the true value, asymptotic precision in the perturbation-free case (the
steady-state error), measurement noise sensitivity and the numeric implementation complexity (see a comparative
survey Mojallizadeh et al. [14]). The existence of multiple estimation schemes is related with the fact that it is
di�cult to design an observer that can outperform others in all valuable characteristics.

A recent popular observer solution is based on the concept of prescribed-time stabilization Holloway and Krstic
[6] (see also a recent survey on the topic Song et al. [21]), when an estimator with time-varying gains is designed in a
way to guarantee that for any initial conditions, in the noise-free scenario, the estimation error vanishes exactly at the
speci�ed time instant, and this zero-settling property of the error is independent in the matched perturbations, which
appear in the last equation (i.e., exact estimation of derivatives in a prescribed time). However, the noise sensitivity
of estimation error for this state observer is not admissible, and special requirements are frequently imposed on the
output perturbations in order to guarantee boundedness of the estimation error in the presence of measurement
noise Steeves and Krstic [22], Li and Krstic [11]. Moreover, formally, the de�nition of solutions in such an observer
after the settling time is problematic, and the authors do not consider the error behavior after the convergence (since
the observer gains take in�nite values at this instant of time). All these drawbacks are unusual and complicate the
applicability of this observer.

Following E�mov et al. [5], where implicit discretization of a hyperexponentially (asymptotically) converging
di�erentiator (an observer of second order) was studied, in this note we are going to analyze an implicit discretization
scheme for the prescribed-time observer of a perturbed linear system in the canonical form. We show that such a
discretization preserves the uniform prescribed-time convergence of the continuous-time counterpart, while being
robust with respect to the measurement noise and avoiding the high-gain implementation problem. Moreover,
introducing a mild modi�cation the respective state estimates can be made well-posed in discrete time on the in�nite
horizon (that allows us to bene�t from the superior disturbance compensation of the prescribed-time observer all
the time). It is illustrated by simulations that the obtained observer has rather advantageous performance even in
the case of a slow sampling.
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The paper is organized as follows. The brief preliminaries are given in Section 2. The problem statement is
introduced in Section 3. The properties of the considered observer in continuous time are recalled from Holloway
and Krstic [6] in Section 4. The properties of its implicit Euler discretization are investigated in Section 5. The
results of numeric simulation of the presented observer are shown in Section 6.

Notation

� R+ = {x ∈ R : x ≥ 0}, where R is the set of real numbers; Z is the set of integer numbers, Z+ = Z ∩ R+.

� | · | denotes the absolute value in R, ∥ · ∥ is used for the Euclidean norm on Rn.

� For a (Lebesgue) measurable function d : R+ → Rm de�ne the norm ∥d∥∞ = ess supt∈R+
∥d(t)∥, and the

set of d with the property ∥d∥∞ < +∞ we further denote as Lm
∞ (the set of essentially bounded measurable

functions).

� For a sequence dk ∈ Rm with k ∈ Z+ de�ne its norm by |d|∞ = supk∈Z+
∥dk∥ and the set of d with |d|∞ < +∞

we denote by lm∞.

� A continuous function α : R+ → R+ belongs to the class K if α(0) = 0 and it is strictly increasing. The
function α : R+ → R+ belongs to the class K∞ if α ∈ K and it is increasing to in�nity.

� A �nite series of integers 1, 2, ..., n is denoted by 1, n, and {1, n} = {1, 2, ..., n}.

� Denote the identity matrix of dimension n× n by In and the matrix of zeros of dimension m× n by 0m×n.

� diag{g} represents a diagonal matrix of dimension n× n with a vector g ∈ Rn on the main diagonal.

� The relation P ≺ 0 (P ⪰ 0) means that a symmetric matrix P ∈ Rn×n is negative (positive semi-) de�nite,
λmin(P ) denotes the minimal eigenvalue of such a matrix P .

� Denote e = exp(1).

2. Preliminaries

The standard stability notions are used throughout and their de�nitions can be found in Khalil [9].

2.1. Uniform prescribed-time stability

Consider a non-autonomous di�erential equation:

dx(t)

dt
= f(t, x(t), d(t)), t ≥ t0, t0 ∈ R+, (1)

where x(t) ∈ Rn is the state vector, d(t) ∈ Rm is the vector of external disturbances and d ∈ Lm
∞; f : R+×Rn×Rm →

Rn is a continuous function with respect to x, d and piecewise continuous with respect to t, f(t, 0, 0) = 0 for all
t ∈ R+. A solution of the system (1) for an initial condition x0 ∈ Rn at time instant t0 ∈ R+ and some d ∈ Lm

∞ is
denoted by X(t, t0, x0, d), and we assume that f ensures existence and uniqueness of solutions X(t, t0, x0, d) at least
locally in forward time.

The following de�nition is inspired by Holloway and Krstic [6], and it is speci�ed for a control-free system (1)
while also using the same prescribed-time-based terminology that the settling-time instant has been assigned at the
designer will.

De�nition 1. For given T > 0 and a set D ⊂ Lm
∞, the system (1) is called uniformly prescribed-time stable (uPTS)

if there exist σ1, σ2 ∈ K such that for all x0 ∈ Rn \ {0}, t0 ∈ R+ and d ∈ D:

∥X(t, t0, x0, d)∥ ≤ max{σ1(∥x0∥), σ2(∥d∥∞)},
0 < ∥X(t, t0, x0, 0)∥

for all t ∈ [t0, t0 + T ), and
lim

t→t0+T
∥X(t, t0, x0, d)∥ = 0.
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It is important to highlight that the boundedness of solutions is claimed on a �nite interval [t0, t0 + T ) only,
and the solutions of (1) may be unde�ned for t > T . Hence, a uPTS system may do not demonstrate a Lyapunov
stable behavior, and it is a variant of short-time stability (frequently also called �nite-time one) as in Dorato [4]. In
comparison with the concept of �xed-time stability Polyakov [18], an important feature of a prescribed-time stable
system is that the settling time is the same for all initial conditions out of the origin in the disturbance-free setting.
In this de�nition the uniformity of convergence is understood in double meaning: as independence in the initial time
t0 and in the input d ∈ D. Despite it is assumed that D ⊂ Lm

∞, any other suitable class of inputs can be considered.
The initial time t0 can also be �xed being not arbitrary in R+ for many applications (the most common case is
t0 = 0).

A simple scalar example of a uPTS system (1) for t0 = 0 is

ẋ(t) = − T

T − t
x(t) + d(t), t ∈ [0, T ), T > 0, (2)

with x(t), d(t) ∈ R (see also Song et al. [20]), whose solutions admit an estimate:

|x(t)| ≤
(
T − t

T

)T

|x(0)|+ ι(t)∥d∥∞, t ∈ [0, T )

for any x(0) ∈ R and d ∈ L1
∞, where

ι(t) =

{
T (T−t

T −(T−t
T )

T
)

T−1 if T ̸= 1,

(1− t) ln 1
1−t if T = 1.

Hence, σ1(s) = s and σ2(s) = ιmaxs with

ιmax =

{
T (1−T )−1

−T (1−T )−T

1−T−1 if T ̸= 1,

e−1 if T = 1.

2.2. Auxiliary property

The following block matrix inversion formulas are used in the sequel Lu and Shiou [13]:[
A B
C D

]−1

=

[
A−1 +A−1BS1CA−1 −A−1BS1

−S1CA−1 S1

]
=

[
S2 −S2BD−1

−D−1CS2 D−1 +D−1CS2BD−1

]
,

S1 = (D − CA−1B)−1, S2 = (A−BD−1C)−1,

where A, B, C and D are matrices of appropriate dimensions (A, D, S1 and S2 should be nonsingular).

3. Problem statement

Assume that a signal ϕ(t) ∈ R is measured with a noise v(t) ∈ R:

y(t) = ϕ(t) + v(t),

where y(t) ∈ R, v ∈ L1
∞, and ϕ : R+ → R has n > 1 derivatives ϕ(i)(t) = diϕ(t)

dti for i = 1, n with ϕ(n) ∈ L1
∞ (without

a known constant upper bound).
It is required to estimate the derivatives ϕ(i)(t), i = 1, n− 1 of the signal ϕ with a prescribed time of convergence

T > 0 and robustly with respect to the perturbation v.
The problem can be equivalently stated as the state estimation for the system

ẋ(t) = Ax(t) + bϕ(n)(t), y(t) = Cx(t) + v(t), (3)

where x(t) ∈ Rn is the state, x(0) = [ϕ(0) . . . ϕ(n−1)(0)]⊤,

A =

[
0n−1×1 In−1

0 01×n−1

]
, b =

[
0n−1×1

1

]
, C =

[
1 01×n−1

]
are in a canonical form, and ϕ(n) ∈ L1

∞ corresponds to an unknown external input. And further in this work an
observer for this system will be considered, which estimates x(t) having uPTS estimation error for ϕ(n) ∈ D = L1

∞
while ∥v∥∞ = 0, and possessing a bounded estimation error for v ∈ L1

∞ after a proper discretization.
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4. Estimation in continuous time

Following Holloway and Krstic [6], take the state observer for (3) in the form:

˙̂x(t) = Ax̂(t) +D(t)L(y(t)− Cx̂(t)), (4)

D(t) = diag{[ϱ(t) ϱ2(t) . . . ϱn(t)]⊤},

where x̂(t) ∈ Rn is the estimate of the state x(t), L = [L1 . . . Ln]
⊤ ∈ Rn is the observer gain that will be selected

later, ϱ(t) = T
T−t is a strictly growing and unbounded function of time for t ∈ [0, T ).

Remark 1. Introducing mild modi�cations in the forthcoming analysis, any integrable strictly growing and unbounded
(for t → T ) function of time ϱ(t) can be used in (4).

Remark 2. As it is common for the prescribed-time converging systems Song et al. [21], in the presence of escaping
to in�nity at t = T gain ϱ(t), the right-hand side of (4) is de�ned on a �nite interval of time [0, T ). Due to this,
for t ≥ T , frequently, another stabilization or estimation algorithm is applied, since D(t) is not yet de�ned. Such a
commutation is natural due to well-posedness of the system at t = T , and next for small regulation or observation
errors other solutions can be used. However, such a switching does not take into account the advantageous uniformity
of convergence realizable by prescribed-time controllers or estimators, which may be di�cult to ensure through other
methods. In this work, we will later consider another approach in the discrete-time setting by replacing t ∈ R+

with mod (t, T ) ∈ [0, T ). In such a case ϱ (mod(t, T )) periodically ranges from 1 till +∞ while t passes from iT to
(i+ 1)T , correspondingly, for any i ∈ Z+.

De�ne the estimation error as e(t) = x(t)− x̂(t), whose dynamics can be written as follows:

ė(t) = (A−D(t)LC) e(t) + bϕ(n)(t)−D(t)Lv(t). (5)

De�ne new auxiliary variable ϵ(t) = Γ(t)e(t), where

Γ(t) = ϱ(t)D−1(t)

= diag{[1 ϱ−1(t) . . . ϱ1−n(t)]⊤},

note that ϵ(0) = e(0), whose dynamics takes the form:

ϵ̇(t) = −ϱ(t)∆Γ(t)e(t) + Γ(t)ė(t)

= ϱ(t)
(
(AL −∆) ϵ(t) + ϱ−n(t)bϕ(n)(t)− Lv(t)

)
, (6)

AL = A− LC, ∆ = T−1diag{[0 1 . . . n− 1]⊤},

where we used the identities:

Γ(t) (A−D(t)LC) Γ−1(t) = ϱ(t) (A− LC) , (7)

Γ(t)b = ϱ1−n(t)b.

Next, let us de�ne a new time variable Holloway and Krstic [6], Chitour et al. [2]

τ = T ln
T

T − t
⇒ t = T (1− e−T−1τ ),

dτ = ϱ(t)dt,

or

τ = φ(t) = T ln ϱ(t), t = φ−1(τ) = T (1− e−T−1τ ),

note that τ ∈ R+, then after the change of the time ϱ(t) = ϱ(φ−1(τ)) = eT
−1τ , and the auxiliary error ϵ(t) dynamics

is reduced to an equivalent useful representation:

dϵ(τ)

dτ
= (AL −∆) ϵ(τ) + e−nT−1τ bϕ(n)(τ)− Lv(τ), (8)
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where ϕ(n)(τ) = ϕ(n)(φ−1(τ)) and v(τ) = v(φ−1(τ)) are the external signals in the new time. For analysis of
stability properties in (8) let us choose a candidate Lyapunov function V (ϵ) = ϵ⊤Pϵ with some positive de�nite
matrix P = P⊤ ≻ 0 speci�ed later, whose derivative in the new time τ for the dynamics (8) can be written as
follows:

dV (ϵ(τ))

dτ
= ϵ(τ)⊤

(
(AL −∆)

⊤
P + P (AL −∆)

)
ϵ(τ)

+2ϵ(τ)⊤P
(
e−nT−1τ bϕ(n)(τ)− Lv(τ)

)

=

 ϵ(τ)
ϕ(n)(τ)

enT−1τ

v(τ)


⊤

Q

 ϵ(τ)
ϕ(n)(τ)

enT−1τ

v(τ)

− V (ϵ(τ)) (9)

+γ1e
−2nT−1τ

(
ϕ(n)(τ)

)2

+ γ2v
2(τ),

Q =

 (AL −∆)
⊤
P + P (AL −∆) + P Pb −PL

b⊤P −γ1 0
−L⊤P 0 −γ2


for any γ1 > 0 and γ2 > 0. Due to observability of the pair (A,C), it is easy to see that there exist P , L, γ1 and γ2
such that Q ⪯ 0 and

dV (ϵ(τ))

dτ
≤ −V (ϵ(τ)) + γ1e

−2nT−1τ
(
ϕ(n)(τ)

)2

+ γ2v
2(τ)

≤ −V (ϵ(τ)) + γ1

(
∥ϕ(n)∥∞
enT−1τ

)2

+ γ2∥v∥2∞.

Passing to the τ -time domain we get an estimate:

V (ϵ(τ)) ≤ e−τV (ϵ(0)) + γ1e
−τ

∫ τ

0

es
(
∥ϕ(n)∥∞
enT−1s

)2

ds

+γ2e
−τ

∫ τ

0

es∥v∥2∞ds

for all τ ≥ 0. Straightforward computations show that

γ1e
−τ∥ϕ(n)∥2∞

∫ τ

0

e(1−2nT−1)sds ≤ γ1∥ϕ(n)∥2∞ι̃(τ),

ι̃(τ) =

{
e−2nT−1τ−e−τ

1−2nT−1 if T ̸= 2n,

τe−τ if T = 2n

and obviously γ2e
−τ

∫ τ

0
es∥v∥2∞ds ≤ γ2∥v∥2∞ for all τ ≥ 0, then

V (ϵ(τ)) ≤ e−τV (ϵ(0)) + γ1ι̃(τ)∥ϕ(n)∥2∞ + γ2∥v∥2∞, τ ≥ 0,

and in the original time
V (ϵ(t)) ≤ ϱ−T (t)V (ϵ(0)) + γ1ι̃(t)∥ϕ(n)∥2∞ + γ2∥v∥2∞

for all t ∈ [0, T ), where

ι̃(t) = T

{
ϱ−2n(t)−ϱ−T (t)

T−2n if T ̸= 2n,

ϱ−2n(t) ln ϱ(t) if T = 2n.

Since e(t) = Γ−1(t)ϵ(t), the desired estimate on the behavior of e(t) can be derived for all t ≥ 0 from this inequality,
and we can repeat the result of Holloway and Krstic [6] for the considered uPTS scenario:
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Theorem 1. Let there exist P = P⊤ ∈ Rn×n, U ∈ Rn, γ1 > 0 and γ2 > 0 such that the linear matrix inequalities

are veri�ed:

P ≻ 0,

 Q11 Pb −U
b⊤P −γ1 0
−U⊤ 0 −γ2

 ⪯ 0,

Q11 = (A−∆)
⊤
P + P (A−∆)− UC − C⊤U⊤ + P.

Then for L = P−1U and any e(0) ∈ Rn, ϕ(n) ∈ L1
∞, v ∈ L1

∞ in (3), (4):

√
λmin(P )


|e1(t)|
|e2(t)|

...

|en(t)|

 ≤


1

ϱ(t)
...

ϱn−1(t)


×(ϱ−T/2(t)

√
e(0)⊤Pe(0) +

√
γ1ι̃(t)∥ϕ(n)∥∞ +

√
γ2∥v∥∞)

for all t ∈ [0, T ).

Remark 3. For ∥v∥∞ = 0 the result of the theorem implies uPTS of the estimation error e(t) in (3), (4) with
ϕ(n) ∈ L1

∞ provided that T > 2n − 2 (note that any arbitrary time of convergence can be assigned by substituting
κt → t in ϱ for any κ > 1). This property means that (4) is a prescribed-time exact di�erentiator (as the super-
twisting algorithm Levant [10] in �nite time), and the class of derivatives ϕ(n) ∈ L1

∞, for which the uniformity of the
estimates is kept, can be enlarged by ones satisfying the constraint

lim
t→T

ϕ(n)(t)ϱn−1(t)
√
ι̃(t) = 0,

where

ϱn−1(t)
√
ι̃(t) = ϱ−1(t)

√
T

{√
1−ϱ2n−T (t)

T−2n if T ̸= 2n,√
ln ϱ(t) if T = 2n,

hence, it is bounded and decaying to zero for t → T provided that T > 2n− 2.

Clearly, the given linear matrix inequalities are always feasible (they are similar to ones used in a Luenberger
observer design for (3)). Moreover, due to the form of ∆, the elements Li of L for i ≥ 2 can be selected zero, which
is unusual for an observer design.

The upper bound on the estimation error of (3), (4) calculated in Theorem 1 implies that the gain of |ei(t)| in
v is proportional to ϱi−1(t) for i ∈ 1, n, hence, it becomes in�nite at t = T for i > 1. It is a serious drawback
for a non-vanishing noise v often met in practical implementation. Frequently, to avoid this issue, the precision
is sacri�ced by stopping the growth of observer/controller gains slightly before the prescribed time instant T (it
actually implies that the system looses the prescribed-time convergence quality).

Let us investigate what happens after discretization of (4).

5. Estimation in discrete time

Note that (4) is modeled by a linear time-varying system with an external known input y(t). Since the time-
varying gain D(t) is strictly growing to in�nity, the explicit Euler discretization cannot be used for all t ∈ [0, T ],
however, the implicit one can be e�ectively applied Butcher [1].

Let h > 0 be constant discretization step, denote by tk = hk for k ∈ Z+ the discretization time instants, and
slightly loosing generality assume that there exists N ∈ Z+ such that T = Nh, then application of the implicit Euler
discretization method to (4) gives for k ∈ {0, N − 1}:

x̂k+1 = Z(tk+1) (x̂k + hD(tk+1)Lyk+1) , (10)

where x̂k is an approximation of x̂(tk), yk = y(tk),

Z(t) = (In − h(A−D(t)LC))
−1

.
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Note that

In − h(A−D(t)LC) =

[
1 + L1hϱ(t) B

C(t) D−1

]
, (11)

where

B = [−h 0 . . . 0],

D =

(
In−1 − h

[
0n−2×1 In−2

0 01×n−2

])−1

=

=


1 h · · · hn−2

0 1
. . .

...
...

. . .
. . . h

0 · · · 0 1

 , C(t) = h


L2ϱ

2(t)
L3ϱ

3(t)
...

Lnϱ
n(t)

 ,

then using the second block inversion formula given above we derive

Z(t) =
K(t)

O(t)
, K(t) =

[
1 −BD

−DC(t) DO(t) +DC(t)BD

]
, (12)

O(t) = 1 +

n∑
i=1

Lih
iϱi(t).

It is straightforward to check that O(t) ≥ 1+
∑n

i=1 Lih
i > 0 for all t ≥ 0 provided that the matrix A−LC is Hurwitz

(in such a case Li > 0 for all i = 1, n,and note that this is an additional constraint to the conditions of Theorem 1,
where it is enough to have Hurwitz property for the matrix A− LC −∆). Since

BD = −[h . . . hn−1],

DC(t) = [(DC(t))1 . . . (DC(t))n−1]
⊤,

(DC(t))j =
n∑

i=j+1

Lih
i−jϱi(t), j = 1, . . . , n− 1,

as we can conclude from these expressions, the discrete state transition matrix Z(t) is nonsingular and elementwise
bounded for all t ∈ [0, T ]: indeed, the elements of K(t) are either constants or polynomial functions of ϱ(t) of orders
{1, n}, the denominator O(t) is also a polynomial of ϱ(t) of order n (we assume that Ln > 0 due to necessary Hurwitz
property of A − LC) separated with zero; the function ϱ(t) is monotonously growing from 1 to +∞ while t passes
from 0 to T , then boundedness of Z(t) is obvious for t ∈ [0, T ) and, in addition, the direct computations show

lim
t→T

Z(t) := Z(T ) = −


0 0 · · · 0

h−1 0
. . .

...
...

. . .
. . . 0

h1−n · · · h−1 0

 ,

which is a nilpotent matrix of order n (all eigenvalues of Z(T ) are zeros, Zn(T ) = 0n×n, and a linear discrete-time
system with such a state transition matrix, xk+1 = Z(T )xk, demonstrates a �xed-time convergence to the origin in
at least n steps).

Moreover, the input yk+1 gain matrix, which evaluates the noise sensitivity of (10), is also bounded for all
t ∈ [0, T ]:

F (t) = Z(t)D(t)L =
1

O(t)
[F̃1(t) . . . F̃n(t)]

⊤, (13)

F̃j(t) =

n∑
i=j

Lih
i−jϱi(t), j = 1, . . . , n,

7



where the derivations are done using the given expression for K(t) and following the observations that F1(t) =
L1ϱ(t)− BDΛ(t),where

Λ(t) = [(D(t)L)2 . . . (D(t)L)n]
⊤ = h−1C(t),

then recognizing that O(t) = L1hϱ(t) + 1− BDC(t) we get: F̃2(t)
...

F̃n(t)

 = −DC(t)L1ϱ(t) + (DO(t) +DC(t)BD)Λ(t)

= D ((O(t)− L1hϱ(t))In−1 + C(t)BD)h−1C(t)
= D ((1− BDC(t))In−1 + C(t)BD)h−1C(t) = h−1DC(t).

Consequently, all elements of F (t) are polynomial functions of ϱ(t) of the order n in numerator and denominator,
while

h lim
t→T

F (t)

= lim
t→T

1∑n
i=1 Lihiϱi(t) + 1


∑n

i=1 Lih
iϱi(t)

...∑n
i=n Lih

i−n+1ϱi(t)


=

[
1 h−1 . . . h−n+1

]⊤
=: hF (T ),

which evaluates the noise sensitivity at t = T . Therefore, as before for K(t), F (t) is bounded for all t ∈ [0, T ].
Consider a discrete-time model representing the solutions of (3), which can be approximated using the same

implicit Euler method:

xk+1 = Z(tk+1)
(
xk + hbϕ

(n)
k+1 + hD(tk+1)L(yk+1 − vk+1)

)
, (14)

yk = Cxk + vk,

for k ∈ Z+, where xk should approach to x(tk) as h converges to zero, ϕ
(n)
k = ϕ(n)(tk) and vk = v(tk) (formally this

perturbation vk is di�erent from the one used in (3) since it should also include the discretization error, but with a

light ambiguity in notation we will continue to use the same symbol). In this work we will assume that vk and ϕ
(n)
k

take �nite values with bounded norms as before, i.e., v ∈ l1∞ and ϕ(n) ∈ l1∞.
To analyze the properties of (10) we will consider the discretization error ek = xk − x̂k, whose stability and

convergence rate have been evaluated in Theorem 1 for the continuous-time scenario. The direct computations show
that

ek+1 = Z(tk+1)
(
ek + hbϕ

(n)
k+1 − hD(tk+1)Lvk+1

)
. (15)

To investigate stability and the rate of convergence in (15), we will consider �rst a �nite interval of time with
k ∈ {0, N − 2}, and next possible extensions for k ∈ Z+.

5.1. Analysis for k ∈ {0, N − 2}
Let us de�ne a time-varying Lyapunov function candidate (the same was used before):

Vk = e⊤k Πkek, Πk = Γ(tk+1)PΓ(tk+1), ∀k ∈ {0, N − 2}, (16)

where P = P⊤ ≻ 0 is as in Theorem 1 (more precise requirements will be de�ned below). Note that for k = N − 1,
by de�nition tk+1 = T , hence, Γ(T ) = diag{[1 0 . . . 0]⊤} and Γ(T )PΓ(T ) is a singular matrix, then such a choice
of Πk is admissible for k ∈ {0, N − 2} only (it also explains our division of the stability analysis on two cases: for
k ≤ N − 2 and k = N − 1).

For time-varying parameters αk > 0, γk > 0 and σk > 0 determined later for k ∈ {0, N − 2} we obtain

Vk+1 − αkVk =

 ek

ϕ
(n)
k+1

vk+1

⊤

Qk

 ek

ϕ
(n)
k+1

vk+1

+ γk

(
ϕ
(n)
k+1

)2

+ σkv
2
k+1
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for

Qk =

 In
hb⊤

−hL⊤D(tk+1)

Z⊤(tk+1)Πk+1Z(tk+1)

×

 In
hb⊤

−hL⊤D(tk+1)

⊤

−

 αkΠk 0 0
0 γk 0
0 0 σk

 .

We need to �nd the restrictions on P and the gains αk, γk, σk such that Qk ⪯ 0. To this end, using the Schur
complement of Qk in Z⊤(tk+1)Πk+1Z(tk+1) Zhang [23] and multiplying the obtained matrix from right and left sides
on diag{Z⊤(tk+1), Z

−1(tk+1)Γ
−1(tk+1), 1, 1} and its transpose, respectively, the latter property is equivalent to

Q̃k ⪰ 0, Q̃k =

[
Q̃k

11 Q̃k
12

(Q̃k
12)

⊤ Q̃k
22

]
,

Q̃k
11 =

[
Π−1

k+1 Γ−1(tk+1)
Γ−1(tk+1) αkR(tk+1)

]
,

Q̃k
12 = h

[
Z(tk+1)b −F (tk+1)

0 0

]
, Q̃k

22 =

[
γk 0
0 σk

]
,

where
R(tk+1) = Γ−1(tk+1)Z

−⊤(tk+1)ΠkZ
−1(tk+1)Γ

−1(tk+1).

Noting that

R(t) = Γ−1(t) (In − h(A−D(t)LC))
⊤
Γ(t)P

×Γ(t) (In − h(A−D(t)LC)) Γ−1(t)

and recalling (7) we obtain

R(t) = P − hϱ(t)
(
(A− LC)⊤P + P (A− LC)

)
+h2ϱ2(t)(A− LC)⊤P (A− LC),

which implies that this matrix is positive de�nite for any t ≥ 0 under the restriction

(A− LC)⊤P + P (A− LC) ≺ 0, (17)

i.e., the matrix A− LC is Hurwitz (as we required previously) and the matrix P corresponds to the solution of the
respective Lyapunov equation.

To formulate the conditions implying Q̃k ⪰ 0, �rst, let us investigate the restrictions for Q̃k
11 ≻ 0. Note that

P ⪰ Γ−1(tk+1)Γ(tk+2)PΓ(tk+2)Γ
−1(tk+1) (18)

for any k ∈ {0, N − 2} provided that HP + PH ⪰ 0, where

H = diag{[0 1 2 · · ·n− 1]⊤}.

Indeed, let w ∈ Rn be an arbitrary nonzero vector, denote q(t) = w⊤Γ(t)PΓ(t)w, then

dq(t)

dt
= w⊤ dΓ(t)

dt
PΓ(t)w + w⊤Γ(t)P

dΓ(t)

dt
w

= −ϱ−1(t)(w⊤Γ(t)HPΓ(t)w + w⊤Γ(t)PHΓ(t)w)

= −ϱ−1(t)w⊤Γ(t)(HP + PH)Γ(t)w ≤ 0.

Hence, tk+1 < tk+2 implies
Γ(tk+1)PΓ(tk+1) ⪰ Γ(tk+2)PΓ(tk+2),

9



leading to the desired property (18). Calculating the Schur complement of Q̃k
11 in Π−1

k+1 we get an inequality:

Sk ≻ 0,

Sk = αkR(tk+1)− Γ−1(tk+1)Γ(tk+2)PΓ(tk+2)Γ
−1(tk+1),

and since the inequality (18) is satis�ed for k ∈ {0, N − 2}, the property Q̃k
11 ≻ 0 follows (17) for αk = a or

αk = a
hϱ(tk+1)

for some a ≥ 1 (in the latter case there exists a ≥ 1 such that a[(A− LC)⊤P + P (A− LC)] ≻ P ). If

αk = a
h2ϱ2(tk+1)

with a > 0, then an auxiliary linear matrix inequality should be veri�ed:

a(A− LC)⊤P (A− LC)− P ≻ 0,

and, again under (17) (the matrix A−LC is nonsingular), always there is a > 0 such that it is true. Returning back
to veri�cation of Q̃k ⪰ 0, and having Q̃k

11 ≻ 0 for such a choice of αk, we can also use the Schur complement of Q̃k

in Q̃k
11 to check the desired property:

Q̃k
22 − (Q̃k

12)
⊤(Q̃k

11)
−1Q̃k

12 ⪰ 0.

To simplify this expression, denote Tk = (Q̃k
11)

−1, which can be calculated using the �rst block inversion formula
given in the preliminaries with the �rst block element

T 11
k = Πk+1 +Πk+1Γ

−1(tk+1)S
−1
k Γ−1(tk+1)Πk+1,

and it has been shown above that Sk is nonsingular and bounded for selected αk = a
h2ϱ2(tk+1)

with a > 0 for any

k ∈ {0, N − 2}. This notation leads to

Q̃k
22 − (Q̃k

12)
⊤(Q̃k

11)
−1Q̃k

12 =

[
γk 0
0 σk

]
− h2×[

b⊤Z⊤(tk+1)T
11
k Z(tk+1)b −b⊤Z⊤(tk+1)T

11
k F (tk+1)

−F⊤(tk+1)T
11
k Z(tk+1)b F⊤(tk+1)T

11
k F (tk+1)

]
.

Using the block form of Z(t), it is straightforward to check that

Z(t)b =
1

O(t)


...

hn−j
(
1 +

∑j−1
i=1 Lih

iϱi(t)
)

...

 ,

j = 1, . . . , n

is of order ϱ−1(t) (the highest order of numerator of each element is ϱj−1(t) for each j = 1, . . . , n, while denominator
is of order ϱn(t)), while it has been discussed that F (t) is globally bounded for all t ∈ [0, T ]. Note that T 11

k is of
the order Γ2(tk+2) (Sk can be considered to be bounded, as well the product Γ(tk+2)Γ

−1(tk+1)), hence bounded for

k ∈ {0, N − 2}. Therefore, there exists g > 0 and s > 0 such that for γk = h2g
ϱ2(tk+1)

and σk = h2s the property

Q̃k ⪰ 0 is veri�ed for all k ∈ {0, N − 2}, which leads to the estimate:

Vk+1 ≤ a

h2ϱ2(tk+1)
Vk +

gh2|ϕ(n)|2∞
ϱ2(tk+1)

+ sh2|v|2∞ (19)

for all k ∈ {0, N − 2}. Therefore, the following result can be formulated:

Theorem 2. Let there exist P = P⊤ ∈ Rn×n, U ∈ Rn such that the linear matrix inequalities are veri�ed:

P ≻ 0, A⊤P + PA− C⊤U⊤ − UC ≺ 0,

HP + PH ⪰ 0.
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Then for L = UP−1 there exist a > 0, g > 0 and s > 0 such that for any e0 ∈ Rn in (15):

λmin(P )∥ek∥2 ≤ ϱ2(n−1)(tk+1)[

k−1∏
i=0

a

h2ϱ2(ti+1)
e⊤0 Pe0

+gh2|ϕ(n)|2∞
k−1∑
i=0

1

ϱ2(ti+1)

k−i−2∏
ℓ=0

a

h2ϱ2(tℓ+1)

+sh2|v|2∞
k−1∑
i=0

k−i−2∏
ℓ=0

a

h2ϱ2(tℓ+1)
]

for all k ∈ {0, N − 2}.
Proof. Under the introduced restrictions, the property (17) is veri�ed for given P and L,and

Vk ≤
k−1∏
i=0

a

h2ϱ2(ti+1)
V0

+gh2|ϕ(n)|2∞
k−1∑
i=0

1

ϱ2(ti+1)

k−i−2∏
ℓ=0

a

h2ϱ2(tℓ+1)

+sh2|v|2∞
k−1∑
i=0

k−i−2∏
ℓ=0

a

h2ϱ2(tℓ+1)

for all k ∈ {0, N − 2}, which gives the required estimate.

As we can see from the obtained results, the convergence in the initial error is close to prescribed-time one for
t ∈ [0, T ), and the dependence in ϕ(n) becomes in�nitesimal at k = N − 2, while the noise gain admits a static linear
upper bound.

5.2. Analysis for k ≥ N − 1
For k = N − 1, tk+1 = T then all eigenvalues of the matrix Z(T ) are zero, hence, there is P̄ = P̄⊤ ≻ 0 such that

Z⊤(T )P̄Z(T ) ≺ βP̄ for some β ∈ (0, 1). If we would like to extend the analysis to k > N − 1 we need to introduce
a de�nition of Z(t) and F (t) in (10) for t > T . A possible approach is just to take

Z(t) = Z(T ), F (t) = F (T ), ∀t ≥ T.

In such a case let us modify our time-varying Lyapunov function Vk = e⊤k Πkek as follows:

Πk =

{
Γ(tk+1)PΓ(tk+1) if k ∈ {0, N − 2}
P̄ if k ≥ N − 1

, (20)

then it has been already established the shape of convergence of the estimation error for k ∈ {0, N − 2} in Theorem
2, while for k ≥ N − 1 we get the error dynamics (note that Z(T )b = 0)

ek+1 = Z(T )ek − hF (T )vk+1,

which is independent in ϕ(n). Moreover, in the noise-free case eN+n−1 = 0 (since Zn(T ) = 0n×n), and we recover
the prescribed-time convergence uniformly in ϕ(n) as in the continuous time, while also obtaining the bounded noise
gains. However, it is easy to see that the observer (10) in such a situation corresponds to the Euler approximation
of the derivatives:  x̂1,k+1

...
x̂n,k+1

 = Z(T )

 x̂1,k

...
x̂n,k

+ hF (T )yk+1

=


yk+1

h−1(yk+1 − yk)
h−2(yk+1 − 2yk + yk−1)

...
h1−n(yk+1 − x̂1,k − . . . hn−2x̂n−1,k)

 ,
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whose performance is well-known Reichhartinger et al. [19].
Another approach is to recursively apply the observer (10) always staying onto the interval k ∈ {0, N − 2} for

the values of matrices Z and F :

x̂k+1 = Z(t̃k+1)x̂k + hF (t̃k+1)yk+1, (21)

t̃k+1 = mod (tk+1, T )

for all k ∈ Z+. Then, the prescribed-time convergence may be sacri�ced and the dependence on initial conditions is
almost eliminated at tk = T , while for tk > T such an observer �lters the noise and estimate the derivatives following
the advantageous performance evaluated in Theorem 2.

Remark 4. Recalling Remark 2, note that in the continuous-time noise-free case, a similar modi�cation can be applied
to (4) extending its application to all t ≥ 0, but in the presence of an arbitrary bounded noise v the estimate x̂ may
become in�nite while mod (t, T ) → T . Moreover, de�nition of solutions and analysis of well-posedness for t ≥ 0 in a
noise-free scenario is a subject of a separate research. In the discrete-time setting, (21) is naturally well-posed since
Z and F are continuous functions on [0, T ).

Let us illustrate the e�ciency of the proposed iterative scheme in simulations.

6. Simulations

For simulations, let us take n = 4 and

ϕ(t) = 0.1t5 − 100t+ sin(7t) + 1000

and the noise
v(t) = 10h3 (rnd(1) + sin(35t)) ,

where rnd(1) generates a uniformly distributed in the interval [0, 1] random number. Since

ϕ̇(t) = 0.5t4 − 100 + 7 cos(7t),

ϕ̈(t) = 2t3 − 49 sin(7t),

ϕ(3)(t) = 6t2 − 343 cos(7t),

ϕ(4)(t) = 12t+ 2401 sin(7t),

the perturbation ϕ(n) is an unbounded and linearly growing function of time, which blocks application of many
existing di�erentiation solutions on an in�nite interval of time, whose utilization is based on assumption of bound-
edness of ϕ(n) (e.g., the linear high-gain observer Khalil [8] or the super-twisting di�erentiator Levant [10]), which is
however not an issue for the considered uPTS observer, as it is explained in Remark 3. The linear matrix inequalities
from Theorem 2 are satis�ed for

L = [46 791 6026 17160]⊤,

and take T = 2.5. For comparison purposes, the linear high-gain observer Khalil [8] will be applied with the gains

LHG = D(0.5T )L

under similar implicit Euler discretization (this value of LHG was chosen to have a similar convergence time for the
output estimation error), together with a linear �xed-time observer to which (10) is reduced at tk+1 = T :

ξ̂k+1 = Z(T )
(
ξ̂k + hD(T )Lyk+1

)
,

where ξ̂k ∈ Rn is the vector of estimates (Z(T ) is a nilpotent matrix). The results of simulations are presented in
�gures 1 and 2 for h = 0.1 and h = 0.01, respectively. On the top plots a norm of the estimation error for ϕ, ϕ̇, ϕ̈
and ϕ(3) is shown for all observers: red solid lines for uPTS, dot blue lines for high-gain and dash green lines for
linear �xed-time observers. On the bottom plots examples of estimation are given for ϕ(3) (dash-dot violet lines) for
all observers using the same colors. As we can conclude from these results, the error of proposed observer quickly
converges to a vicinity of the origin, with the discrepancy proportional to the noise amplitude. Moreover, comparison
of the integral estimation errors for all observers, on the �nal time interval t ∈ [3T, 4T ], shows that (21) outperforms
the linear static analogues as it is shown in Table 1.
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Figure 1: The norms of estimation error and the estimates of ϕ(3) (dash-dot violet lines) for uPTS (red solid lines), high-gain (blue dash
lines) and �xed-time (dash green lines) observers versus time t, h = 0.1

Figure 2: The norms of estimation error and the estimates of ϕ(3) (dash-dot violet lines) for uPTS (red solid lines), high-gain (blue dash
lines) and �xed-time (dash green lines) observers versus time t, h = 0.01

(21) High-gain Fixed-time

h = 0.1 4998 5501 5364
h = 0.01 2094 4213 2834

Table 1: The integral of the error norm for all observers on the interval [3T, 4T )
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7. Conclusion

A new discretization scheme for a simple implementation of the prescribed time observer from Holloway and
Krstic [6] is proposed, which guarantees an accelerated rate of convergence of the estimation error in discrete time,
while remaining prescribed-time exact in the noise-free case. It has also certain robustness with respect to the
measurement noise. The tuning rules are formulated using feasible linear matrix inequalities. Supporting simulation
results demonstrate a good performance of the proposed discrete-time realization of the observer. Extension of this
discretization scheme to the case of a prescribed-time stabilizing controller can be considered as a direction of future
research.
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