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GPU: 1 SPP
Time: 20 ms

CPU: 1 SPP
Time: 4.5 s

Fig. 1. Refractive specular surfaces, like the water surface in this pool, create caustics. Classical path-tracing
(left) cannot find a path connecting the bottom of the pool and the point light source, and fails at rendering
these caustics. Manifold exploration methods (right) work but are not compatible with interactive rendering.
Our method (center) runs interactively, by reducing the space where it searches for solutions to a curve.

Specular surfaces, like water surfaces, create caustics by focusing the light being refracted or reflected. These
caustics are very important for scene realism, but also challenging to render: to compute them, we need to
find the exact path connecting two points through a specular reflective or refractive surface. This requires
finding the roots of a complicated function on the surface. Manifold-Exploration methods find these roots
using the Newton-Raphson method, but this involves computing path derivatives at each step, which can be
challenging. We show that these roots lie on a curve on the surface, which reduces the dimensionality of the
search. This dimension reduction greatly improves the search, allowing for interactive rendering of caustics.
It also makes implementation easier, as we do not need to compute path derivatives.

CCS Concepts: • Computing methodologies→ Ray tracing.

Additional Key Words and Phrases: Interactive ray-tracing, Caustics, Next-Event Estimation
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1 INTRODUCTION
When we look at a body of water, we see bright animated lines at the bottom. These bright lines
are called caustics, and are caused by the light being refracted by the water surface. As the water
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surface is curved, the refraction focuses the refracted light at certain points. These caustics are
essential in rendering the appearance of specular materials, especially water.
Computing these caustics is challenging, precisely because of the refraction at the specular

surface. During rendering, we need to connect points on both sides of the surface, but there are no
easy ways to find a refracted path connecting two points. The classical path-tracing methods, using
Next-Event Estimation, fail, resulting in a dark area under the surface. Alternative methods such
as Manifold Next-Event Estimation [Hanika et al. 2015; Walter et al. 2009] work, but they require
computing path derivatives. Their key idea is to translate the search for a refracted path into the
search for the zeros of an objective function, which is done using Newton-Raphson’s method.

Newton-Raphson’s method is efficient, but it requires computing the derivatives of the objective
function; this is potentially challenging, especially on the GPU. In this paper, we present an
alternative method where we start by reducing the dimensionality of the search, using a coplanarity
constraint: the incoming ray, the refracted ray and the normal to the surface must be coplanar. This
condition defines a one-dimensional curve on the surface, and we restrict our search for solutions
to this curve. With the dimension reduction, we find refracted paths efficiently and consistently.
In summary, we present a new algorithm to compute caustics using Manifold Next-Event Esti-

mation. Our algorithm uses the coplanarity constraint to reduce the dimension of the space where
we search for solutions, resulting in faster and more consistent computations. Our algorithm is fast
enough to allow rendering underwater caustics in real-time, with an animated water surface.

2 RELATEDWORK
Mitchell and Hanranhan [1992] computed reflective caustics on curved surfaces using the surface
derivatives. They identify reflected paths as paths with extremal length, based on Fermat’s principle,
and use Newton-Raphson’s method to find these paths.

Jensen [1996] introduced Photon Mapping, a two-step generic method to compute global illumi-
nation, including caustics: in a first step, photons are scattered through the scene. In the second
step, they are gathered to reconstruct illumination effects. Photon mapping is very versatile: it
can render almost all illumination effects. The quality of high-frequency effects such as caustics
depends on the number of photons allocated.

Walter et al. [2009] compute refracted paths inside surfaces defined by triangles with interpolated
normals. They identify refracted paths as paths through points where the half-vector is equal to
the opposite of the normal, and search for these points using Newton-Raphson’s method.
Jakob and Marschner [2012] extend Metropolis Light Transport [Veach and Guibas 1997] by

restricting the space of perturbations to a manifold, computed using the constraints introduced by
specular surfaces. It is very efficient to find specular paths into the scene, but not so efficient when
we need to connect the last point of a path to the light source.

Practical path guiding [Müller et al. 2017] gradually learns the incoming radiance distribution
using an adaptive spatio-directional hybrid data structure, resulting in stable performance in scenes
with difficult geometry, including caustics. This performance stability is a strong advantage of the
method, making it compatible with production environments.
Classical path-tracing usually relies on Next-Event Estimation: computing direct illumination

by connecting the current point to the light source using a shadow ray. Next-Event Estimation
dramatically improves convergence speed, but it is not available when there is a refractive surface
on the way. Hanika et al. [2015] combine Next-Event Estimation and Manifold exploration into
Manifold Next-Event Estimation: they use manifold exploration to find the refracted path through
the surface, connecting the light source with the last point on the path.
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(a) A specular path through a refractive interface.
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(b) Snell’s law.

Fig. 2. Our problem: we consider a point 𝑃 , at the end of a path traced from the camera. We search for
a refracted path through a point 𝑀 on the surface connecting this point and the light source (left). Paths
through the refractive surface must obey Snell’s law (right): 𝜂1 sin𝜃1 = 𝜂2 sin𝜃2.

Zeltner et al. [2020] improve this technique, using a different objective function and systematic
search for multiple solutions. Loubet et al. [2020] used slope-space integrals for fast computation
of specular next-event estimation.
Our work uses the same objective function as [Zeltner et al. 2020], but we do not compute

derivatives in our search for solutions, relying instead on geometric constraints to reduce the search
space.
Manifold Next-Event Estimation methods [Hanika et al. 2015; Zeltner et al. 2020] compute a

single specular path and work well for specular or quasi-specular surfaces with point light sources.
Li et al. [Li et al. 2022] compute caustics for glossy materials using path guiding around the path
computed for a specular surface.

All these techniques target offline rendering. Yang and Ouyang [2021] render high-quality water
caustics in real-time, by first tracing photons through the water mesh, then converting the hit
points into a procedural caustics mesh, to be composited in the rasterization pass.

3 OUR ALGORITHM
3.1 Problem position
We place ourselves in the same settings as previous works [Hanika et al. 2015; Walter et al. 2009;
Zeltner et al. 2020]: we have a scene with a medium enclosed by a refractive surface, such as water.
As depicted in Figure 2a, we have traced a path from the camera into the scene until a point 𝑷 inside
this medium. We are looking for a path that connects this point 𝑷 to the light source 𝑳 through a
point𝑀 at the refractive surface, taking into account the varying normals at the surface. This path
must obey the laws of refraction at the interface:

• −−→
𝑃𝑀 , −−→𝑀𝐿 and the normal at𝑀 , �̂�𝑀 must be coplanar.

• The angles between these vectors must obey Snell’s law (see Figure 2b): 𝜂1 sin𝜃1 = 𝜂2 sin𝜃2,
where 𝜂1 is the refractive index outside of the medium, and 𝜂2 is the refractive index inside
the medium.

To find the point𝑀 such that the incoming ray (𝑃𝑀) is refracted into (𝑀𝐿) and reaches the light
source, we write an objective function 𝑓 such that 𝑓 (𝑀) = 0 when𝑀 is on a valid refracted path.
Walter et al. [2009] used the half-vector; Zeltner et al. [2020] used the angle between the refracted
ray computed from (𝑃𝑀) and the line joining𝑀 and 𝐿. We use the latter in our implementation,
but our approach works with both.
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Fig. 3. Given a water surface made of triangles with interpolated normals, a point 𝑃 inside the water and a

light source 𝐿, the set of points𝑀 on the surface such that
−−→
𝑃𝑀 ,

−−→
𝐿𝑀 and �̂�𝑀 are coplanar create the red curve.

3.2 Notation
In all this paper, we use �̂� to denote a normalized vector (∥�̂�∥ = 1), and 𝒖 to denote a general vector.

3.3 Coplanarity constraint
Our key idea is to separate the constraints on𝑀 , and to treat the coplanarity constraint first: the
three vectors −−→𝑃𝑀 , −−→𝐿𝑀 and the normal at point𝑀 , �̂�𝑀 must be coplanar. This creates a condition on
𝑀 that reduces the dimensionality of the problem: instead of𝑀 being free to move over the entire
two dimension surface of the refractive medium, it has to be on a specific one-dimension curve on
this surface (see Figure 3). We restrict the search for solutions to this curve, allowing for a more
efficient search. We enforce this constraint before normalizing the vectors, which also reduces the
degree of the problem.

3.3.1 Flat surfaces. As an illustration, let us consider a plane P with a constant normal �̂�: the
coplanarity constraint means that the triple product of the three vectors −−→𝑃𝑀 , −−→𝐿𝑀 and �̂� is null:

�̂� ·
(−−→
𝑃𝑀 × −−→

𝐿𝑀

)
= 0 (1)

This means that𝑀 must be on a straight line on the plane. This straight line connects the orthogonal
projections of points 𝑷 and 𝑳 on the plane, 𝑷𝑝 and 𝑳𝑝 :

𝑀 ∈ (𝑷𝑝𝑳𝑝 ) (2)

3.3.2 Triangle with interpolated normals. The most common graphics primitive in Computer
Graphics scenes is the triangle with interpolated normals. It is defined by three vertices {𝑽𝑖 } and
their associated normals {𝒏𝑖 }. On these triangles, the coplanarity constraint forces𝑀 to move on a
conic (ellipsis, hyperbola or parabola) drawn on the triangle.

To show why, we write the position of𝑀 using barycentric coordinates (𝛼, 𝛽) (see Figure 4):

𝑀 = 𝑽0 + 𝛼
−−−→
𝑉0𝑉1 + 𝛽

−−−→
𝑉0𝑉2, with (𝛼, 𝛽, 𝛼 + 𝛽) ∈ [0, 1]3 (3)

𝑀 =

[−−−→
𝑉0𝑉1

−−−→
𝑉0𝑉2 𝑽0

] 
𝛼

𝛽

1

 (4)
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Fig. 4. A point inside a triangle in World Space (a), and in barycentric coordinate Space (b).

Any vector connecting𝑀 and a fixed point is also expressed as a matrix-vector product, for example:

−−→
𝑃𝑀 =

[−−−→
𝑉0𝑉1

−−−→
𝑉0𝑉2

−−→
𝑃𝑉0

] 
𝛼

𝛽

1

 (5)

The normal at point𝑀 , 𝒏𝑀 is also a matrix-vector product:

𝒏𝑀 = 𝒏0 + 𝛼 (𝒏1 − 𝒏0) + 𝛽 (𝒏2 − 𝒏0) (6)

𝒏𝑀 = [(𝒏1 − 𝒏0) (𝒏2 − 𝒏0) 𝒏0]

𝛼

𝛽

1

 (7)

𝒏𝑀 = [𝑵 ]

𝛼

𝛽

1

 (8)

Without loss of generality, we express the coplanarity constraint using the triple product between
the vectors −→𝑃𝐿, −−→𝑃𝑀 and 𝒏𝑀 :

𝒏𝑀 ·
(−→
𝑃𝐿 × −−→

𝑃𝑀

)
= 0 (9)

[𝛼 𝛽 1] [𝑵 ]T [𝑸]

𝛼

𝛽

1

 = 0 (10)

where [𝑸] is the matrix whose column vectors are: −→𝑃𝐿 × −−−→
𝑉0𝑉1,

−→
𝑃𝐿 × −−−→

𝑉0𝑉2 and
−→
𝑃𝐿 × −−→

𝑃𝑉0. We use the
fact that the dot product between two vectors can be expressed as a vector product between the
transpose of the first vector and the second vector:

𝒖 · 𝒗 = 𝒖T𝒗 = 𝑢𝑥𝑣𝑥 + 𝑢𝑦𝑣𝑦 + 𝑢𝑧𝑣𝑧 (11)

Equation 10 gives the equation for the set of points that satisfy the coplanarity constraint; it is
the kernel of a quadratic form, of matrix [𝑵 ]T [𝑸], that is a conic. Each coefficient in the [𝑵 ]T [𝑸]
matrix is a triple product. We expand Equation 10 into an equation of the second degree of two
variables:

𝐴𝛼2 + 𝐵𝛽2 +𝐶𝛼𝛽 + 𝐷𝛼 + 𝐸𝛽 + 𝐹 = 0 (12)
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3.3.3 Full surface. The surface around the participating medium is an assembly of triangles with
interpolated normals. On each triangle, the solution for the coplanarity constraint is one or several
pieces of a conic: the intersection between the conic solution of Equation 10 and the boundaries of
the triangle (See Figure 5b).
The normals are defined at each vertex and interpolated linearly, so they vary continuously

across the edge between two triangles. The curve segments for one triangle connect continuously
with the curve segments for the neighboring triangles. Over the entire surface, the solution for the
coplanarity constraint is a set of conic segments joined together (see Figure 3).

3.3.4 Curve tangent. To guide our search or orient the curve, we will need to know the tangent to
the curve. We use the following property of conics: if (𝛼0, 𝛽0) is a point on the conic defined by the
matrix [𝑴], then the tangent at that point has the equation:

[𝛼0 𝛽0 1] [𝑴]

𝛼

𝛽

1

 = 0 (13)

This gives us the direction vector 𝒕 of the tangent in barycentric coordinates:
𝑢

𝑣

𝑤

 = [𝑴]T [𝛼0 𝛽0 1] (14)

𝒕 =

[ −𝑣
𝑢

]
(15)

3.4 Algorithm
We use the coplanarity constraint to search quickly for refracted paths through the surface.

3.4.1 Problem reformulation. We have restricted the search space to a set of points where −−→𝑃𝑀 ,−−→
𝑀𝐿 and 𝒏𝑀 are coplanar. On this curve, we are looking for the points where the refracted ray is
colinear with the line joining𝑀 and 𝐿:

refract
(−−→
𝑃𝑀

)
× −−→
𝑀𝐿 = 0 (16)

For simplification, we introduce �̂�𝑃 and �̂�𝐿 :

�̂�𝑃 =

−−→
𝑀𝑃

∥−−→𝑀𝑃 ∥
(17)

�̂�𝐿 =

−−→
𝑀𝐿

∥−−→𝑀𝐿∥
(18)

The refracted vector coming out of the surface is refract (−�̂�𝑃 ). When𝑀 corresponds to a refracted
path, refract (−�̂�𝑃 ) is equal to �̂�𝐿 . We write the cross-product between these two vectors:

| sin𝜃 | = ∥refract (−�̂�𝑃 ) × �̂�𝐿 ∥ (19)

We’re looking for the zeroes of this sine. This will be easier if we can give it a sign, instead of
dealing with absolute values. We use the direction vector 𝒕 of the tangent (Equation 15) to orient
our vectors:

𝑠 =

{
1 if 𝒕 · (refract (−�̂�𝑃 ) × �̂�𝐿) > 0

−1 if 𝒕 · (refract (−�̂�𝑃 ) × �̂�𝐿) < 0 (20)

6
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With this orientation, we can define the function 𝑓 :

𝑓 (𝑡) = 𝑠 ∥refract (−�̂�𝑃 ) × �̂�𝐿 ∥ (21)

where 𝑓 is a function of the arc length on the curve, 𝑡 . It is equal to the sine of the angle between
the refracted vector and the vector connecting𝑀 to the light source. All zeroes of 𝑓 correspond to
potential refracted paths connecting 𝑃 and 𝐿; our problem is to find all these zeroes.

Compared to previous approaches, we are searching for the zeroes of a function with real-valued
parameters and real values, instead of the zeroes of a function of multi-dimensional parameters
with multi-dimensional values.

3.4.2 Starting point. The coplanarity constraint reduces the space where we search for solutions;
we just need to follow the curve until we reach a point where 𝑓 (𝑀) = 0 (see Equation 21). We need
a starting point that is on the curve. The point𝑀0 on the intersection between the line (𝑃𝐿) and
the refractive surface trivially satisfies the coplanarity constraint, since −−−→𝑃𝑀0 × −−−→

𝐿𝑀0 = 0. We use it
as the starting point in our search.

This point has also been used as a starting point for several Newton-Raphson’s methods looking
for the zeroes of 𝑓 [Hanika et al. 2015; Walter et al. 2009].

3.4.3 Walking along the curve. We compute the equation of the conic that is a solution to Equa-
tion 10, and then we compute its intersection with the edges of the current triangle, and use these
to move to the next triangle.

Our algorithm is iterative. At each step, we are considering one triangle on the refractive surface,
for which we know there is at least one point that satisfies the coplanarity constraint. We then
compute the intersections between the curve and the edges of the triangle, by setting 𝛼 = 0, 𝛽 = 0 or
𝛼 = 1− 𝛽 in Equation 12 and solving a second-degree equation for the other barycentric coordinate:

𝛼 = 0 −→ 𝐵𝛽2 + 𝐷𝛽 + 𝐹 = 0 (22)
𝛽 = 0 −→ 𝐴𝛼2 +𝐶𝛼 + 𝐹 = 0 (23)

𝛼 + 𝛽 = 1 −→ (𝐴 + 𝐵 −𝐶)𝛽2 + (𝐶 + 𝐸 − 2𝐴 − 𝐷)𝛽 +𝐴 + 𝐷 + 𝐹 = 0 (24)

Each of these equations is an equation of the second degree with one variable; we compute both
solutions and keep only the solutions that lie inside [0, 1].

• If there are no intersection points, then the curve is an ellipse, entirely included inside the
triangle, Figure 5a. We use a specific solving algorithm for this rare case.

• In the generic case, there are two intersection points, (see Figure 5b). We compute the value
of 𝑓 at these two points:
– if 𝑓 does not change sign, then we move to the next neighbouring triangle along this edge.
– if 𝑓 changes sign over the triangle, then there is a solution inside the triangle. We find it
using dichotomy:
∗ we subdivide the triangle in two sub-triangles, so that the new edge intersects the curve,
∗ we compute the value of 𝑓 at the new intersection point,
∗ we select the sub-triangle where 𝑓 changes sign and iterate.

• In theory, there can be triangles with more than two intersection points. This happens very
rarely in our experiments. Specifically, this occurs when the curve enters one edge of the
triangle, exits by another edge, but then re-enters the triangle and exits again, see Figure 5c.
We solve this case by following the curve to find a neighboring triangle that has yet to be
visited.

7



I3D ’24, May 08–10, 2024, Philadelphia, PA Ana Granizo-Hidalgo and Nicolas Holzschuch

𝛼

𝛽

1

1

(a) Ellipse included in the triangle.
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(b) Two intersections.
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(c) Four intersections.

Fig. 5. Types of intersections between the conic and the triangle.

Fig. 6. In red, the cases where there is an ellipse inside a triangle.

3.4.4 Special case: ellipse included in the triangle. In some cases, the entire curve of points that
satisfy the coplanarity constraint is included inside a single triangle. In these cases, our algorithm
based on the intersections between the curve and the triangle edges fails. This special case happens
rarely (see Figure 6) and is easy to detect. It can only happen on the first triangle of the search. We
solve this specific case by iteratively subdividing the triangle by splitting an edge, until we find a
triangle where 𝑓 changes sign, then we apply the previous algorithm.
There may be cases with this effect, which our algorithm will not detect because it does not

happen in the first triangle. Since there is no curve that intersects its edges, we cannot reach that
triangle.

3.4.5 Contribution from a point. Once we have a point𝑀 on a refracted path connecting 𝑃 and 𝐿,
we compute the contribution from this path using path derivatives, as in Walter et al. [2009]:

𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 =
𝐼𝑒 𝐹 𝐴 𝜌

𝐷
(25)

where 𝐼𝑒 is the intensity of the light, 𝐹 is the Fresnel factor, 𝐴 is the volume attenuation, 𝜌 is the
BRDF at the shading point, and 𝐷 is the distance correction factor, taking into account how the
light is focused by the varying normals.
Because we have shading normals, we need to compute 𝐷 using ray differentials. We start by

computing two directions 𝝎⊥ and 𝝎∥ , perpendicular to 𝝎𝑃 and to each other. For each direction,

8
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we compute the ray differential 𝑳′ using:

𝑑𝑃 = ∥𝑃 −𝑀 ∥ (26)
𝑑𝐿 = ∥𝐿 −𝑀 ∥ (27)

𝑀 ′ = 𝑑𝑃

(
�̂�′
𝑃 − �̂�′

𝑃
· �̂�𝑔

�̂�𝑃 · �̂�𝑔 �̂�𝑃

)
(28)

𝜇 = �̂�𝐿 · �̂�𝑠 + 𝜂�̂�𝑃 · �̂�𝑠 (29)

𝜇′ =

(
𝜂2

�̂�𝑃 · �̂�𝑠
�̂�𝐿 · �̂�𝑠 + 𝜂

) (
�̂�′
𝑃 · �̂�𝑠 + �̂�𝑃 · �̂�′𝑠

)
(30)

�̂�′
𝐿 = 𝜂�̂�′

𝑃 + 𝜇′�̂�𝑠 + 𝜇�̂�′𝑠 (31)
𝑳′ = 𝑀 ′ − (𝑀 ′ · �̂�𝐿)�̂�𝐿 + 𝑑𝐿�̂�′

𝐿 (32)

Where we use the notation that 𝑎′ is the derivative of 𝑎 along 𝝎⊥ (resp. 𝝎∥ ). Finally:

𝐷 = ∥𝑳′
⊥ × 𝑳′

∥ ∥ (33)

4 IMPLEMENTATION DETAILS
Unless otherwise specified, all the numbers and figures in this paper are computed on an Intel Xeon
with 2.40 GHz, 32 cores and an NVIDIA RTX A4000 graphics card. We implemented our algorithm
on the GPU using the Vulkan ray-tracing extensions. All results are rendered with a resolution of
960x720 pixels.

For our algorithm to work, it is necessary to have a mesh of triangles with interpolated normals.
Additionally, we need to know the location of each triangle with respect to its neighbors. For
this, we use a buffer containing the information of the three neighbors of each triangle and their
respective locations. This buffer is pre-computed for each mesh and accessed in real-time.
In all our scenes, we extended the surface of the water to be slightly larger than the pool walls

so that when we send a ray from the bottom toward the light, we always have an intersection with
the plane of the water. The extended water surface is not visible since it is occluded by the floor.
When we compute the starting point on the curve, we send a ray from point 𝑃 to the light

source; here we are only interested with an intersection between that ray and the water surface.
We use Vulkan masking feature to only check for intersections with this surface. This speeds up
the computation and allows us to deal with objects floating on the water surface or inside the water
(see Figure 15b). It also avoids numerical accuracy issues when the ray-surface intersection is close
to another object.
Our algorithm has two additional ray evaluations in addition to the usual ray tracing: the first

when we send the ray from the shading point toward the light to find the starting point, and the
second is to determine whether the point found as a specular path is visible from the light.

5 RESULTS AND COMPARISON
5.1 Validation: comparison with Specular Manifold Sampling on the CPU
To have a validation and comparison of our method, we have a CPU implementation version, so
we can compare in similar conditions with other CPU based methods. For a comparison with
Specular Manifod Sampling (SMS) [Zeltner et al. 2020], we implemented our algorithm inside
Mitsuba 2 [Nimier-David et al. 2019].

Zeltner et al. [2020] provide two variants of Specular Manifold Sampling: the biased and unbiased
versions. Both are parameterized by the number of samples per pixel; in the biased version, it is
possible to set the number of solutions to search for, for each sample. Our method only searches for
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OURS: 1 SPP, 1 sol
Time: 904 ms

SMS: 1 SPP, 1 sol
Time: 653 ms

SMS: 1 SPP, 8 sols
Time: 2.48 s

SMS: 1 SPP, 20 sols
Time: 5.55 s

Fig. 7. Comparison between our algorithm and Specular Manifold Sampling (biased variant) inside Mitsuba
2. 1 sample per pixel (SPP), 7 ray-tracing bounces.

OURS: 1 SPP
Time: 904 ms

SMS: 1 SPP
Time: 809 ms

SMS: 16 SPP
Time: 10.33 s

SMS: 256 SPP
Time: 2.73 m

Fig. 8. Comparison between our algorithm and Specular Manifold Sampling (unbiased variant) inside Mitsuba
2. 7 ray-tracing bounces.

one solution per sample. All the images in this section compute up to 7 bounces from the camera
to the light source.
We first compare our algorithm with the biased variant of Specular Manifold Sampling (see

Figure 7). At their minimal quality settings (one solution per sample), the computation time is
similar to ours, but the quality is much better with our method. As we increase the number of
solutions per sample, the quality of Specular Manifold Sampling increases, along with computation
time. At approximately 20 solutions per sample, the quality is comparable, but our algorithm is six
times faster.
We also compare our method with the unbiased variant of Specular Manifold Sampling (see

Figure 8). At the minimal quality settings (one sample per pixel), the computation time is again
similar to ours, but the quality is much better with ourmethod. Aswith the biased version, increasing
the number of samples per pixel improves the quality, at the expense of computation time. The
unbiased variant tends to produce noisier images for low quality settings; it takes 256 samples per
pixel to obtain a noise-free image comparable to ours, taking more than two minutes to generate,
compared to less than one second for our method.

5.2 Comparison with Photon Mapping and Path Guiding on the CPU
We also compared our algorithm, running on the CPU, with Photon Mapping [Jensen 1996] and
Practical Path Guiding [Müller et al. 2017], both implemented inside Mitsuba 0.5 [Jakob 2010]. All
timings in this section are computed on a 2 GHz Quad-Core Intel Core i5 MacBook Pro with 32 GB
memory. See Figure 9 for a visual comparison. Both Photon Mapping and Practical Path Guiding
compute underwater caustics with a good quality. For this specific scene, our method is much faster
for computing caustics, with a 50 to 300 times speedup.

10
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OURS: 1 SPP
Time: 1.062 s

Photon Map: 1 SPP

Time: 46.08 s
2.5 M caustic photons Path Guiding: 1 SPP

Time: 5.98 m

Fig. 9. Comparison between our algorithm (left) and Photon Mapping (center) and Practical Path Guiding
without denoising (right). Both methods render good quality caustics; our algorithm is much faster for the
caustics on this specific scene.

4k triangles
Time: 9.5 ms

8k triangles
Time: 11.5 ms

15k triangles
Time: 14.2 ms

29k triangles
Time: 18.5 ms

62k triangles
Time: 21.7 ms

117k triangles
Time: 23.3 ms

Fig. 10. Influence of the number of triangles for the water surface on the aspect of caustics.

5.3 Influence of scene complexity
Scene complexity is the main parameter when estimating real-time ray-tracing algorithms. We
have designed a series of test scenes, all with the same geometry, except for the water surface, for
which we increase the tessellation from a few dozen triangles to more than 2 million. Increasing
the complexity of the water surface has an influence on the appearance of the caustics, up to a
certain point: after 100,000 triangles, the differences are no longer visible when viewing the pool
from the top (see Figure 10). This limit corresponds to triangles that are roughly 5 cm wide. When
viewing the caustics at the bottom of the pool, as in Figure 13 and 14, increasing the number of
triangles has a visible impact on quality even at very high tessellation levels.
Figure 11 shows the total computation cost per frame when running our algorithm, including

animation, rendering, and computing caustics. To estimate only the cost induced by producing the
caustics using our algorithm, we calculate the computation time per frame without refraction and
caustics computation and take the difference. These times are computed with the viewing point

11
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Fig. 11. Computation time per frame for our algorithm (green), compared to rendering a frame without
refraction and caustics (orange). The difference (blue) corresponds to the cost of computing caustics using
our algorithm. This cost increases with the number of triangles, but much slower than the cost of ray-tracing
the entire image. The number of triangles on the horizontal axis corresponds to the tessellation of the water
surface.

Fig. 12. Computation time per frame for our algorithm (green), compared to rendering a frame without
refraction and caustics (orange), focusing on low-resolution scenes (below 117,000 triangles). The number of
triangles on the horizontal axis corresponds to the tessellation of the water surface.

outside the pool. With a point of view from inside the water, these times increase, but the increase
of time when the number of triangles increases is similar.
Figure 12 shows the same data but focuses on low-resolution scenes with water tessellation

levels below 117,000 triangles. There is a cost in using our algorithm to compute caustics; it is
relatively important for low-resolution scenes. That extra cost is unavoidable: we are computing
more information (both reflection and refraction), and we have to shoot one more shadow ray to
compute the incoming light at the point where the refracted path leaves the surface. The overall
cost remains manageable: below 25 ms per frame for our scenes.

Interestingly, as we further increase the number of triangles, the cost associated specifically with
computing caustics increases much slower than the cost for ray-tracing the scene. At 1 million
triangles, only a third of the total computation time is used to compute the caustics, and two-thirds
for ray-tracing the rest of the image. Besides computing illumination at the new point, the cost of

12
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Fig. 13. Caustics seen from under the water of a pool. Image generated using a water plane of 732,000
triangles. Time: 82.4ms

our algorithm is related to the number of triangles we have to cross from the starting point to the
solution, including the triangles generated by the subdivision step. As we increase the tessellation
levels, we have to cross more triangles before we reach the triangle where the solution is, but there
will be fewer subdivision steps once we reach it.

5.4 Temporal consistency
A key advantage of our method is that it produces noise-free images and is temporally consistent.
The companion video shows our method running on an animated scene, with an animated point of
view. As can be seen, the images have no noise, and there is no flickering.

5.5 Additional Results
So far, we have only shown results and comparisons on scenes with a viewing point outside of
the water, but it is interesting to see how our algorithm behaves underwater. Figure 13 illustrates
this situation, showing that the caustics are rendered correctly and that our method also works in
this scenario. For this point of view, we also added a comparison without the textures to be able to
appreciate only the effect of the caustics, as can be seen in Figure 14. Here, we compare our method
implemented on CPU, using 1 SPP and the reference SMS [2020] also on CPU, with their unbiased
variant using 256 SSP. We can see that the caustics generated by our method correspond to those
of the reference method.

Our algorithm works with all scenes that include a water surface, regardless of the underwater
terrain. Figure 15 shows the results of a lagoon with irregular topography. As can be seen, the
caustics are generated correctly also in this type of scene. It also can handle more complicated
scenes, such as when objects float in the water. Figure 15b shows an example of this, where we
can appreciate the caustics on the bottom of the lagoon and the shadows of the fish floating in the
water.
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Fig. 14. Visual comparison between our algorithm (left) with SMS (right) showing only the generated caustics
(both algorithms running on CPU). Using a water plane of 732,000 triangles.

(a) (b)

Fig. 15. Results of our algorithm in an irregular topography, viewed from top (left) or underwater (right). See
also the companion video. Our method handles occluders between the floor and the surface, such as the
turtle and floating fish.

6 LIMITATIONS AND DISCUSSION
The strength of our algorithm is the coplanarity constraint, which restrains the space where we
search for solutions: once we have a point on the curve, we just need to follow that curve until we
find a solution. But we need that starting point. This is not an issue for refraction, where we can
use the intersection between (𝑃𝐿) and the interface, but it is an issue for reflection, where we do
not have an easy way to find a point that satisfies the constraint. The easiest method is to find a
point𝑀 such that 𝒏𝑀 is aligned with (𝑀𝑃) or (𝑀𝐿), but that requires a position-normal hierarchy,
and in our experiments is too expensive for interactive rendering.
Our algorithm only finds one refracted path for a given 𝑃 . Zeltner et al. [2020] show that there

can be multiple paths, especially with reflection on curved surfaces. Our algorithm is comparable
to their biased algorithm: we trade accuracy in exchange for speed and reduced noise in the image.
Both of these properties are important for real-time rendering of animated scenes, where noise
would result in temporal artefacts, but would be an issue for high-quality offline rendering.
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Once we have computed the exit point through the refractive surface, we trace a ray towards the
light source to check whether this exit point is in shadow. This strategy fails if there is another
intersection with the refractive surface between the exit point and the light source, which can
happen if the light source is close to the horizon, or with rough waters.

Like most other Manifold Next-Event Estimation methods, our method computes purely specular
caustics, connecting a point on the receiving surface to a point on the light source. It works well
with point light sources and specular surfaces, but glossy surfaces and area light sources will likely
create noisy results. It could be combined with path guiding methods [Li et al. 2022] around the
representative specular path for these scenes.

7 CONCLUSIONS
We have presented an algorithm to compute light paths through a refractive specular interface.
Our algorithm is based on a reduction of the dimensionality of the problem, using a coplanarity
constraint. This constraint gives us a curve on the refractive interface, and we restrain our search
for solutions to that curve. Our algorithm is fast and requires only the geometry of the specular
interface, making it ideally suitable to compute caustics through an animated surface. It does
not require computing the path derivatives, making it easier to implement inside a constrained
environment like the GPU.

In future work, we want to extend this approach to reflection and to multiple specular interfaces,
as well as glossy surfaces using a combination with path guiding. We also want to explore using
half-resolution computations for the caustics part, to reduce the impact on computation time.
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