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ABSTRACT
We employed a mechanistic learning approach, integrating on- treatment tumor kinetics (TK) modeling with various machine 
learning (ML) models to address the challenge of predicting post- progression survival (PPS)—the duration from the time of 
documented disease progression to death—and overall survival (OS) in Head and Neck Squamous Cell Carcinoma (HNSCC). 
We compared the predictive power of model- derived TK parameters versus RECIST and assessed the efficacy of nine TK- OS ML 
models against conventional survival models. Data from 526 advanced HNSCC patients treated with chemotherapy and cetuxi-
mab in the TPExtreme trial were analyzed using a double- exponential model. TK parameters from the first line and maintenance 
(TKL1) or after four cycles (TK4) were used to predict PPS and post- cycle 4 OS (OS4), combined with 12 baseline parameters. 
While ML algorithms underperformed compared to the Cox model for PPS, a random survival forest was superior for OS predic-
tion using TK4 and surpassed RECIST- based metrics. This model demonstrated unbiased OS4 prediction, suggesting its poten-
tial for improving HNSCC treatment evaluation.
Trial Registration: ClinicalTrials.gov identifier: NCT02268695.

1   |   Introduction

Head and Neck Squamous Cell Carcinomas (HNSCCs) arise 
from the mucosal epithelium of the oral cavity, pharynx and 
the larynx, posing a significant clinical challenge due to their 
aggressive nature and associated morbidity. The standard 
of care for resectable HNSCCs involves surgery followed by 
radiotherapy, with or without chemotherapy [1, 2]. For un-
resectable loco- regional HNSCCs, chemo- radiotherapy is 
the preferred treatment. In cases of local or metastatic re-
currence where patients are not eligible for local treatments 

such as surgery or radiotherapy, standard treatment options 
includes the EXTREME regimen, which combines cisplatin 
and 5- fluorouracil (5- FU) with cetuximab [3] or a combina-
tion of cisplatin/carboplatin and 5- fluorouracil (5- FU) with 
pembrolizumab depending on the PD- L1 status [4]. These 
regimens are typically administered over 6 cycles of 21 days 
each, as a first line therapeutic approach. The GORTEC 2014- 
01 TPExtreme clinical trial aimed to compare the efficacy and 
safety of the TPEx regimen—4 cycles of docetaxel in combi-
nation with cisplatin and cetuximab followed by 500 mg∕m2 
Cetuximab maintenance every 2 weeks—with the EXTREME 
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regimen, potentially offering an alternative for the standard 
of care in the first- line treatment, particularly in patients 
who may not be good candidates for up- front pembrolizumab 
treatment [5]. Despite these therapeutic strides, the grim real-
ity of a median survival oscillating between 12 and 15 months 
post- treatment [5] underlines a pressing need for more precise 
prognostic models to guide clinical decision- making and per-
sonalize therapeutic strategies.

Accurate prediction of overall survival (OS) from early surrogate 
markers is crucial for both for clinical care and drug development, 
especially to forecast the outcomes of phase 3 trials based on early 
interim data. Current surrogate markers to predict OS are based 
on the response evaluation criteria in solid tumors (RECIST) [6]. 
RECIST defines the best overall response (BOR) as the most fa-
vorable response recorded from treatment initiation to disease 
progression, based on the relative change in the sum of the larg-
est diameters (SLD) of target lesions from baseline. Additionally, 
RECIST allows the definition of progression- free survival (PFS), 
which is the time from the start of treatment until objective tumor 
progression or death. However, PFS and BOR have been weakly 
supported as surrogate markers for OS [7–11].

To enhance prognostic models, on- treatment longitudinal SLD 
measurements have been employed to model TK using semi- 
mechanistic “tumor growth inhibition” (TGI) models [12, 13]. 
These models provide insights into the dynamics of tumor response 

to treatment over time and generate TK parameters for prognostic 
modeling. Several studies combining estimated TK parameters to 
survival analysis (TK- OS) revealed the importance of TK parame-
ters in predicting OS, for example, in metastatic colorectal cancer 
or non- small cell lung cancer (NSCLC) [12–14]. However, a direct 
comparison between the predictive abilities of TK parameters 
versus RECIST- based BOR has not yet been performed.

Initially introduced to assist drug development (e.g., predicting 
phase 3 outcomes from phase 2 data) [12], TK parameters can 
also be used for individual OS prediction. However, in such con-
text, on- treatment longitudinal data cannot be used to predict 
survival at a pre- treatment time point, as is the case when the 
outcome is OS [15, 16]. This phenomenon has been referred to as 
a type of time- dependent covariate bias and used as a criticism 
of some TK- OS studies [16]. For instance, using the entire dura-
tion of on- treatment data to predict OS is problematic because 
the total on- treatment duration is itself a strong predictor of OS. 
One possibility to alleviate this bias is to identify TK parameters 
from SLD measurements within a restricted timeframe to pre-
dict subsequent survival. Predicting post- progression survival 
(PPS), defined as the time from disease progression until death 
or last follow- up, is also a suitable alternative to OS. Specifically, 
we focused on two well- defined predictive tasks: (1) predicting 
post- cycle 4 OS (OS4) from tumor kinetics data up to that point 
(TK4- OS4) and (2) predicting post- progression survival (PPS) 
from the first line tumor kinetics only (TK1L- PPS). Note that 
point (2) is of particular interest to clinical oncologists because 
the time of failure of a first treatment is pivotal for therapeu-
tic decision. Being able to accurately predict PPS could help to 
choose whether to give a treatment or not, and what treatment 
to give as second line in the first case.

To address this, we harnessed the strengths of population TK mod-
eling, utilizing non- linear mixed effects (NLME), coupled with 
machine learning (ML) survival analysis. By benchmarking the 
currently available ML survival models, we compared the predic-
tive power of TK parameters against BOR for survival prediction.

2   |   Methods

2.1   |   Patients

Data consisted of all patients enrolled in the GORTEC 2014- 01 
TPExtreme clinical trial [5]. Included patients had at least one 
measurable lesion according to the Response Evaluation Criteria 
in Solid Tumors (RECIST) v1.1 [6], ECOG performance status of 
1 or 0, and were aged 18–70 years with histologically confirmed 
metastatic or recurrent squamous- cell carcinoma of the oral cav-
ity, hypopharynx, oropharynx, or larynx, unsuitable for loco- 
regional curative treatments. A total of 526 participants were 
randomly assigned (1:1) to each treatment group. On one hand, 
the TPEx regimen was administrated and consisted of 4 cycles of a 
combination of docetaxel, cisplatin, and cetuximab. On the other 
hand, the EXTREME regimen consisted of six cycles of the stan-
dard of care (fluorouracil, cisplatin, and cetuximab) (Figure 1A).

All enrolled patients gave written informed consent before any 
study procedure. The trial was carried out in respect of good 
clinical practice guidelines and the declaration of Helsinki. It 

Summary

• What is the current knowledge on the topic?
○ Current surrogate markers for predicting overall 

survival (OS) in head and neck squamous cell carci-
noma (HNSCC) rely on RECIST criteria. However, 
these do not account for the full dynamics of tumor 
kinetics (TK), limiting their predictive accuracy.

• What question did this study address?
○ This study evaluated the efficacy of model- derived 

TK parameters versus RECIST- based metrics for 
predicting post- progression survival (PPS) and over-
all survival (OS) in HNSCC patients, comparing 
traditional survival models with advanced machine 
learning (ML) and deep learning (DL) approaches.

• What does this study add to our knowledge?
○ The study demonstrated that TK parameters, espe-

cially when combined with random survival forests 
(RSF), provided superior OS predictions compared 
to RECIST metrics. While complex ML and DL 
models did not significantly outperform classical 
models, RSF was the most effective for OS predic-
tion using TK data.

• How might this change drug discovery, development, 
and/or therapeutics?
○ Integrating TK- based metrics with ML models could 

improve early predictions of individual patient out-
comes, potentially leading to more personalized and 
effective treatment strategies in HNSCC. This ap-
proach could refine the evaluation and monitoring 
of treatment responses beyond traditional RECIST 
guidelines.
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was approved by competent authorities and ethics committees 
in France, Spain, and Germany and registered with Clini calTr 
ials. gov under the reference code NCT02268695.

2.2   |   Data

Data on 526 patients were gathered from patient records struc-
tured by a Case Report Form (CRF). Tumor response was 
measured every 8 weeks after the start of the treatment. Each 
measurement was performed by Computed Tomography (CT) 
scan or MRI for neck and CT scan for chest, and abdomen until 
disease progression. The sum of the largest diameters (SLDs) of 
target lesions and the best overall response (BOR) were com-
puted according to RECIST v1.1. OS outcome was defined as 
the time from the start of treatment to death or to the (right 
censored) date of last follow- up and PPS as the duration from 
the time of documented disease progression after the first line 
treatment to death from any cause or to the (right censored) 
date of last follow- up. Data about treatments (type of treatment, 
treatment line, and toxicity events), disease characteristics 
(histology, metastasis status, loco- regional recurrence, tumor 
node metastasis (TNM) classification of the initial disease, 
TNM classification of the loco- regional recurrence), clinical, 
demographic, and epidemiological data (gender, performance 
status, tobacco status, alcohol status, age, and country) were 
also retrieved from the records. From the original set of over 
40 baseline clinical and demographical features extracted from 
the data, 12 were retained for analysis based on their clinical 
relevance and their imbalance ratio, which refers to the extent 
of uneven distribution among different categories within these 
features. The dataset initially included seven patients who died 
before receiving the first treatment (three from the training set 
and four from the test set); these records were excluded from 
the analysis. Following this, the dataset exhibited 58 missing 
observations (1.32% missingness) in the training set and 23 
missing observations (1.24% missingness) in the test set. To 
ensure robust model training and evaluation, rows containing 
missing values were also excluded. This step reduced the train-
ing set from 365 to 307 records and the test set from 154 to 131 
records. Although the overall percentage of missingness was 
relatively low, these exclusions were necessary to maintain the 

integrity of the subsequent analyses and to avoid potential bi-
ases associated with imputation methods.

2.3   |   Kinetics- Machine Learning

The predictive model was based on a specific two- step mod-
eling approach called the kinetics- Machine Learning [17–19] 
(Figure 1B). It combines phenomenological modeling of the tumor 
response and ML techniques for survival analysis to build pre-
dictive models. The time evolution of the SLDs (tumor kinetics, 
TK) was modeled by tumor growth inhibition models [12, 13, 20]. 
Mixed- effects statistical learning techniques were used to esti-
mate the individual parameters. Finally, using different ML meth-
ods for survival analysis, the estimated tumor kinetic parameters 
(patient- specific kinetic signature) were combined with relevant 
baseline features to predict individual patients' survival.

2.4   |   Tumor Kinetics Models

2.4.1   |   Structural Models

Multiple TK models were assessed for their ability to fit the ob-
served SLD measurements. Let t , the time variable (months), TS, 
the tumor size (i.e., SLD, mm), TS0 (mm), the tumor size at the 
first SLD assessment and � (months), the time lag between first 
SLD measurement and the treatment start (t = 0). In the first 
model, tumor on- treatment regression or shrinkage is character-
ized by an exponential decrease with decay rate KS

(
months−1

)
 

and tumor growth is described by an exponential growth with 
a growth rate KG

(
months−1

)
 (Table 1, model 1) [20]. The two 

other variants of this model introduce one more parameter 
[12, 13]. In the first one, the growth and shrinkage processes are 
respectively modulated by the factors � and 1 − �, respectively 
describing proportions of resistant and non- resistant tumor 
cells (Table 1, model 2). In the third model, the decrease in the 
treatment effect is modeled by a decay rate � (Table  1, model 
3) [12, 13]. For each model, an additional parameter, Time To 
re- Growth (TTG), known for its ability to predict survival in 
other tumor types, was also assessed and tested as a predictor 
of OS [13].

FIGURE 1    |    Treatment history and kinetics- ML prediction of survival. (A) Treatment history of a sample of patients. Cetuximab was the treat-
ment given during maintenance. (B) Steps describing mechanistic learning. It combines modeling tumor kinetics and ML for survival prediction.

http://clinicaltrials.gov
http://clinicaltrials.gov
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2.4.2   |   Statistical Model

The framework of the Nonlinear Mixed Effects Modeling 
(NLME) was used as a statistical tool to describe the inter- 
individual variability in the observed tumor kinetics. Let 
Yi =

{
yi1, ⋯ , yini

}
, for i ∈ {1, ⋯ ,N}, the vector of longitudinal 

SLD measurements for the ith patient, where N represents the 
total number of patients and ni, the number of measurements 
performed for patient i. The statistical model used in the fitting 
step was given by

where TS(k)
(
tij, �i

)
 is the value of a specific structural model 

k (for k ∈ {1, 2, 3}) (Table  1) at time tij, �
(k)
i

∈ ℝ
p is the corre-

sponding vector of parameters specific to the individual i and 
e(k)
ij

 represents the residual error model. The vector of individ-
ual parameters �(k)

i
 was described by the combination of fixed 

effects �(k)pop, which are constant among the population and 
random effects �(k)

i
 which describe the inter- individual vari-

ability observed in the SLD kinetics. The random effects were 
assumed to be normally distributed with mean zero and vari-
ance–covariance matrix Ω(k) = diag

(
�1, ⋯ ,�l(k)

)
 (where l(k) re-

fers to the number of kinetic parameters in a specific model k). 
Furthermore, the positivity of the parameters was ensured by 
assuming a log- normal distribution on the individual param-
eters. More precisely,

For the different structural models, the error model was as-
sumed to be constant and was defined as follows:

where �ij ∼ (0, 1) represents the residual error and �(k) its stan-
dard deviation. In summary, the vector of population parame-
ters is:

where �(k)
T

pop  and �(k)T represent respectively the entries of the vec-
tor of fixed effects parameters and the entries of the vector of the 
random effects standard deviations.

2.4.3   |   Model Calibration and Selection

The parameters TS0 and � were retrieved from the data. Some 
SLD measurements which were censored and set to zero due 
to the maximum CT (or MRI) scan slice thickness were reset 
to an offset of 2.5 mm (half of the value required for a lesion 
to be considered as measurable according to RECIST v1.1) 
and marked as left- censored. The contribution of censored 
measurements to the observed likelihood function was han-
dled by lower Limit Of Quantification (LOQ) censoring [21]. 
Furthermore, the population parameters � (k) of each statisti-
cal model were estimated by computing the maximum likeli-
hood estimate �̂ (k) of the observed likelihood function with the 
Stochastic Approximation of the Expectation–Maximization 
Algorithm implemented in the Monolix R API (Version 
2021R2). The Fisher information matrix was derived from 
the observed likelihood by a Markov Chain Monte Carlo algo-
rithm implemented in Monolix. The relative standard errors 
(RSE) and corresponding confidence intervals were computed 
for each component of �̂ (k). The estimator �̂i

(k)
 of the individual 

kinetic parameters was defined as the mode of the posterior 
conditional distribution p

(
�ki | yij; �̂

(k)
)

.

Goodness- of- fit of the NLME model was assessed by the 
Bayesian information criterion (BIC). A RSE of ≤ 50% was es-
tablished as a threshold to ensure parameter stability and model 
identifiability, thereby indicating that the parameter estimates 
were reliable and precise. Additionally, diagnostic plots, includ-
ing individual curve fits and comparisons of observed versus 
predicted SLD measurements, were employed to illustrate and 
validate the model's performance.

2.5   |   ML for Survival Analysis

The data on the 526 patients were split into a training and test 
set, which represented respectively 70% and 30% of the full data-
set. Initial data pre- processing was performed on the training 
set, from which the scaling parameters—specifically the mean 
and standard deviation of continuous variables—were computed 
to standardize the features. These scaling parameters were then 
applied to the test set to maintain consistency. TK model selec-
tion and multiple survival ML algorithms were benchmarked on 
the training set. The best TK model selected on the training set 
was calibrated on the test set using the NLME priors obtained on 
the training set and the corresponding kinetic parameters were 
retrieved to assess the accuracy of the best ML model selected 

(1)yij = TS(k)
(
tij; �

(k)
i

)
+ e(k)

ij

(2)log�(k)
i

= log
(
�(k)pop

)
+ �

(k)
i
, �(k)

i
∼

(
0,Ω(k)

)

(3)e(k)
ij

= �(k) �ij

ψ(k) =
(
�(k)

T

pop , �
(k),�(k)T

)

TABLE 1    |    Different TK models.

Name Model Parameters TTG

Model 1 TS(t,Θ) = TS0
(
eKG(t−�) + e−KS(t−�) − 1

)
TS0, KG,KS log

(
KS

KG

)

KS+KG
+ �

Model 2 TS(t,Θ) = TS0
(
�eKG(t−�) + (1 − �)e−KS(t−�)

)
TS0, KG,KS, � log

(
KS(1 − �)

�KG

)

KS+KG
+ �

Model 3
TS(t,Θ) = TS0e

−
(
KS

�

)
(1−e−�(t−�))+KG(t−�) TS0, KG,KS, � log

(
KS

KG

)

�
+ �

Abbreviation: TTG, Time To re- Growth.
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on the training set. The estimated individual kinetic parame-
ters—including TTG—were added to the baseline features for 
the assessment of different predictive ML and statistical models 
for survival analysis.

To avoid skewness and to be consistent with the log- normal hy-
pothesis in the modeling process, a logarithmic transformation 
was applied to the parameters KG and KS.

2.5.1   |   Benchmarking Procedure

Eight predictive ML models—CoxTime [22], DeepHit [23], 
DeepSurv [24], LogHaz [25, 26], PC- Hazard [27], Survival SVM 
[28, 29], XGBoost [30], and Random Survival Forest (RSF) [31]—
and five classical parametric and semi- parametric survival mod-
els—Cox Proportional Hazard (PH), Accelerated Failure Time 
(AFT) [32], Cox Lasso [33], CoxBoost, and GLMBoost [34] and 
[35]—were assessed for their ability to predict PPS. A brief de-
scription of each model and its methodological approach is pro-
vided in Table S1. The aforementioned models were compared 
by computing Harrell's Concordance index (c- index) [36] using 
nested and repeated k- fold cross- validation. Each inner loop 
contained 30 repeats of twofold cross- validations, used to tune 
the ML models. Each outer loop consisted of 10 repeats of five-
fold cross- validations, used to assess the generalizability of the 
different models. The models were tuned by performing a ran-
dom search on the numerical hyperparameters domain. Overall, 
50 training and test sets were used to compute the predictive 
performance of each model. The benchmarking procedure and 
the different models were implemented using the mlr3 packages 
in R version 4.1.0.

To assess the features importance, a permutation- based method 
was applied to the best ML model on the training set. However, 
for cases where Cox PH emerged as the best model, the Hazard 
Ratios (HR) were used to quantify feature significance. To 
stratify the survival curves based on TK parameters, the max-
imally selected rank statistic from the maxstat R package was 
employed.

2.5.2   |   Test Step

First, the best TGI model obtained on the training set was cal-
ibrated on the test set using the priors obtained on the train-
ing set and the estimated kinetic parameters were added to the 
baseline features. Afterwards, using 1000 bootstrap sets derived 
from the test set, the accuracy of the best performing ML model 
was assessed on the test set by computing the c- index and its 95% 
confidence interval.

2.5.3   |   Comparison of Different Predictor Models

The best model selected from the benchmarking step was used 
to assess the predictive quality of different sets of predictors: 
baseline (BSL) features, BSL + BOR, BSL + TK, and TK. These 
models were assessed on the training set using 10 repeats of 
fivefold cross validations. The generalization quality of the 
models was assessed on the test set using 1000 bootstrap sets. 

Furthermore, a Kruskal–Wallis test was used to compare the c- 
index of the models.

2.6   |   Unbiased Two- Step Modeling Approaches: 
TK4- OS4 and TKL1- PPS

It would be biased to predict the time- to- death of a patient from 
baseline (i.e., OS) using TK data that is not available at this time. 
To avoid this, we introduced two unbiased two- step modeling 
approaches. The first, denoted TK4- OS4, used 4 cycles SLD data 
to estimate TK parameters (TK4) and predicts post cycle 4 OS 
(OS4). The second approach, denoted TKL1- PPS, used TK pa-
rameters identified from longitudinal SLD measurements re-
stricted to the first line of treatment + the maintenance period 
(e.g., the time to disease progression), to predict PPS.

3   |   Results

3.1   |   Patients and Disease Characteristics

Overall, 526 patients treated with either the EXTREME or TPEx 
regimen were retrieved from the GORTEC 2014- 01 TPExtreme 
clinical trial [5]. Patients and disease characteristics are summa-
rized in Table S3. In this study, 60.1% of the patients received 
a second- line treatment while 33.2% received a third- line treat-
ment, and finally 13.3% received a fourth- line treatment. In this 
study, 44.6% of the primary tumors were in the oropharynx and 
64% of the patients had metastasis at inclusion (Table S3). The 
typical treatment history of a patient is depicted in Figure 1A. 
It highlights the inter- patient heterogeneity in terms of both ef-
ficacy and toxicity, thus emphasizing the complexity of clinical 
management of such patients at bedside.

3.2   |   Tumor Kinetics Modeling

The SLD measurements on 365 (70%) patients—restricted to 
four cycles (total number of time points = 672 and median num-
ber of time points per patient = 2)—were used to calibrate the 
different TK models. Among the tested models, Model 1 demon-
strated the best agreement with the data, as indicated by the 
lowest values for all information criteria (AIC, BIC, and BICc), 
suggesting a superior balance between model fit and complexity. 
Furthermore, model 1 was found to be the best to describe the 
data in the different cases (TK4 and TKL1) (Table S1 for TK4). 
All the parameters were identifiable with a maximum RSE of 
8.73%, confirming model stability and parameter identifiability 
(Table S2).

Diagnostic plots did not reveal any misspecification of the 
model at the individual level, supporting the adequacy of model 
1 for describing the observed tumor dynamics (Figure  2A,B). 
Recalibrating the model using the treatment arm as a covariate 
to the kinetic parameters (KS,KG) revealed a potential effect of 
the TPEx treatment on the tumor growth rate (KG) in compari-
son to its effect on the tumor shrinkage rate (KS). Indeed, a Wald 
test demonstrated a statistically significant association between 
the treatment arm and KG, (p = 6.35 × 10−3) But no association 
was found between the treatment arm and KS. Furthermore, 
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incorporating the treatment arm or any additional covariates to 
the model resulted in a decreased goodness- of- fit, introduced iden-
tifiability issues and did not show any significant improvement in 
the survival analysis. Given the goal of predicting outcomes on the 
entire patient cohort without introducing covariate- related bias, 
a model without covariates was kept for the predictive analysis. 
This choice ensured a more generalizable model for the popula-
tion, regardless of specific treatment arm effects. The differences 
in the models did not significantly alter the overall conclusions 
regarding TK parameters and survival predictions.

3.3   |   ML For Survival Analysis

3.3.1   |   ML Models Benchmarking Unbiased Predictions 
Using TK4- OS4 and TK1L- PPS

To avoid time- dependent covariate bias, we considered either 
predicting post- cycle 4 survival (OS4) from data restricted to the 
first four treatment cycles (TK4- OS4) or predict post- progression 
survival (PPS) from TK parameters derived from the data during 
the first line of treatment until progression (TKL1- PPS). On the 
training set, for both TK4- OS4 and TKL1- OS, the random sur-
vival forest (RSF) model did not significantly outperformed Cox 
PH or AFT (median c- indices = 0.65, 0.635, and 0.63 for TK4- OS4, 

Figure  3 and 0.601, 0.598, and 0.595 for TKL1- OS, Figure  S1). 
However, an examination of the results on the test set for TK4- OS4 
revealed that RSF exhibited the best generalization properties in 
comparison to Cox PH and AFT (Figure S2). Overall, TKL1- PPS 
(best training c- index = 0.6) exhibited worse performances than 
TK4- OS4 (best training c- index = 0.65, Figure 3B). Moreover, deep 
learning architectures, specifically DeepHit and DeepSurv, exhib-
ited suboptimal performances for both TK4- OS4 and TKL1- PPS. 
Upon examination of the test set, for TK4- OS4, the Cox PH model 
achieved a mean c- index of 0.54 (95% CI: 0.52–0.56) (Figure S2).

3.3.2   |   Feature Importance

Noteworthy, the most important feature for OS4 prediction was 
first the patient performance status followed by the TK param-
eters (logKG, logKS, and TTG) and the baseline tumor size TS0 
(Figure 4A). In addition, utilizing the maximally selected rank 
statistic, TS0, logKG and logKS provided a significant separation 
of the survival curves (log- rank p < 0.01 and p < 0.05, respec-
tively) (Figure 4B–D).

However, for TKL1- PPS, the top 3 parameters were loco- regional 
relapse, followed by TS0, the performance status (Figure S3A). 
Surprisingly, Unlike TK4- OS4, logKS, triggered crossed survival 

FIGURE 2    |    Diagnostic plots (A) Representative individual fits. The purple line represents the model prediction and the blue dots the observed 
SLDs. The red, green and dark- blue dotted vertical lines represent the end of the first, second line and third lines, respectively. (B) Observed SLDs 
vs. predicted SLDs.
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curves (Figure S3D) potentially indicating a time- dependent na-
ture of the growth rate parameter.

3.3.3   |   Comparison of Different Predictor Models: TK4 
Parameters Are Better Predictors of OS4 Than BOR

To compare the relative predictive performances of BOR 
and TK4 as predictors of OS4, four sets of predictors were 
considered in combination with RSF: 12 baseline fea-
tures (BSL, see Table  S4) alone, BSL + BOR, BSL + TK4 
and TK4 (Figure  5). In the training set, the BSL + TK4 out-
performed BOR + BSL 0.63 (95%CI: 0.61 − 0.65) versus 
0.612 (95%CI: 0.58 − 0.64), respectively, p < 0.001, Kruskal- 
Wallis, (Figure  5A). This trend persisted in the test data-
set, with respective c- index of 0.63 (95%CI: 0.61 − 0.65) and 
0.52 (95%CI: 0.50 − 0.54) (p < 0.0001, Figure  5B). The integra-
tion of BSL with BOR adversely impacted the model accuracy 
on test set as compared to BSL alone (Figure  5B). However, 
this was not observed in TKL1- PPS, such behavior was absent 
(Figure S4A,B).

4   |   Discussion

Tumor kinetics modeling to predict overall survival (TK- OS) has 
been extensively developed in the last 15 years [37]. Multiple can-
cer types, often in the advanced or metastatic stage have been 
studied, including prostate [38], breast [39], colorectal [12], non- 
small cell lung cancer (NSCLC) [40], or renal cell carcinoma [41]. 
Our study is the first to apply such modeling to HNSCC, using 

data from the TPExtreme trial [5]. In addition, it is one of the few 
to consider and benchmark machine learning survival models 
versus classical (semi- )parametric survival analysis methods [42].

As often observed for the other cancer types, such as NSCLC [14], 
breast, and colorectal cancer [39], on- treatment TK could be accu-
rately described by a simple pattern mathematically: the sum of 
two exponentials. A decreasing phase is governed by a shrinkage 
parameter KS and a regrowth phase is led by a parameter KG.

The primary objective of the TK modeling was to assess the 
predictive value of the TK parameter on the survival outcomes. 
Incorporating the treatment arm as a covariate to investigate its 
potential impact on tumor dynamics resulted in a reduced model 
performance, characterized by decreased goodness- of- fit and 
identifiability issues. Consequently, covariates (including treat-
ment arms) were excluded from the final model to ensure identifi-
ability and robustness. Despite these limitations, it is noteworthy 
that the exploratory analysis of treatment arms as covariates 
using simulated SLDs revealed a significant effect of the TPEx 
treatment on the tumor growth rate (KG), indicating a potential 
differential impact of the treatment regimens on tumor dynamics. 
Specifically, Using the treatment arm as a covariate demonstrated 
a significantly slower regrowth (parameter KG) and deeper SLD 
decrease in TPEx arm versus the control EXTREME, particularly 
within the first 3 months. Additionally, observations of simulated 
median TK suggested a benefit of TPEx versus EXTREME, ob-
served at ~12 months, with a better safety profile [5].

Unlike several previous TK modeling studies mostly aimed 
to assist drug development [12, 14, 39, 40, 43], here we turned 

FIGURE 3    |    Benchmark of ML methods, TK4- OS4. (A) Graphical representation of the different ML and statistical methods. The green boxes are 
the tested models. (B) Boxplots of the results of the benchmarking process on OS4 prediction. The red Diamond is the median c- index and the middle 
line the mean c- index.
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our interest on the ability of TK metrics to predict survival of 
patients early in the course of treatment. In such context, the 
value of predictive modeling does not rely on the ability to fore-
cast study- level survival curves but rather lies in the evaluation 
of discrimination metrics such as the c- index. It is also crucial 
to avoid time- dependent covariate bias [15, 16]. One approach 
to do so is to rely on joint modeling [44–46]. Here, motivated by 
clinically relevant scenarios in routine care, we rather focused 
on two operational survival prediction problems. The first was 
to evaluate the survival predictive value of on- treatment TK met-
rics during the 4 cycles corresponding to TPEx chemotherapy 

duration (TK4- OS4). The second leveraged data from the first 
line of treatment plus maintenance to predict post- progression 
survival (TK1L- PPS). These could be of value to guide clinical de-
cisions regarding maintenance or second- line therapy. The latter 
setting is of particular interest because, while clear guidelines are 
established from large phase 3 trials in the first line setting, the 
diversity of subsequent line options is wider and often left to the 
appreciation of the medical oncologist. Disposing of an individu-
alized PPS predictive tool could for example help decide whether 
to orientate a given patient to one therapeutic option or another 
and thus optimize the treatment sequence. For instance, if the 

FIGURE 4    |    Features Importance and stratified survival curves for TK4- OS4. (A) Feature importance based on the random survival forest model 
and a permutation importance algorithm. (B) Survival curves with optimal cut- off on TS_0 (SLD at diagnosis) using the maximally selected rank 
statistics from the ‘maxstat’ R package. (C) Survival curves with optimal cut- off on logKG (tumor growth rate). (D) Survival curves with optimal cut- 
off on logKS (tumor shrinkage rate).
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survival chances of a patient are predicted to be very small, the 
clinician or the patient might decide to stop anti- cancer therapy. 
However, to really decipher the impact of the first line TK on the 
response to second- line options would require the knowledge of 
the treatments received post- first line. A limitation of our study 
is that such data was not available in the trial records. Further 
investigations should be conducted to address this question.

To maximize predictive performances and account for possible 
nonlinear interactions between predictors of survival, we bench-
marked the current state- of- the art survival machine learning for 
the two survival prediction problems. We compared traditional 
(Cox proportional hazard) modeling to tree ensemble models 
(e.g., gradient boosting or random survival forest) and neural net-
works (CoxTime, DeepSurv, and DeepHit). Our results indicate 
that the more complex (and less interpretable) models only rarely 
and marginally surpassed the standard, linear (Cox) model. This 
contrasts with another work with more patients and variables, 
where a random survival forest outperformed a Cox model [17]. 
However, they align with other studies showing that complex 
ML might not overcome classical statistical models for cases rel-
ative to predictive modeling in healthcare from structured data, 
especially when the number of samples is small (of the order of 
100–1000) [47–49]. Rather, advanced neural network engineer-
ing performs better for computer vision or natural language pro-
cessing tasks [49]. Yet, the best model for TK4- OS4 was a random 
survival forest model. It demonstrated a modest (but significant) 
predictive performance of individual survival with a c- index of 
0.592. It is important to note that the relatively modest c- index 
reflects the inherent complexity of HNSCC and the heterogeneity 
of the patient population. These findings underscore the neces-
sity of applying the mechanistic learning approach to a larger and 
more diverse dataset, incorporating additional biomarkers.

When reducing the number of variables to only BSL + TK4, 
the model: (1) did not exhibit signs of overfitting (same perfor-
mances in the training and test sets) but most importantly (2) 
indicated a substantially better prediction of OS4 than a model 
using BSL + BOR. This last point indicates that the current stan-
dard RECIST guidelines for evaluation and monitoring of re-
sponse could be improved using dynamic TK- based metrics that 
account for the entire on- treatment longitudinal data.

Unfortunately, our results indicated a limited value of TKL1 
model- based metrics for PPS prediction. However, several re-
finements could be further investigated. For example, modeling 
individual lesion sizes rather than the SLD unraveled substantial 
inter- lesion and inter- organ variability within a specific patient, 
and this variability was linked to response [50–52]. In addition, 
considering the total volume rather than one- dimensional mea-
surements can reveal inter- lesion variability that could not be 
observed with diameters [53] and provide a better assessment 
of the treatment effect [54]. Spatiotemporal heterogeneity across 
metastases has also been found relevant in a large study compris-
ing more than 11,000 lesions in 2802 colorectal cancer patients 
[55]. Further, modeling the kinetics of functional tumor markers 
could add predictive value. For instance, Schindler et al. used 
the per- lesion maximal standard uptake value (SUVmax) ob-
tained from positron emission tomography and not only found 
significant inter- lesion variability but also that this marker out-
performed tumor size for prediction of survival [50].

Beyond invasive or irradiating tumor markers, circulating 
markers could also enhance predictions [56–59]. We recently 
found improved survival predictive performances when adding 
four simple blood markers kinetics (BK) from routine lab tests 
to TK data in a large dataset of non- small cell lung cancer pa-
tients treated with an immune- checkpoint inhibitor [17, 19]. The 
data comprised three phase 2 trials used as the training set for 
model development (862 patients) and a phase 3 trial used as the 
test set for model evaluation (377 and 354 patients in the inves-
tigational and control (docetaxel) arms, respectively). One of the 
main advantages of such BKs is that they are non- invasive and 
can be sampled more frequently than tumor measurements. In 
addition, the advent of liquid biopsies provides qualitative and 
quantitative data on circulating free or tumor DNA that pave a 
promising avenue to develop more accurate predictive computa-
tional models leveraging on- treatment data [60, 61].

In conclusion, our work suggests that early analysis of first- line 
tumor kinetics through mechanistic learning provides valuable 
prognostic insights. Future studies should aim to integrate addi-
tional biomarkers and explore the utility of larger datasets to im-
prove prediction accuracy and better guide treatment decisions.

FIGURE 5    |    Comparison of different predictive models for TK4- OS4. The red diamond and middle line are the median and mean c- index, respec-
tively. (A) Predictive models on the training set. (B) Predictive models on the test set. p refers to the p- value of the Kruskal- Wallis test.
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