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ABSTRACT 

Background 

In the realm of Head and Neck Squamous Cell Carcinoma (HNSCC) treatment, accurately 

predicting post-progression survival (PPS) and overall survival (OS) from response metrics 

remains a pivotal challenge. The current mainstay for response evaluation is based on the 

response evaluation criteria in solid tumors (RECIST) that do not account for the entire tumor 

response kinetics (TK). Model-derived TK parameters have been reported to carry significant 

OS predictive power but a rigorous comparison of such metrics versus RECIST remains to be 

established, and TK-OS often suffer from time-dependent covariate bias. Moreover, the 

comparative efficacy of TK-OS machine learning (ML) versus conventional survival models 

remains to be assessed.  

Methods 

Data on 526 advanced HNSCC patients treated with chemotherapy and cetuximab were 

collected from the TPExtreme clinical trial. A double-exponential model was selected to 

describe both first line and maintenance treatment periods. Model-based TK parameters 

derived from data available after first line and maintenance (TKL1) or after 4 treatment cycles 

(TK4) were considered to respectively predict post-progression survival (PPS) and post-4 

cycles survival (OS4). They were combined with 13 baseline (BSL) clinical parameters and 

integrated into nine survival ML algorithms that were benchmarked for their predictive 

performances. A training set and a test set with 70/30 proportions were defined for model 

calibration and evaluation, respectively.  

Results 

Using TKL1 for PPS prediction, the ML algorithms felt short the classical Cox proportional 

hazards model. For OS4 prediction using TK4, a random survival forest (RSF) emerged as the 

best model. Besides the performance status that emerged as the most important, the next four 

top features were TK4 metrics. Furthermore, TK4 metrics outperformed RECIST-based best 

overall response (BOR) (c-index of 0.55 (0.52 –  0.57) vs 0.58 (0.57 −  0.6) on the training set, 

𝑝 < 0.0001 and 0.5 (0.47 –  0.52) vs 0.53 (0.50 −  0.55) on the test set, 𝑝 <  0.0001, BOR + 

BSL  vs TK4 + BSL, respectively).  

Conclusion 

The integration of TK4 model-based parameters with a random survival algorithm provides 

unbiased and superior OS4 predictions than RECIST in HNSCC treated with chemotherapy. 
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INTRODUCTION  

Head and Neck Squamous Cell Carcinomas (HNSCCs) arise from the mucosal epithelium of 

the oral cavity, pharynx and the larynx, presenting a significant clinical challenge due to their 

aggressive nature and the associated morbidity. Regarding  resectable HNSCCs, the standard 

of care is based on surgery followed by and radiotherapy +/- chemotherapy 1,2. However, for 

unresectable loco-regional HNSCCs, chemo-radiotherapy is the preferred modality. For 

patients with local or metastatic recurrence unable to benefit from local treatments such as 

surgery or radiotherapy, conventional treatment includes a triad of cisplatin and 5-fluorouracil 

(5-FU) combined with cetuximab (EXTREME regimen) 3 or a triad of cisplatin/carboplatin and 

5-fluorouracil (5-FU) combined with pembrolizumab depending on the PD-L1 status 4.  These 

regimens are typically dispensed over six cycles, each spanning 21 days, as a first line 

therapeutic approach. Moreover,  a GORTEC 2014-01 TPExtreme clinical trial whose objective 

was to compare the efficacy and safety of the TPEx regimen with EXTREME regimen, could 

provide an alternative to standard of care in the first-line treatment of patients with recurrent or 

metastatic HNSCC, especially for those who might not be good candidates for up-front 

pembrolizumab treatment 5. Despite these therapeutic strides, the grim reality of a median 

survival oscillating between 12 to 15 months post-treatment5 underlines a pressing need for 

more precise prognostic models to guide clinical decisions and tailor therapeutic regimens.  

Prediction of overall survival (OS) from early surrogate markers is of critical importance, both 

for clinical care and drug development (for instance to forecast the final issue of a phase 3 trial 

from early interim data). Current surrogate markers to predict OS are based on the response 

evaluation criteria in solid tumors (RECIST)6 that establish best overall response (BOR) using 

the relative change to baseline of the sum of the largest diameters (SLD) of target lesions. This 

also allows to define progression-free survival (PFS). However, such criteria have limitations. 

For instance, it has been observed that OS results could be uncorrelated to PFS or best overall 

response (BOR)7,8. 

Furthermore, in the quest for enhanced prognostic prediction models, on-treatment 

longitudinal SLD measurements were used to model TK using semi-mechanistic “tumor growth 

inhibition” (TGI) models9,10. These models offer a glimpse into the dynamics of tumor response 

to treatment over time, thereby providing TK parameters for prognostic modeling. Multiple 

studies combining estimated TK parameters to survival analysis (TK–OS) revealed the 

importance of TK parameters in predicting OS, e.g., in metastatic colorectal cancers or non-

small cell lung cancer (NSCLC)9,11,12. However, no direct comparison between the predictive 

abilities of TK parameters versus RECIST BOR has yet been performed. 



In addition, a slew of biases threatens the improvements afforded by the TK parameters on 

predicting OS. One such bias is the time-dependent covariate bias 13,14, which can skew the 

derived insights 15. Amidst these backdrops, post-progression survival (PPS) arises as an 

adequate prognostic outcome. The pivotal rationale favoring PPS over OS is mainly anchored 

in the attempt to mitigate the confounding impact that subsequent lines of therapy can have 

on OS 7. Unlike PFS, PPS is strongly correlated to OS (𝑟 = 0.97, 𝑝 < 0.05,  𝑅2 = 0.94) 8. For 

instance, in cases of NSCLC, an increment in PFS does not unequivocally translate to an 

enhancement in OS, however, PPS exhibits a strong association with OS following the first-

line treatment 8. Moreover, PPS has been acknowledged for its potential in alleviating the 

immortal time bias associated with the employment of model-derived metrics as covariates for 

survival analysis 15. 

This is mostly because such approaches where initially developed for drug development, in 

which case such bias does not apply. This is mainly because the output of interest was at the 

study or treatment arm level, rather than the individual one. For individual survival predictions, 

one needs to account for the time-dependent covariate bias that arises when on-treatment 

longitudinal data (i.e., TK) is used to predict at a pre-treatment time point, which is what is done 

when the outcome is OS 15. Such approach is mathematically ill-defined as it uses data from 

the future to predict in the present. In the context of TK-OS, using all the available longitudinal 

data for predicting OS is flawed because already the total duration of the "on-treatment" phase 

is a strong predictor of OS. To circumvent this, our approach entails the estimation of TK 

parameters from SLD measurements restricted to a specific duration and thereafter predicting 

the subsequent survival outcome. Specifically, we examined two well-posed operational 

prediction problems: 1) forecasting post-cycle 4 OS (OS4) from tumor kinetics data up to that 

point (TK4 – OS4) and 2) predicting post-progression survival (PPS) from first line tumor 

kinetics (TK1L – PPS).   

To address these, we harnessed the strengths of population TK modeling, utilizing non-linear 

mixed effects (NLME), coupled with machine learning (ML) survival analysis. After 

benchmarking the currently available ML survival models, we compared the predictive power 

of TK parameters versus Best Overall Response (BOR) for survival prediction.  



MATERIALS AND METHODS 

Patients 

Data consisted of all patients enrolled in the GORTEC 2014-01 TPExtreme clinical trial 5. 

Included patients had at least one measurable lesion according to the Response Evaluation 

Criteria in Solid Tumors (RECIST) v1.1 6, ECOG performance status of 1 or 0, and were aged 

18 – 70 years with histologically confirmed metastatic or recurrent squamous-cell carcinoma 

of the oral cavity, hypopharynx, oropharynx, or larynx, unsuitable for loco-regional curative 

treatments. A total of 526 participants were randomly assigned (1:1) to each treatment group. 

On one hand, the TPEx regimen was administrated and consisted of 4 cycles of a combination 

of docetaxel, cisplatin, and cetuximab. On the other hand, the EXTREME regimen consisted 

of 6 cycles of the standard of care (fluorouracil, cisplatin and cetuximab) (Figure 1.A).  

All enrolled patients gave written informed consent before any study procedure. The trial was 

carried out in respect of good clinical practice guidelines and the declaration of Helsinki. It was 

approved by competent authorities and ethics committees in France, Spain, and Germany and 

registered with ClinicalTrials.gov under the reference code NCT02268695.  

Data 

Data on 526 patients were gathered from raw patients’ records structured by a Case Report 

Form (CRF). Tumor response was measured every 8 weeks after the start of the treatment. 

Each measurement was performed by Computed Tomography (CT) scan or MRI for neck and 

CT scan for chest, and abdomen until disease progression. The sum of largest diameters 

(SLDs) of target lesions and best overall response (BOR) were computed according to RECIST 

v1.1. OS outcome was defined as the time from the start of treatment to death or to the (right 

censored) date of last follow-up and PPS as the duration from the time of documented disease 

progression after the first line treatment to death from any cause or to the (right censored) date 

of last follow-up.  Data about treatments (type of treatment, treatment line, toxicity events), 

disease characteristics (histology, metastasis status, loco-regional recurrence, tumor node 

metastasis (TNM) classification of the initial disease, TNM classification of the loco-regional 

recurrence), clinical, demographic, and epidemiological data (gender, performance status, 

tobacco status, alcohol status, age, country) were also retrieved from the raw records. Over 

40 baseline clinical and demographical features gathered from the raw data, 15 were retained 

for analysis considering their clinical relevance and their imbalance ratio (IR) (Error! 

Reference source not found.). The total fraction of missingness in the dataset was 1.24% 

(1.45% on the test set). Therefore, due to their small amount, missing values were discarded 

from the training and the test set. 

 



Kinetics-Machine Learning 

The predictive model was based on a specific two-step modeling approach called the kinetics-

Machine Learning 16–18 (Figure 1.B). It combines phenomenological modeling of the tumor 

response and ML techniques for survival analysis to build predictive models. The time 

evolution of the SLDs (tumor kinetics, TK) was modeled by tumor growth inhibition models 

19,9,10. Mixed-effects statistical learning techniques were used to estimate the individual 

parameters. Finally, using different ML methods for survival analysis, the estimated tumor 

kinetic parameters (patient-specific kinetic signature) were combined with relevant baseline 

features to predict individual patients’ survival.  

 

 

 

Figure 1. Treatment history and kinetics-ML prediction of survival. (A) Treatment history of a 

sample of patients. Cetuximab was the treatment given during maintenance. (B) Steps 

describing mechanistic learning. It combines modeling tumor kinetics and ML for survival 

prediction. 

 

Tumor kinetics models 

Structural models 

Multiple TK models were assessed for their ability to fit the observed SLD measurements. Let 

𝑡, the time variable (𝑚𝑜𝑛𝑡ℎ𝑠), 𝑇𝑆, the tumor size (i.e., SLD, 𝑚𝑚), 𝑇𝑆0 (𝑚𝑚), the tumor size at 

the first SLD assessment and 𝜏 (𝑚𝑜𝑛𝑡ℎ𝑠), the time lag between first SLD measurement and 

the treatment start (𝑡 = 0). In the first model, tumor on-treatment regression or shrinkage is 

characterized by an exponential decrease with decay rate 𝐾𝑆 (𝑚𝑜𝑛𝑡ℎ𝑠−1) and tumor growth is 

described by an exponential growth with a growth rate 𝐾𝐺 (𝑚𝑜𝑛𝑡ℎ𝑠−1) (Table 1, model 1) 19. 

The two other variants of this model introduce one more parameter 9,10. In the first one, the 

growth and shrinkage processes are respectively modulated by the factors 𝛼  and 1 − 𝛼, 



respectively describing proportions of resistant and non-resistant tumor cells (Table 1, model 

2). In the third model, the decrease in the treatment effect is modeled by a decay rate 𝜆 (Table 

1, model 3) 9,10. For each model, an additional parameter, Time To re-Growth (TTG), known 

for its ability to predict survival in other tumor types, was also assessed and tested as a 

predictor of OS 10. 

 

Table 1. Different TK models 

Name Model Parameters TTG1 

Model 1 𝑇𝑆(𝑡, Θ) = 𝑇𝑆0(𝑒𝐾𝐺(𝑡−𝜏) + 𝑒−𝐾𝑆(𝑡−𝜏) − 1 ) 𝑇𝑆0, 𝐾𝐺, 𝐾𝑆 log (
𝐾𝑆
𝐾𝐺)

𝐾𝑆 + 𝐾𝐺
+ 𝜏 

Model 2 𝑇𝑆(𝑡, Θ) = 𝑇𝑆0(𝛼𝑒𝐾𝐺(𝑡−𝜏) + (1 − 𝛼)𝑒−𝐾𝑆(𝑡−𝜏)) 𝑇𝑆0, 𝐾𝐺, 𝐾𝑆, 𝛼 
log (

𝐾𝑆(1 − 𝛼)
𝛼𝐾𝐺

)

𝐾𝑆 + 𝐾𝐺

+ 𝜏 

Model 3 
𝑇𝑆(𝑡, Θ) = 𝑇𝑆0𝑒−(

𝐾𝑆
𝜆 )(1−𝑒−𝜆(𝑡−𝜏))+𝐾𝐺(𝑡−𝜏)

 
𝑇𝑆0, 𝐾𝐺, 𝐾𝑆, 𝜆 log (

𝐾𝑆
𝐾𝐺)

𝜆
+ 𝜏 

1 Time To re-Growth 

Statistical model 

The framework of the Nonlinear Mixed Effects Modelling (NLME) was used as a statistical tool 

to describe the inter-individual variability in the observed tumor kinetics. Let 𝑌𝑖  =

 {𝑦𝑖1 , ⋯ , 𝑦𝑖𝑛𝑖}, for 𝑖 ∈ {1, ⋯ , 𝑁}, the vector of longitudinal SLD measurements for the 𝑖th patient, 

where 𝑁 represents the total number of patients and 𝑛𝑖, the number of measurements 

performed for patient 𝑖. The statistical model used in the fitting step was given by  

 𝑦𝑖𝑗 = 𝑇𝑆(𝑘) (𝑡𝑖𝑗;  𝜃𝑖
(𝑘)

) + 𝑒𝑖𝑗
(𝑘)

, (1) 

 

where 𝑇𝑆(𝑘)(𝑡𝑖𝑗 , 𝜃𝑖) is the value of a specific structural model 𝑘 (for 𝑘 ∈ {1, 2, 3} )(Table 1) at 

time 𝑡𝑖𝑗 , 𝜃𝑖
(𝑘)

∈ ℝ𝑝 is the corresponding vector of parameters specific to the individual 𝑖 and 

𝑒𝑖𝑗
(𝑘)

 represents the residual error model. The vector of individual parameters 𝜃𝑖
(𝑘)

 was 

described by the combination of fixed effects 𝜃𝑝𝑜𝑝
(𝑘)

, which are constant among the population 

and random effects 𝜂𝑖
(𝑘)

 which describe the inter-individual variability observed in the SLD 

kinetics. The random effects were assumed to be normally distributed with mean zero and 

variance-covariance matrix Ω(k) = 𝑑𝑖𝑎𝑔(𝜔1, ⋯ , 𝜔𝑙(𝑘)) (where 𝑙(𝑘) refers to the number of kinetic 



parameters in a specific model 𝑘). Furthermore, the positivity of the parameters was ensured 

by assuming a log-normal distribution on the individual parameters. More precisely,  

 log 𝜃𝑖
(𝑘)

= log(𝜃𝑝𝑜𝑝
(𝑘)

) + 𝜂𝑖
(𝑘)

,        𝜂𝑖
(𝑘)

∼  𝓝(0, Ω(k)). (2) 

For the different structural models, the error model was assumed to be constant and was 

defined as follows:  

 𝑒𝑖𝑗
(𝑘)

= 𝜎(𝑘) 𝜀𝑖𝑗 , (3) 

where 𝜀𝑖𝑗 ∼  𝓝(0, 1)  represents the residual error and 𝜎(𝑘) its standard deviation. In summary, 

the vector of population parameters is:   

ψ(k) = (𝜃𝑝𝑜𝑝
(𝑘)𝑇

 , 𝜎(𝑘), 𝜔(𝑘)𝑇
) 

where 𝜃𝑝𝑜𝑝
(𝑘)𝑇

and 𝜔(𝑘)𝑇
 represent respectively the entries of the vector of fixed effects 

parameters and the entries of the vector of the random effects standard deviations. 

 

Model calibration and selection 

The parameters 𝑇𝑆0 and 𝜏 were retrieved from the data. Some SLD measurements which were 

censored and set to zero due to the maximum CT (or MRI) scan slice thickness were reset to 

an offset of 2.5 𝑚𝑚 (half of the value required for a lesion to be considered as measurable 

according to RECIST v1.1) and marked as left-censored. The contribution of censored 

measurements to the observed likelihood function was handled by lower Limit Of Quantification 

(LOQ) censoring 20.  Furthermore, the population parameters 𝜓(𝑘) of each statistical model 

were estimated by computing the maximum likelihood estimate �̂�(𝑘) of the observed likelihood 

function with the Stochastic Approximation of the Expectation-Maximization Algorithm 

implemented in the Monolix R API (Version 2021R2). The Fisher information matrix was 

derived from the observed likelihood by a Markov Chain Monte Carlo algorithm implemented 

in Monolix. The relative standard errors and corresponding confidence intervals were 

computed for each component of �̂�(𝑘). The estimator 𝜃𝑖
(𝑘)

of the individual kinetic parameters 

was defined as the mode of the posterior conditional distribution 𝑝(𝜃𝑖
𝑘 | 𝑦𝑖𝑗;  �̂�(𝑘)). 

Goodness-of-fit of the NLME model was assessed by the Bayesian information criterion and 

the parameters were considered identifiable when their RSE did not exceed 50 %.  

 

ML for survival analysis 

The data on the 526 patients were split into a training and test set, which represented 

respectively 70% and 30% of the full dataset. Initial data pre-processing was performed on the 

training set, from which the scaling parameters were extracted. These parameters were then 



utilized to standardize the test set. TK model selection and multiple survival ML algorithms 

were benchmarked on the training set. The best TK model selected on the training set was 

calibrated on the test set using the NLME priors obtained on the training set and the 

corresponding kinetic parameters were retrieved to assess the accuracy of the best ML model 

selected on the training set. The estimated individual kinetic parameters – including 𝑇𝑇𝐺 – 

were added to the baseline features for the assessment of different predictive ML and 

statistical models for survival analysis.  

To avoid skewness and to be consistent with the log-normal hypothesis in the modeling 

process, a logarithmic transformation was applied to the parameters 𝐾𝐺 and 𝐾𝑆.   

 

Benchmarking procedure 

Eight predictive ML models – CoxTime 21, DeepHit 22, DeepSurv 23, LogHaz 24,25, PC-Hazard 

25, Survival SVM 26,27, XGBoost and Random Survival Forest (RSF) 28 – and five classical 

parametric and semi-parametric survival models – Cox Proportional Hazard (PH), Accelerated 

Failure Time (AFT), Cox Lasso, CoxBoost and GLMBoost 29 and 30 – were assessed for their 

ability to predict PPS. The aforementioned models were compared by computing Harrell’s 

Concordance index (c-index) 31 using nested and repeated k-fold cross-validation. Each inner 

loop contained 30 repeats of 2-fold cross-validations, used to tune the ML models. Each outer 

loop consisted of 10 repeats of 5-fold cross validations, used to assess the generalizability of 

the different models. The models were tuned by performing a random search on the numerical 

hyperparameters domain. Overall, 50 training and test sets were used to compute the 

predictive performance of each model. The benchmarking procedure and the different models 

were implemented using the 𝑚𝑙𝑟3 packages in 𝑅 version 4.1.0. 

To assess the features importance, a permutation-based method was applied to the best ML 

model on the training set. However, for cases were Cox PH emerged as the best model, the 

Hazard Ratios (HR) were used to quantify feature significance. To stratify the survival curves 

based on TK parameters, the maximally selected rank statistic from the maxstat R package 

was employed.  

 

Test step 

First, the best TGI model obtained on the training set was calibrated on the test set using the 

priors obtained on the training set and the estimated kinetic parameters were added to the 

baseline features. Afterwards, using 100 bootstrap sets derived from the test set, the accuracy 

of the best performing ML model was assessed on the test set by computing the c-index and 

its 95% confidence interval. 



 

Comparison of different predictor models 

The best model selected from the benchmarking step was used to assess the predictive quality 

of different set of predictors: baseline (BSL) features, BSL + BOR, BSL + TK and TK. These 

models were assessed on the training set using 10 repeats of 5-fold cross validations. The 

generalization quality of the models was assessed on the test set using 100 bootstrap sets. 

Furthermore, a Kruskal-Wallis test was used to compare the c-index of the models. 

 

Different Unbiased Two-step modeling approaches: TK4-OS4 and TKL1-PPS  

To address the time-dependent covariate biases, one cannot rely on the TKL1 parameters to 

predict OS. Therefore, different unbiased two-step modeling approaches were investigated. 

On one hand, TK4-OS4, uses 4 cycles SLD data to estimate TK parameters (TK4) and predicts 

post cycle 4 OS. On the other hand, TKL1-PPS, uses TK parameters estimated from 

longitudinal SLD measurements restricted to first line + maintenance and predicts PPS.



RESULTS  

Patients and disease characteristics  

Overall, 526 patients treated with either the EXTREME or TPEx regimen were retrieved from 

the GORTEC 2014-01 TPExtreme clinical trial 5. Patients and disease characteristics are 

summarized in Table S3. 60.1% of the patients received a second line treatment while 33.2% 

got a third line treatment and finally 13.3% received a fourth line treatment. 44.6% of the 

primary tumors were in the oropharynx and 64% of the patients had metastasis at inclusion 

(Table S3). The typical treatment history of a patient is depicted in Figure 1.A. It highlights the 

inter-patient heterogeneity in terms of both efficacy and toxicity, thus emphasizing the 

complexity of clinical management of such patients at bedside. 

 

Tumor kinetics modeling 

The SLD measurements on 368 (70%) patients – restricted to 4 cycles (total number of time 

points = 672 and median number of time points per patient = 2) – were used to calibrate the 

different TK models. All tested models showed a good agreement with the data. However, 

according to the corrected Bayesian Information Criterion (BICc), model 1 was found to be the 

best to describe the data in the different cases (TK4 and TKL1) (Table S1 for TK4). All the 

parameters were identifiable with a maximum RSE of 8.73 % (Table S2) 

Diagnostic plots did not reveal any misspecification of the model at the individual level (Figure 

2. A-B). Recalibration of the model using the treatment arm as a covariate to the kinetic 

parameters (𝐾𝑆, 𝐾𝐺) revealed a discernible effect of the TPEx treatment on the tumor growth 

rate (𝐾𝐺) in comparison to its effect on the tumor shrinkage rate (𝐾𝑆). A Wald test 

demonstrated a statistically significant association between the treatment arm and 𝐾𝐺, (𝑝 =

 6.35 × 10−3 ). No association between the treatment arm and 𝐾𝑆 was found. Additionally, 

simulations conducted using the estimated population parameters suggested a slightly longer 

mean time to progression in the TPEx group compared to the EXTREME group (Figure 2. C). 

However, adding any covariate (including treatment arm) to the model resulted in a decreased 

goodness-of-fit and triggered identifiability issues. Therefore, a model without covariates was 

kept for the predictive analysis, on the entire patient cohort (i.e., both treatment arms). 

 



 

Figure 2. Diagnostic plots and treatment arms simulation. (A) Representative individual fits. 

The purple line represents the model prediction and the blue dots the observed SLDs. The 

red, green and dark-blue dotted vertical lines represent the end of the first, second line and 

third lines, respectively. (B) Observed SLDs vs predicted SLDs (C) Simulations of tumor 

kinetics of each treatment arm using the typical population parameters (fixed-effects). SLD: 

sum of largest diameters  

 

ML for survival analysis 

ML models benchmarking: unbiased predictions using TK4–OS4 et TK1L–PPS. 

To avoid time-dependent covariate bias, we considered either predicting post-cycle 4 survival 

(OS4) from data restricted to the first 4 treatment cycles (TK4–OS4) or predict post-

progression survival (PPS) from TK parameters derived from the data during the first line of 

treatment until progression (TKL1–PPS). On the training set, for both TK4–OS4 – and TKL1–

PPS, the random survival forest (RSF) model did not significantly outperformed Cox PH or 

AFT (median c-indices = 0.65, 0.635 and 0.63 for TK4–OS4, Figure 3 and 0.601, 0.598 and 

0.595 for TKL1–PPS, Figure S1). However, an examination of the results on the test set for 

TK4–OS4 revealed that RSF exhibited the best generalization properties in comparison to Cox 

PH and AFT (Figure S2). Overall, TKL1-PPS (best training c-index = 0.6) exhibited worse 

performances than TK4–OS4 (best training c-index = 0.65, Figure 3B). Moreover, deep 



learning architectures, specifically DeepHit and DeepSurv, exhibited suboptimal performances 

for both TK4-OS4 and TKL1-PPS. Upon examination of the test set, for TK4-OS4, the Cox PH 

model achieved a mean c-index of 0.54 (95% CI: 0.52 − 0.56) (Figure S2).  

 

 

Figure 3. Benchmark of ML methods, TK4 – OS4. (A) Graphical representation of the different 

ML and statistical methods. The green boxes are the tested models. (B) Boxplots of the results 

of the benchmarking process on OS4 prediction. The red Diamond is the median c-index and 

the middle line the mean c-index. 

 

Feature importance.  

Noteworthy, the most important feature for OS4 prediction was first the patient performance 

status followed by the TK parameters (𝑙𝑜𝑔𝐾𝐺, 𝑙𝑜𝑔𝐾𝑆 and 𝑇𝑇𝐺) and the baseline tumor size 

𝑇𝑆0 (Figure 4. A). In addition, utilizing the maximally selected rank statistic,  𝑇𝑆0, log𝐾𝐺 and 

𝑙𝑜𝑔𝐾𝑆 provided a significant separation of the survival curves (log-rank 𝑝 <  0.01 and 𝑝 <

 0.05 respectively) (Figure 4. B-D).  

However, for TKL1-PPS, the top-3 parameters were loco-regional relapse, followed by 𝑇𝑆0 

, the performance status (Figure S3.A). Surprisingly, Unlike TK4 – OS4,  𝑙𝑜𝑔𝐾𝑆, triggered 

crossed survival curves (Figure S3.D) potentially indicating a time-dependent nature of the 

growth rate parameter.  



 

Figure 4. Features Importance and stratified survival curves for TK4-OS4. (A) Feature 

importance based on the random survival forest model and a permutation importance 

algorithm. (B) Survival curves with optimal cut-off on 𝑇𝑆0 (SLD at diagnosis) using the 

maximally selected rank statistics from the 'maxstat' R package. (C) Survival curves with 

optimal cut-off on 𝑙𝑜𝑔𝐾𝐺 (tumor growth rate). (D) Survival curves with optimal cut-off on 𝑙𝑜𝑔𝐾𝑆 

(tumor shrinkage rate). 

   

Comparison of different predictor models: TK4 parameters are better predictors of OS4 than 

BOR. 

To compare the relative predictive performances of BOR and TK4 as predictors of OS4, four 

sets of predictors were considered in combination with RSF: 12 baseline features (BSL, see 

Table S1) alone, BSL + BOR, BSL + TK4 and TK4 (Figure 5). In the training set, the BSL + 

TK4 outperformed BOR + BSL (0.63 (95% 𝐶𝐼: 0.61 −  0.65) versus 0.612 



(95% 𝐶𝐼: 0.58 –  0.64), respectively, 𝑝 < 0.001, Kruskal-Wallis, Figure 5.A). This trend 

persisted in the test dataset, with respective c-index of 0.63 (95% 𝐶𝐼: 0.61 −  0.65) and 

0.52 (95% 𝐶𝐼: 0.50 –  0.54)   (𝑝 <  0.0001, Figure 5.B). Intriguingly, the integration of BSL with 

BOR adversely impacted the model accuracy on test set as compared to BSL alone (Figure 

5.B). However, this was not observed in TKL1-PPS, such behaviour was absent (Figure S4.A-

B).  

 

Figure 5. Comparison of different predictive models for TK4-OS4.  

The red diamond and middle line are the median and mean c-index, respectively. (A) 

Predictive models on the training set. (B) Predictive models on the test set. 𝑝 refers to the p-

value of the Kruskal-Wallis test. 

 

 



DISCUSSION 

Tumor kinetics modeling to predict overall survival (TK–OS) has been extensively developed 

in the last 15 years 32. Multiple cancer types, often in the advanced or metastatic stage have 

been studied, including prostate 33, breast 34, colorectal 9,  non-small cell lung cancer 35 or renal 

cell carcinoma 36. Our study is the first to apply such modeling to HNSCC, using data from the 

TPExtreme trial 5. In addition, it is one of the few to consider and benchmark machine learning 

survival models versus classical (semi-)parametric survival analysis methods 37. 

As often observed for the other cancer types, on-treatment TK could be accurately described 

by a simple pattern mathematically: the sum of two exponentials. A decreasing phase 

governed by a shrinkage parameter 𝐾𝑆⬚ and a regrowth phase led by a parameter 𝐾𝐺. Using 

the treatment arm as a covariate showed a significantly slower regrowth (parameter 𝐾𝐺) and 

deeper SLD decrease in the investigational (TPEx) arm versus the control (EXTREME). 

However, even though the decrease in SLD is deeper in the TPEx arm, this decrease is not 

necessarily faster in this arm compared to the EXTREME arm, at least within the first 3 months.  

This result thus prompts discussion on the necessity of undergoing TPEx for patients who 

present with a high tumor burden or symptoms that require a rapid response 5. Additionally, 

observations of simulated median TK suggested a benefit of TPEx versus EXTREME, 

observed at ~ 12 months, with a better safety profile 5.  

Unlike several previous TK modeling studies mostly aimed to assist drug development 

9,12,34,35,38, here we turned our interest on the ability of TK metrics to predict earlier individual 

survival. In such context, the value of predictive modeling does not rely on the ability to forecast 

study-level survival curves but rather lies in the evaluation of discrimination metrics such as 

the c-index. It is also crucial to avoid time-dependent covariate bias 39,40. One approach to do 

so is to rely on joint modeling 41–43. Here, motivated by clinically relevant scenarios in routine 

care, we rather focused on two operational survival prediction problems. The first was to 

evaluate the survival predictive value of on-treatment TK metrics during the four cycles 

corresponding to TPEx chemotherapy duration (TK4–OS4). The second leveraged data from 

the first line of treatment plus maintenance to predict post-progression survival (TK1L–PPS). 

These could be of value to guide clinical decisions regarding maintenance or second line 

therapy. The latter setting is of particular interest because, while clear guidelines are 

established from large phase 3 trials in the first line setting, the diversity of subsequent lines 

options is wider and often left to the appreciation of the medical oncologist. Disposing of an 

individualized PPS predictive tool could for example help decide whether to orientate a given 

patient to one therapeutic option or another and thus optimize the treatment sequence. 



To maximize predictive performances and account for possible nonlinear interactions between 

predictors of survival, we benchmarked the current state-of-the art survival machine learning 

models in our setting. We therefore compared traditional (Cox proportional hazard) modeling 

to tree ensemble models (e.g., gradient boosting or random survival forest) and neural 

networks (CoxTime, DeepSurv, DeepHit). Our results indicate that the more complex (and less 

interpretable) models only rarely and marginally surpassed the linear standard (Cox) model. 

These findings align with other studies showing that complex ML might not overcome classical 

statistical models for cases relative to predictive modeling in healthcare from structured data 

44. Rather, advanced neural network engineering performs better for computer vision or natural 

language processing tasks. 

Yet, the best model for TK4–OS4 was a random survival forest model. It demonstrated a 

modest (but significant) predictive performance of individual survival with a c-index of 0.592. 

When reducing the number of variables to only BSL + TK4, the model: 1) did not exhibit signs 

of overfitting (same performances in the training and test sets) but most importantly 2) 

indicated a substantially better prediction of OS4 than a model using BSL + BOR. This last 

point indicates that the current standard RECIST guidelines for evaluation and monitoring of 

response could be improved using dynamic TK-based metrics that account for the entire on-

treatment longitudinal data. Indeed, RECIST is only based on the mere static difference 

between the current time point and the baseline or nadir. 

Unfortunately, our results indicated a limited value of TKL1 model-based metrics for PPS 

prediction. However, several refinements could be further investigated to improve. For 

example, modeling individual lesion sizes rather than the SLD unraveled substantial inter-

lesion and inter-organ variability within a specific patient, and that this variability was linked to 

response 45–47. In addition, considering the total volume rather one-dimensional measurements 

can reveal inter-lesion variability that could not be observed with diameters 48 and provide 

better assessment of the treatment effect 49. Spatiotemporal heterogeneity across metastases 

has also been found relevant in a large study comprising more than 11,000 lesions in 2,802 

colorectal cancer patients 50.  Further, modeling the kinetics of functional tumor markers could 

add predictive value. For instance, Schindler et al. used the per-lesion maximal standard 

uptake value (SUVmax) obtained from positron emission tomography and not only found 

significant inter-lesion variability but also that this marker outperformed tumor size for 

prediction of survival 45. 

Beyond invasive or irradiating tumor markers, circulating markers could also enhance 

predictions 51–54. In a study modeling 4 simple blood markers kinetics (BK) from routine lab 

tests in addition to TK in a large dataset (862 patients in the training set for model development, 

553 in the test set for model evaluation), and combining mixed-effects modeling with ML, we 



recently found significant added OS predictive value of BK parameters compared with baseline 

+ TK parameters 16,18. One of the main advantages of such markers is that they are non-

invasive and can be sampled more frequently than tumor measurements. In addition, the 

advent of liquid biopsies provides qualitative and quantitative data on circulating free or tumor 

DNA that pave a promising avenue to develop more accurate predictive computational models 

leveraging on-treatment data 55,56.  

In conclusion, our work suggests that early analysis of first-line tumor kinetics by ML modeling, 

likely reflecting tumor biology, could eventually enable the individual assessment of post-

treatment survival. This could also serve as a tool to guide the selection of different therapeutic 

options and thus aid in studying various treatment sequences. 
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SUPPLEMENTARY  

Table S1 Goodness-of-fit of the different TGI models on TK4 

Models AIC BIC BICc OFV 

Model 1 11896.57 11916.11 11920.61 11886.57 

Model 2 12337.5 12364.86 12370.86 12323.5 

Model 3 11919.28 11946.64 11952.64 11905.28 

 

Table S2 Population parameter estimates 

Parameter Value S.E. R.S.E. (%) 

𝐾𝑆𝑝𝑜𝑝 0.27 0.0163 6.03 

𝐾𝐺𝑝𝑜𝑝 0.0309 0.0027 8.73 

𝜔𝐾𝑆 0.821 0.0544 6.63 

𝜔𝐾𝐺 1 0.0629 6.26 

𝑎 7.43 0.303 4.08 

 

Table S3 Patients and disease characteristics 

 𝑛 (%) or mean ± SD (min-max) 

Sex  

Female 66 (12.54%) 

Male 460 (87.46%) 

Age (years) 59.6  ±  6.5 (23.3 − 71.4) 

Alcohol consumption  

No 133 (25.29%) 

Yes (past) 206 (39.16%) 

Yes (currently) 182 (34.6%) 

Tobacco status  

No 41 (7.8%) 

Yes (past) 327 (62.17%) 

Yes (currently) 158 (30.04%) 

Primary tumor location  

Oropharynx 235 (44.68%) 

Others  291 (55.32%) 

Disease evolution at inclusion  

Metastasis 337 (64.07%) 

Locoregional relapse 305 (57.98%) 

Metastasis and locoregional relapse 116 (22.05%) 
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Previous cancer treatment  

No 90 (17.12%) 

Yes 435 (82.7%) 

Further treatment lines  

Line 2 316 (60.07 %) 

Line 3 175 (33.27 %) 

Line 4 70 (13.31%) 

 
ECOG Performance status  

1 

 

351 (66.7 %) 

 
0  

 

175 (33.3 %) 

lymphadenectomy for residual lymph node  

yes 378 (71.8 %) 

no 146 (27.8 %) 

 
TNM classification at inclusion 

 

 

T, size of the primary tumor 

 

 

 

    T0 2 (0.380 %) 

    T1 56 (10.6 %) 

    T2 154 (29.3 %) 

    T3 143 (27.2 %) 

    T4 151 (28.7 %) 

    Tx 14 (2.66 %) 

N, extent to regional lymph nodes  

   N0 129 (24.5 %) 

   N1 69 (13.1 %) 

   N2 260 (49.4 %) 

   N3 48 (9.13 %) 

   Nx 14 (2.66 %) 

M, presence of distant metastasis  

   M0 395 (75.1 %) 

   M1 96 (18.3 %) 

   Mx 28 (5.32 %) 

Squamous cell carcinoma (SCC) histology 

 

 

moderately differentiated 211 (40.1%) 

poorly or undifferentiated 106 (20.2 %) 

Well-differentiated 154 (29.3 %) 

 

 

 

 



 29 

Baseline features (BSL) - 𝑇𝑆0 

- Age  
- Sex 
- Smoking status 
- Alcohol consumption 
- Primary tumor location 
- Metastases relapse 
- TNM classification at inclusion 
- SCC histology 
- Loco-regional relapse 
- Lymphadenectomy of the residual 

lymph node 
- Performance status 

Tumor Kinetic parameters (TK) - 𝑙𝑜𝑔𝐾𝐺 
- 𝑙𝑜𝑔𝐾𝑆 

- 𝑇𝑇𝐺 

Table S4 BSL and TK features 

 

 

 

 

 

Figure S1 Benchmark of ML methods on the training set, TKL1-PPS model. Boxplots of the 

results of the benchmarking process on PPS prediction. The red Diamond is the median c-

index and the middle line the mean c-index. 
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Figure S2 Best ML models on the test set, TK4 - OS4 
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Figure S3 Parameters Importance and survival curves, TKL1-PPS model. (A) Feature 

importance based on the random survival forest model and a permutation importance 

algorithm. (B) Survival curves with optimal cut-off on 𝑇𝑆0 (SLD at diagnosis) using the 

maximally selected rank statistics from the 'maxstat' R package. (C) Survival curves with 

optimal cut-off on 𝐾𝐺 (tumor growth rate). (D) Survival curves with optimal cut-off on 𝐾𝑆 (tumor 

shrinkage rate) 
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Figure S4 Comparison of different predictors models, TKL1-PPS model. The red Diamond is 

the median c-index and the middle line the mean c-index. 𝑝 refers to the p-value of the Kruskal-

Wallis test (A) Boxplots of the results of the comparison of the predictor models on the train 

set. (B) Boxplots of the results of the comparison of the predictor models on the test set.  

 

 

 

 

 


	Tumor kinetics modeling outperforms best overall response for prediction of survival in head and neck squamous cell carcinoma
	ABSTRACT
	INTRODUCTION
	MATERIALS AND METHODS
	Patients
	Data
	Kinetics-Machine Learning
	Figure 1. Treatment history and kinetics-ML prediction of survival. (A) Treatment history of a sample of patients. Cetuximab was the treatment given during maintenance. (B) Steps describing mechanistic learning. It combines modeling tumor kinetics and...

	Tumor kinetics models
	Structural models
	Table 1. Different TK models
	Statistical model
	Model calibration and selection

	ML for survival analysis
	Benchmarking procedure
	Test step
	Comparison of different predictor models

	Different Unbiased Two-step modeling approaches: TK4-OS4 and TKL1-PPS

	RESULTS
	Patients and disease characteristics
	Tumor kinetics modeling
	Figure 2. Diagnostic plots and treatment arms simulation. (A) Representative individual fits. The purple line represents the model prediction and the blue dots the observed SLDs. The red, green and dark-blue dotted vertical lines represent the end of ...

	ML for survival analysis
	ML models benchmarking: unbiased predictions using TK4–OS4 et TK1L–PPS.
	Figure 3. Benchmark of ML methods, TK4 – OS4. (A) Graphical representation of the different ML and statistical methods. The green boxes are the tested models. (B) Boxplots of the results of the benchmarking process on OS4 prediction. The red Diamond i...
	Feature importance.
	Figure 4. Features Importance and stratified survival curves for TK4-OS4. (A) Feature importance based on the random survival forest model and a permutation importance algorithm. (B) Survival curves with optimal cut-off on 𝑇,𝑆-0. (SLD at diagnosis) ...
	Comparison of different predictor models: TK4 parameters are better predictors of OS4 than BOR.
	Figure 5. Comparison of different predictive models for TK4-OS4.


	DISCUSSION
	ACKNOWLEDGEMENTS
	REFERENCES
	SUPPLEMENTARY
	Table S1 Goodness-of-fit of the different TGI models on TK4
	Table S2 Population parameter estimates
	Table S3 Patients and disease characteristics
	Table S4 BSL and TK features
	Figure S1 Benchmark of ML methods on the training set, TKL1-PPS model. Boxplots of the results of the benchmarking process on PPS prediction. The red Diamond is the median c-index and the middle line the mean c-index.
	Figure S2 Best ML models on the test set, TK4 - OS4
	Figure S3 Parameters Importance and survival curves, TKL1-PPS model. (A) Feature importance based on the random survival forest model and a permutation importance algorithm. (B) Survival curves with optimal cut-off on 𝑇,𝑆-0. (SLD at diagnosis) using...
	Figure S4 Comparison of different predictors models, TKL1-PPS model. The red Diamond is the median c-index and the middle line the mean c-index. 𝑝 refers to the p-value of the Kruskal-Wallis test (A) Boxplots of the results of the comparison of the p...


