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Abstract

We consider the problem of stochastic optimal control where the state-feedback control
policies take the form of a probability distribution, and where a penalty on the entropy is added.
By viewing the cost function as a Kullback-Leibler (KL) divergence between two Markov chains,
we bring the tools from variational inference to bear on our optimal control problem. This allows
for deriving a dynamic programming principle, where the value function is defined as a KL
divergence again. We then resort to Gaussian distributions to approximate the control policies,
and apply the theory to control affine nonlinear systems with quadratic costs. This results in
closed-form recursive updates, which generalize LQR control and the backward Riccati equation.
We illustrate this novel method on the simple problem of stabilizing an inverted pendulum.

1 INTRODUCTION

In this article, we consider a stochastic dynamical system governed in discrete time by a known
Markovian transition p(xk+1|xk, uk) where uk is the control, xk is the current state, and with
known initial distribution p(x0). To precisely state our positioning and our contributions, we need
to introduce the notation of the classical setup.

1.1 Basics of Stochastic Optimal Control

To control future states starting from x0 and over a finite horizon K, we first consider the stochastic
finite horizon optimal control problem in discrete time:

min
u0,...,uK−1

E
[K−1∑
k=0

`k(xk, uk) + LK(xK)

]
, (1)

where `k, 0 ≤ k ≤ K − 1, denote the stage cost functions, and LK the final cost function.
In this context, the goal is typically to derive causal state-feedback control policies uk =

ϕk(x0, . . . , xk−1) so as to solve (1). A key result in that regard is that of dynamic programming,



which states that one may define a value function VK based on the final cost VK(xK) := LK(xK),
and then define Vk, k < K through the backward recursion

Vk(xk) = min
v

`k(xk, v)+Ep(xk+1|xk,v)

[
Vk+1(xk+1)

]
. (2)

Vk is a function defined over the entire state space, termed “cost-to-go,” also called value function,
that encapsulates the minimum cost when (deterministically) starting from xk. This yields an
optimal causal state-feedback policy

ϕ∗(xk) = argmin
v

`k(xk, v) + Ep(xk+1|xk,v)

[
Vk+1(xk+1)

]
,

defining a sequence of control inputs that minimize (1).

1.2 Probabilistic State-Feedback Policy

A somewhat different problem arises when the control policy is taken as a probability distribution (a
density) of the form p(uk|xk) instead of uk = ϕk(xk). Letting z0:K := (u0, x1, u1, . . . , xK−1, uK−1, xK),
its density then decomposes using the Markov property as follows:

p(x0, z0:K) = p(x0)
K−1∏
k=1

p(uk|xk)p(xk+1|xk, uk). (3)

As is common in graphical models, we will overlead notation by letting p denote all probability
densities. The associated graphical model is shown in figure 1.

x0 u0 x1 u1 x2 xKuK−1xK−1

Figure 1: Graphical model associated with (3), where uk|xk is a probability distribution.

This turns (1) into the alternative control problem

min
p(uk|xk),0≤k≤K−1

Ep(x0,z0:K)

[K−1∑
k=0

`k(xk, uk)+LK(xK)

]
. (4)

As is, the argmin over policies p(uk|xk) consists of Dirac distributions ϕ∗(xk), and one recovers
the optimal deterministic state-feedback policy for (1). However, this may be avoided by adding
a penalty of magnitude ε on the negentropy of the policy function

∫
p(uk|xk) log p(uk|xk)duk, as

proposed in [1, 2], leading to the following regularized problem :

min
p(uk|xk),0≤k≤K−1

Ep(x0,z0:K)

[K−1∑
k=0

(
`k(xk, uk) + ε log p(uk|xk)

)
+LK(xK)

]
, (5)

where ε is a “temperature” parameter. Note that, as ε→ 0, we recover problem (1).
It turns out the dynamic programming principle carries over to the problem above, see [3, 4].

Starting from V
(c)
K (xK) := LK(xK), we may define a cost-to-go through the backward recursion

V
(c)
k (xk) := min

p(uk|xk)
Ep(uk|xk)p(xk+1|xk,uk)

[
`k(xk, uk) + ε log p(uk|xk) + V

(c)
k+1(xk+1)

]
, (6)



where superscript (c) stands for conditional entropy regularization. The optimal policy then writes
[3, 4]:

p∗(uk|xk) ∝ exp
[
− 1

ε

(
`k(xk, uk)+E[V

(c)
k+1(xk+1)]

)]
. (7)

In practice, we need to resort to approximations to compute this policy, as in general no closed-form
formula is available. In [4], the dynamic is linearized around a trajectory, which is the initial guess for
the optimal trajectory. The cost function is approximated locally with a quadratic cost. With these
approximations, the optimal policy (7) can be computed in closed form as a Gaussian distribution
where the mean and covariance can be computed with differential dynamic programming. Several
backward and forward passes are needed to update the current trajectory. In the soft actor-critic
framework [2], the system is not linearized but the optimal policy is approximated globally by a
parametric family of distributions q(uk|xk) considering the variational problem:

min
q(uk|xk)

KL
(
q(uk|xk)‖p∗(uk|xk))

)
.

Since the optimal policy depends on the value function V
(c)
k (xk), this function also needs to be

estimated at the next step, k, using a parametric family q(xk). The resulting algorithm leads to
alternate gradient descents based on temporal-difference learning [2].

However, we may consider instead a joint approximation of both the policy and the value
function. In particular, the left KL divergence between the parametric family q(xk) and the Gibbs
distribution associated to the true value function:

min
q(xk)

KL
(
q(xk)‖ exp(−V (c)

k (xk)/ε)
)
,

can be rewritten as a variational problem on q(uk, xk), as will be done in Section 2.

1.3 Considered Problem

Instead of penalizing the entropy of the (conditional) state-feedback policy, as done in (5), we
propose to penalize the entropy of the full joint distribution, i.e.,

min
p(uk|xk),0≤k≤K−1

Ep(x0,z0:K)

[K−1∑
k=0

`k(xk, uk) + ε log p(x0, z0:K) + LK(xK)

]
. (8)

Using (3), and the fact that p(x0) is given, this rewrites

min
p(uk|xk),0≤k≤K−1

Ep(x0,z0:K)

[K−1∑
k=0

(
`k(xk, uk) + ε log p(uk|xk)+ε log p(xk+1|xk, uk)

)
+LK(xK)

]
, (9)

which consists of (5) plus the terms ε log p(xk+1|xk, uk). We can now briefly discuss the reasons for
these regularizations. First, penalizing the negentropy of p(uk|xk) fosters distributions of greater
entropy, that is, “flatter” distributions, which result in softer controls. Note in this regard, the
implemented policy does not have to be random; it could, for instance, consist of the mean of
p(uk|xk). Then, in the context of reinforcement learning, non-deterministic feedbacks are used to
enhance exploration [2]. In this respect, our formulation goes a step further, as we also explicitly
penalize the entropy of the states via the term ε log p(xk+1|xk, uk), leading to further exploration
of the state space. In passing, we note randomized policies may allow for more unpredictable



behavior, which can prove useful in differential two-player games [5]. Last but not least, we will
show that the tools of variational inference and graphical models [6] can be brought to bear on this
probabilized mathematical framework and will allow for new theoretical results. Notably, we will
prove the dynamic programming principle carries over, and that one may jointly approximate the
value function and the policy, avoiding the alternate gradient descent of soft-actor critic methods
and the linearization of the dynamics of [4].

1.4 Main Contributions and Paper Organization

The goal of the present paper is to consider problem (8), or equivalently (9), and to derive various
techniques, results, and implications. Our contributions are listed below:

• In Section 2, we turn (8) into a variational inference (VI) problem [6], by re-writing it as a
Kullback-Leibler (KL) minimization problem. We prove a dynamic programming principle
applies using the tools of VI and KL divergences.

• Still in Section 2, we show one may approximate jointly the policy and the value function with
a distribution q(xk, uk). Restricting to the class of Gaussian distributions, we may immediately
deduce the approximated policy q(uk|xk) and approximated value function q(xk).

• In Section 3, we consider the particular case of control-affine nonlinear dynamics with quadratic
cost function, and we show we can derive explicit formulas for the optimal parameters of the
Gaussian q(xk, uk), leading to novel variational backward Riccati equations.

• In Section 4, we compare the obtained policy and linearized LQR for the stabilization of a
noisy (inverted) pendulum around an equilibrium point and show how our policy increases
entropy while stabilizing.

2 Variational Dynamic Programming

Following [7], [8], we can rewrite the cost as follows: `k(xk, uk) = −ε log r(xk, uk), and LK(xK) =
−ε log r(xK), hence defining r(xk, uk) and r(xK), and viewing them as unnormalized Gibbs distri-
bution with a temperature parameter ε > 0, and where once again we overload notation r. The
resulting distribution r can be interpreted as a distribution of rewards. Disregarding the normal-
ization issue, one may then associate a Markov chain to the cost function:

r(x0, z0:K) =

K−1∏
k=0

r(xk, uk)r(xK). (10)

Problem (8), which we address, then rewrites:

min
p(uk|xk),0≤k≤K−1

εKL(p(x0, z0:K)‖r(x0, z0:K)), (11)

using the unormalized definition of the KL as

KL(p(y)‖r(y)) :=

∫
p(y) log p(y)dy −

∫
p(y) log r(y)dy.



2.1 A Dynamic Programming Principle

Leveraging reformulation (11), we now define a new dynamic programming principle for the reg-
ularized problem (8). For k < K, define the cost-to-go for the fully regularized problem (8) as
follows:

V
(f)
k (xk) = min

p(ui|xi),k≤i≤K−1
Ep(zk:K |xk)

[K−1∑
i=k

(
`k(xi, ui) + ε log p(ui|xi) + ε log p(xi+1|xi, ui)

)
+ LK(xK)

]
.

Then, letting VK (f)(xK) := LK(xK), we have the exact dynamic programming backward recursion

V
(f)
k (xk) = min

p(uk|xk)
E
[
`k(xk, uk) + ε log p(uk|xk) + ε log p(xk+1|xk, uk) + V

(f)
k+1(xk+1)

]
. (12)

In particular, V0
(f)(x0) is the optimal cost for problem (11), that is, for our original problem (8),

conditional on x0. Besides, the dynamic programming recursion can be translated into a KL mini-
mization problem. Using the Gibbs formulation for the loss `k(xk, uk) = −ε log r(xk, uk), Equation
(12) rewrites:

V
(f)
k (xk) = min

p(uk|xk)
εKL(p(xk+1|uk, xk)p(uk|xk)‖r(xk, uk)φ(xk+1)), (13)

where we let

φ(xk+1) := exp (−V (f)
k+1(xk+1)/ε). (14)

This problem can be solved exactly using the properties of KL divergences.

2.2 “Exact” Optimal Policy

We now give our first main result, which generalizes (7) (the proof is postponed to Appendix A).

Proposition 1. The solution to problem (13) is given by:

p∗(uk|xk) ∝ exp
(
−KL(p(xk+1|uk, xk)‖r(uk, xk)φ(xk+1))

)
.

The optimal cost-to-go is V (f)
k (xk) = −ε log φ(xk) where φ(xk) is given by the partition function of

p∗(uk|xk):

φ(xk) :=

∫
exp

(
−KL(p(xk+1|uk, xk)‖r(uk, xk)φ(xk+1))

)
duk,

such that V (f)
k (xk) takes a “log-sum-exp” form.

We now have a fully defined Bellman-like recursion to solve the entropy-regularized problem (11).
Albeit interesting at a theoretical level, the latter formula is difficult to apply in practice. Indeed,
akin to Bayesian inference, it is generally not analytically tractable, so one has to resort to approx-
imations.



2.3 Joint Variational Approximation

Given a well-chosen family P
(u)
k of densities p(uk|xk), our goal is to maximize the same objective

function but with this added constraint. This leads to the same recursion as (12), but with the
extra constraint that p(uk|xk) ∈ P

(u)
k .

The problem is now the representation of the resulting function V (f)(xk), which needs to be
simple enough to be propagated. Sticking with our representation of the costs in the form V

(f)
k (xk) =

−ε log φ(xk), we may approximate in turn φ(xk), using a well-chosen family P
(x)
k of (unnormalized)

probability distributions. To be consistent with our KL framework, we choose at each step the
following fitting criterion to approximate the cost-to-go

min
q(xk)∈P(x)

k

εKL(q(xk)‖ exp(−V (f)
k (xk)/ε)). (15)

Note that, the distribution on the right is not normalized but normalizing it would not change the
argmin q.

Interestingly, it turns out that, by combining the problem of searching (restricted) optimal
control policies q(uk|xk) over P

(u)
k using (13) and optimal approximations of the cost-to-go q(xk)

over P(x)
k using (15), we recover a similar KL minimization problem, but over the joint distribution

q(uk|xk)q(xk). Let us indeed substitute (13) into problem (15):

min
q(xk)∈P(x)

k

εKL(q(xk)‖ exp(−V (f)
k (xk)/ε))

= min
q(xk)∈P(x)

k

ε

∫
q(xk) log(q(xk))dxk+

∫
q(xk)V

(f)
k (xk)dxk

= min
q(xk)∈P(x)

k

min
q(uk|xk)∈P(u)

k

εKL(q(xk)q(uk|xk)︸ ︷︷ ︸
joint

p(xk+1|xk, uk)‖r(uk, xk)φ(xk+1)), (16)

where we have formed the joint entropy using the relation

H(q(xk)) +

∫
q(xk)H(q(uk|xk)p(xk+1|xk, uk))dxk = H(q(xk)q(uk|xk)p(xk+1|xk, uk)),

whereH(p(x)) := −
∫
p(x) log p(x)dx is the entropy. This relation comes from the fact that q(uk|xk)

and p(xk+1|xk, uk) are normalized. Of course, in practice, φ(xk+1) is approximated in the previous
step by q(xk+1), and should be replaced accordingly.

This is quite practical when q(uk|xk)q(xk) ends up being in a simple family, so that we are faced
with the usual variational approximation consisting of a (left) KL minimization of a function of
(xk, uk).

2.4 Gaussian Approximation

Although various approximating families can be leveraged, the simplest is arguably to use a joint
Gaussian distribution q(xk, uk) = q(uk|xk)q(xk). We then intend to learn its parameters based on
the obtained Bellman-like equations, and immediately benefit from Gaussian conditioning formulas



to recover q(xk) and q(uk|xk). We parametrize this joint Gaussian as follows

q(xk, uk) := N
(
µk,Σk

)
(17)

= N

((αk
βk

)
, ε

(
P−1
k P−1

k K>k
KkP

−1
k KkP

−1
k K>k + S−1

k

))
q(xk) = N(αk, εP

−1
k ) (18)

q(uk|xk) = N(βk +Kk(xk − αk), εS−1
k ). (19)

Remark 1. The rationale for using a joint Gaussian distribution is as follows. With this choice,
the feedback policy q(uk|xk) takes the form of a distribution dispersed around its mean. More in-
terestingly, the fact that q(xk) be Gaussian means we use a quadratic approximation for the value
function, as q(xk) is an approximation of φ(xk). Finally, note that this choice of joint distribution
enforces a linear feedback βk +Kk(xk − αk) in terms of the mean of q(uk|xk).

2.5 Relationship to Existing Work on KL Control

Related works on maximum entropy policy [1, 3, 2, 4] were discussed in Section 1, and we now
discuss the related works on KL control.

Our KL formulation (11) differs from the “KL control” problem proposed in [9] where the
KL penalizes a discrepancy between the controlled dynamic p(xk+1|xk, uk) and the passive one
p(xk+1|xk, uk = 0), and thus serves as an indirect penalty on input usage. The KL control problem
was also related to inference in graphical models in [10], path integral and risk sensitivity [11, 12]
where a “log-sum-exp” variant of the Bellman recursion was proposed. All these approaches do not
use the regularization with the entropy of the policy and do not provide a random policy. A KL
formulation close to (11) with a random policy was proposed in [13] and related to a cost-to-go
regularized with the entropy of the policy. In this setting, the rewards are seen as observations,
and the optimal policy is computed by variational inference. The case of control-affine inputs is
discussed but no closed-form updates are derived. Finally, a KL cost setting was also proposed as
an extension of the Schŕ’odinger bridge problem for stochastic control, see [14], but the right-hand
term of the KL was not explicitly related to a cost function and the controls are deterministic.

3 Variational Backward Riccati Equation

We have seen that the original entropy-regularized stochastic optimal control problem (8) is amenable
to the dynamic programming recursion (16), when constraining the policy and value distribution to
lie in some approximating families. If we opt for the Gaussian family (17), problem (16) becomes
an optimization problem over the parameters αk, βk, Sk, Pk and Kk. Inspiring from our previous
work on recursive variational Gaussian approximation [15], we seek to derive (backward) recursive
equations for those parameters. To be able to do so, we specialize the class under consideration
to that of control-affine systems where the control inputs enter linearly. This includes various me-
chanical systems, such as the cart-pole system or the two-link robot of [16]. Opting for quadratic
cost functions, we then obtain equations that generalize the backward Riccati equation from LQR
control.

3.1 Nonlinear Control-Affine Dynamics

We focus on dynamics of the following form:

xk+1 = f(xk) +Buk + νk, νk ∼ N(0, C). (20)



It entails that p(xk+1|xk, uk) = N(xk+1|f(xk) + Buk, C). We also choose to work with quadratic
costs:

`(xk, uk) = 1
2x

T
kQxk + 1

2u
T
kRuk,

L(xK) = 1
2(xK − x∗K)TPK(xK − x∗K). (21)

If we want to regulate around zero, we let x∗K = 0.

3.2 Variational Backward Riccati Equation

We now show that the solution to the problem (16) is given by a generalization of the backward
Riccati equation (the proof is postponed to Appendix B).

Proposition 2. Consider the dynamic programming recursion (16) stemming from problem (8),
with dynamics (20) and with costs (21). Suppose the “value distribution” (14) at previous step is in
the form of a Gaussian φ(xk+1) = N(αk+1, εP

−1
k+1) with known parameters αk+1, Pk+1. Then, the

optimal joint Gaussian (17) for the problem (16) sastifies:

q(xk) = N(αk, εP
−1
k )

q(uk|xk) = N(βk +Kk(xk − αk), εS−1
k ),

with Sk, βk and Kk given by

Sk = R+BTPk+1B, Kk = −S−1
k BTPk+1Eq

[∂f
∂x

(xk)
]

βk = −S−1
k BTPk+1(Eq

[
f(xk)

]
− αk+1),

(22)

and where αk and Pk satisfy the generalized (implicit) backward Riccati equation

αk = −Q−1Eq
[∂f
∂x

(xk)
>Pk+1(f(xk) +Buk − αk+1)

]
Pk = Q− Eq

[∂f
∂x

(xk)
]>
Pk+1BS

−1
k BTPk+1Eq

[∂f
∂x

(xk)
]

+ Eq
[∂f
∂x

(xk)
>Pk+1

∂f

∂x
(xk) +Hk

]
, (23)

where Hk ∈Md(R) is a matrix depending on the Hessian of f as follows:

Hk[µ, ν] =
∑
ij

(Pk+1)ij(f(xk) +Buk − αk+1)i
∂2fj

∂xµ∂xν
.

In all the expectancies above, subscript q denotes the joint distribution q(xk, uk). The algorithm is
initialized with PK from (21) and αK = x∗K .

The obtained equation resembles the Riccati equation from LQR, but with the presence of
expectations. It is implicit, in that the expectations are taken over the sought distribution. This is
akin to our prior work in the field of probabilistic inference [15], and various techniques can allow
us to get around this issue, as will be discussed in a few pragraphs.

We conclude this subsection with an additional result, proving that when f is odd, as in the
linear case, the problem simplifies by symmetry (see proof in Appendix B).

Lemma 1. Assume we start with a terminal cost that is centered, in the sense that φ(xK) :=
exp (−LK(xK)/ε) is (up to a normalization constant) a centered Gaussian N(0, εP−1

K ). Assume
additionally f(−x) = −f(x) for all x. Then for all k < K we have αk = βk = 0.



3.3 Linear Case

In the case of stochastic linear dynamics with quadratic costs, one can wonder what our entropy
regularized problem (8) boils down to, and what role the regularization parameter ε plays. By
applying Proposition 2, we recover the LQR equations. To be more precise, the control policies–
herein defined as Gaussian distributions–have their mean parameters governed by the LQR equations
indeed, while their covariance matrices have a magnitude of order ε, which reflects the penalization
on the negative entropy that prompts dispersion.

Corollary 1. In the linear case f(xk) = Axk, the stochastic dynamic (20) becomes xk+1 = Axk +
Buk + νk with νk ∼ N(0, C). Letting αK = 0, the optimal policy and value distributions write:

q(xk) = N(0, εPk
−1), q(uk|xk) = N(Kkxk, εSk

−1),

which notably means that the value function writes Vk(xk) = 1
2x

T
k Pkxk. The parameters are given

by
Sk = R+BTPk+1B, Kk = −Sk−1BTPk+1A, (24)

and Pk satisfies the classical backward Riccati equation:

Pk = A>Pk+1A+Q−A>Pk+1B(R+BTPk+1B)−1BTPk+1A. (25)

Proof. Since f(xk) = Axk is odd, Lemma 1 shows that αk = βk = 0. Moreover Hk = 0 and
replacing ∂f

∂x (xk) with A gives the equations above.

3.4 Discussion

In the case of control-affine nonlinear dynamics, and assuming centered distributions to simplify,
we see we essentially recover LQR equations where A is replaced with an expectation of the form

Eq
[∂f
∂x

(xk)
]

=

∫
∂f

∂x
(x)C̃ exp

(
− xTPkx

2ε

)
|Pk|−1/2 1√

ε
dx.

A change of variables shows this is equal to∫
∂f

∂x
(
√
εy)C̃ exp

(
− yTPky

2

)
|Pk|−1/2dy.

We see the effect of entropy regularization is to perform an average of magnitude
√
ε around the

equilibrium (assuming 0 is the equilibrium we seek to stabilize), and as ε→ 0 we have Eq
[
∂f
∂x (xk)

]
→

∂f
∂x (0), and we recover the LQR equations linearized at equilibrium.

Note that the equations are implicit. In (22), the definition of Pk is based on an average over
q, whose variance is Pk/ε, which reminds of our previous work on variational inference [15]. In
practice, we can cycle as follows for small ε. We assume ε = 0 initially, which gives a first estimate
for Pk based on the linearization at equilibrium, as previously explained. Then, we may recompute,
letting the obtained Pk be the variance of q. After a few iterations, the scheme converges in practice.

Remark 2. Note that the control gain of our policy (22) is defined byKk = −Sk−1BTPk+1Eq[∂f∂x (x)].
Taking an average is likely to make the policy more robust to model uncertainty, see, e.g., [3].

Remark 3. Another attractive property of our policy is that it allows for computation of controls
when the dynamics f is nondifferentiable. Indeed, we can avoid computing the Jacobian matrix
in this case, considering instead the weak derivative Eq[∂f∂x (x)] = −

∫ ∂q
∂x(x)f(x)dx. This equality

results from integration by part on the Gaussian q, which has a support that vanishes at ±∞.
Nondifferentiable control appears, for example, in collision detection with randomized smoothing [17].



4 Variational Control of a Pendulum

To illustrate the method, and to gain some insight on the obtained optimal solution, we focus on
the case study of a pendulum controlled by a torque u and perturbed by a noise w. This is a
simple example, but sufficiently nonlinear to showcase the differences between linearized LQR and
entropy-regularized optimal control. The dynamics write

θ̈ + λθ̇ − ω2 sin θ = 1
m`2

u+
√
ηw,

where θ is the angle with respect to the pendulum at the unstable equilibrium (upward position),
ω =

√
g/` is the pulsation, λ = ξ/m the damping parameter and η > 0 is the magnitude of the

noise. In state-space form, the dynamics are discretized in time as follows:(
θk+1

θ̇k+1

)
=

(
θk
θ̇k

)
+ δt

(
θ̇k

−λθ̇k + ω2 sin θk

)
+ δt

(
0
1
m`2

)
uk +

√
δtη

(
0
1

)
w, w ∼ N(0, 1),

:= f(xk) +Buk + νk.

The discrete cost writes

xTKQxK +

K−1∑
k=0

xTkQxk + uTkRuk.

Starting from θ0 we seek to stabilize the inverted pendulum while penalizing the entropy of the
policy.

We will compare our variational control with the control given by LQR with dynamics linearized

around the equilibrium x∗ = 0, that is, letting A =

(
1 δt

δtg/` 1− δtλ

)
.

4.1 Computation of the Solution

Since the dynamics of the inverted pendulum satisfy the oddness condition of Lemma 1, we have
αk = 0 and βk = 0, and the optimal policy is given by q(uk|xk) = N

(
Kkxk, εS

−1
k

)
with Kk and

Sk defined in Proposition 2. To compute this optimal policy, there are two hurdles: the variational
Riccati equation (23) is implicit, and there are expectations to compute. As already mentioned in
Section 3.4, to cope with the fact the equation is implicit, we may open the loop and iterate on the
equation in an inner loop. As concerns the expectations under Gaussians, they are approximated
using quadrature rules: ∫

N(µ, P )g(x)dx ≈
M∑
i=1

wig(xi),

where we can choose M = 2d cubature points [18] defined by wi = 1
2d and xi = µ +

√
dLei where

ei are basis vectors in dimension d, and L the square root matrix of the covariance such that the
points are equally spread at the edge of the Gaussian ellipsoid.

4.2 Numerical Results

We take the following parameters: g = 9.8,m = 1, ` = 1 and ξ = 1. We start at θ0 = π
6 and θ̇ = 0

and we want to put the pendulum at (θ, θ̇) = (0, 0) which corresponds by convention to the unstable
equilibrium (upward position) such that the stable equilibrium (downward position) is at θ = π.



We consider a backward pass with 1000 iterations with stepsize δt = 0.01 such that the temporal
horizon is T = 10s. We simulate the Brownian motion with a Gaussian increment of covariance δtη
where η = 0.02 rd/s2 in the first experiment and η = 0.2 rd/s2 in the second one. The forward
trajectory is simulated with a semi-implicit Euler-Maruyama scheme to better conserve the system’s
energy. For the “variational control,” the implicit Riccati backward equation is iterated 10 times
in an inner loop; however, we found out that one iteration could be used in practice without much
affecting the results.

Average control We first apply the average value of the policy distribution, by letting uk :=
Kkxk. Figure 2 illustrates the behavior in function of

√
ε, and compares it to LQR control based

on the system linearized at the equilibrium. We see clearly that for the smaller value of
√
ε, both

controllers behave similarly, but when
√
ε increases, the gains with the variational control are below

the LQR gains, leading to softer controls based on averaging a trigonometric function around its
maximium (softer controls may preserve actuators). To underline the effect of ε, we have considered
a small cost: R = δt0.01I, Q = δt0.01I and PK = δtI.
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Figure 2: Linearized LQR at equilibrium versus our “variational control” for the inverted pendulum
regulation where we apply for the KL the mean policy E[uk|xk] for different values of entropic
regulation

√
ε = 0.02, 0.07, 0.10. From the top to the bottom row, we show the angle θ converted

in degrees, the control, the two gains for angle and angular velocity, and finally, we compare both
LQR and variational control with the same LQR quadratic loss.



Random control We now sample the control from the actual policy distribution q(uk|xk) =
N(Kkxk, ε(R+BTPk+1B)−1). We consider a large terminal cost PK = δt1000I but low stage costs
R = δt0.01I, Q = δt0.01I. In this way, we elicit high entropy along the path (hence exploration of
the state space), while enforcing the final equilibrium state. Results are displayed on figure 3, where
we see the empirical distribution of the state when applying random controls. The distribution
p(xk) of the state spreads during the transient phase, but shrinks to the equilibrium indeed at final
time T .
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Figure 3: Linearized LQR versus “Variational control” for the inverted pendulum regulation where
we sample randomly from the policy q(uk|xk). The entropic regulation parameter is fixed to

√
ε =

0.10. We execute 30 Monte Carlo runs, and for each output, we draw the empirical mean in red
and the empirical standard deviation in grey. From the top to the bottom row, we show the angle
θ converted in degrees, the control, and the cost-to-go at the current state. The cost-to-go at xk is
defined by 1

2x
T
k Pkxk for LQR and by −ε log q(xk) = −ε logN(xk|0, εP−1

k ) for variational control.

The sources of the code are available on Github on the following repository:
https: // github. com/ marc-h-lambert/ KL-control .

5 CONCLUSION

We have proposed a new setting for stochastic optimal control based on the entropic regularization
of both the entropy of the dynamics and the entropy of the policy. This problem was reformulated

https://github.com/marc-h-lambert/KL-control


as a KL divergence between two processes: the first defining the controlled stochastic trajectory,
the second defining a reward process. Following a variational dynamic programming principle, we
have shown we can compute the exact optimal policy and cost-to-go. However, in practice, it is
impractical and both the control policy and the cost-to-go need be approximated. We showed that
they can be approximated jointly with a Gaussian distribution. In the case of nonlinear dynamics
with affine control inputs and quadratic costs, this approximation can be computed in closed form,
leading to tractable formulas that generalize the backward Riccati equation from LQR control.

To illustrate the results, we have performed simulations using our new policy on a second-order
system. Applying the average policy led to a softer control with smaller gains than LQR, while
applying the random policy creates dispersion in the state space during the transient phase.

The proposed method paves the way for future work: the control affine model can be made
richer by considering a state-dependent control matrix B(x) and a state-dependent covariance of
Brownian motion C(x). Moreover, we could use richer approximating families, such as mixtures of
Gaussians to more closely capture the value function.
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A Proof of Proposition 1

To prove theorem 1 we use the following Lemma:

Lemma 2. Let’s consider the following problem:

min
p(z)∈P(Rd)

KL(p(z)p(x|z)‖h(x, z))

:= min
p(z)∈P(Rd)

∫
p(z)p(x|z) log

p(z)p(x|z)
h(x, z)

dxdz,



where p(z) and p(x|z) are probability distributions and h is a density function which may be unnor-
malized. P(Rd) is the space of probability distribution smoothed enough to admit a density function.
Then, the minimum is attained at

p∗(z) =
1

Z
exp

(
−
∫
p(x|z) log

p(x|z)
h(x, z)

dx
)
,

where Z is the normalization constant of p∗(z). Moreover, the minimum is − logZ.

Proof.∫ ∫
p(z)p(x|z) log

p(x|z)p(z)
h(z, x)

dxdz

=

∫
p(z)

∫
p(x|z) log p(z)dxdz +

∫
p(z)

∫
p(x|z) log

p(x|z)
h(z, x)

dxdz

=

∫
p(z) log p(z)−

∫
p(z) log f(z)dz where f(z) = exp

(
−
∫
p(x|z) log

p(x|z)
h(z, x)

dx
)

= KL(p(z)||f(z)) which is minimal for p(z) ∝ f(z)

= − logZ where Z =

∫
f(z)dz.

Applying Lemma 2 to z = uk|xk, x = xk+1|xk, uk and h(z, x) = r(xk, uk)φ
∗
k+1(xk+1), we obtain

the desired result.

B Proof of Proposition 2

To show proposition 2, we first reformulate the problem (16) for our particular control-affine setting.

Reformulation of the problem

KL(q(xk, uk)p(xk+1|xk, uk)‖ exp(−`(xk, uk)/ε)q(xk+1))

= −H(q(xk, uk))−H(p(xk+1|xk, uk)) +

∫
q(xk, uk)

1

ε
`(xk, uk)dxkduk

−
∫
q(xk, uk)

∫
p(xk+1|xk, uk) log q(xk+1)dxk+1dxkduk,

where H is the entropy operator which writes H(q(xk, uk)) = 1
2 log |Σk|+c and H(p(xk+1|xk, uk)) =

c′ where c and c′ are constants independent of the variational parameters. The last integral on



p(xk+1|xk, uk) simplifies as follows, denoting p(xk+1|xk, uk) by p:∫
p(xk+1|xk, uk) log q(xk+1)dxk+1

:= Ep[log q(xk+1)]

= Ep[
1

2ε
(xk+1 − αk+1)>Pk+1(xk+1 − αk+1)]

=
1

2ε
(f(xk) +Buk − αk+1)>Pk+1(f(xk) +Buk − αk+1) + Ep[ν>k Pk+1νk],

where Ep[ν>k Pk+1νk] = trCPk+1 interestingly does not depend on variational parameters. Finally,
(16) reduces to:

min
µk,Σk

Eq[g(xk, uk)]−
1

2
log |Σk|, (26)

where Eq denotes the expectation under q(xk, uk) = N(µk,Σk) and where g is defined as follows:

g(xk, uk) =
1

2ε
(xTkQxk + uTkRuk) +

1

2ε
(f(xk) +Buk − αk+1)>Pk+1(f(xk) +Buk − αk+1).

Closed form solution To solve (26), we use the property of integration under Gaussian distri-
bution described in the following result known as Stein’s Lemma:

Lemma 3. For a function f : Rd → R,

∇µ
∫

N(x|µ,Σ)f(x)dx =

∫
N(x|µ,Σ)∇f(x)dx

∇Σ

∫
N(x|µ,Σ)f(x)dx =

1

2

∫
N(x|µ,Σ)∇2f(x)dx.

Proof. The proof comes from integration by part and using the symmetric properties of Gaussians
∇µN(x|µ,Σ) = −∇xN(x|µ,Σ) and ∇ΣN(x|µ,Σ) = 1

2∇
2
xN(x|µ,Σ).

Using this lemma and the relation ∇Σ log |Σ| = Σ−1, the derivative with respect to Σk of the
quantity (26) writes:

1

2
Eq
[(
∇xxgk(xk, uk) ∇xugk(xk, uk)
∇uxgk(xk, uk) ∇uugk(xk, uk)

)]
− 1

2
Σ−1
k .

Writing ∇Σ(·) = 0 yields for the problem at hand

Σ−1
k =

1

ε

[(
εEq
[
∇xxg(xk, uk)

]
Eq
[
∂f
∂x (xk)

T
]
Pk+1B

BTPk+1Eq
[
∂f
∂x (xk)

]
R+BTPk+1B

)]
.



Recalling our model for the joint covariance as a 2 × 2 block matrix Σk (17), we can compare the
above matrix with the inverse Σ−1

k given by :

Σ−1
k = ε−1

(
Pk +K>k SkKk −K>k Sk
−SkKk Sk

)
. (27)

By identification, this readily yields

Sk = R+BTPk+1B

−SkKk = BTPk+1Eq
[∂f
∂x

(xk)
]

Pk +K>k SkKk = Q+ Eq
[∂f
∂x

(xk)
TPk+1

∂f

∂x
(xk) +Hk

]
,

where the last equation comes from a computation of the upper left term Eq
[
∇xxgk(xk, uk)

]
. We

then deduce the expression for Kk and Pk.
From Stein’s lemma, the derivative w.r.t. µk of (26) is

(
Eq
[
∂g
∂x(xk)

]
,Eq
[
∂g
∂u(uk)

])
. Setting it to

zero gives :

0 = Qαk + Eq

[∂f
∂x

(xk)TPk+1(f(xk) +Buk − αk+1)
]

0 =
1

ε
(Rβk +BTPk+1Bβk +BTPk+1(Eq

[
f(xk)

]
− αk+1))

from which we deduce the expression for αk and βk.

Simplification under oddness conditions We now show Lemma 1. The general equations
(22)-(23) may be simplified under oddness conditions. Assume αk+1 = 0. We let αk = 0 and βk = 0
and we want to show the equations on αk, βk are satisfied. By doing so, we are dealing with centered
expectancies. We have E[f(xk)] = 0, proving βk = 0 is consistent with αk = 0. Besides, we have
∂f
∂x (−x) = ∂f

∂x (x), which entails αk = 0⇒ E[∂f∂x (xk)
TPk+1f(xk)] = 0. Finally, we write using the law

of total expectation

Eq(xk,uk)

[∂f
∂x

(xk)
TPk+1Buk

]
= Eq(xk)

[∂f
∂x

(xk)
TPk+1BE[uk | xk]

]
= Eq(xk)

[∂f
∂x

(xk)
TPk+1BKkxk

]
,

and we use the fact we integrate an odd function w.r.t. a centered Gaussian.
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