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Abstract—The random access procedure is a bottleneck to the
development of wireless networks supporting the use cases of
massive machine-type communication and ultra reliable and low-
latency communication. Such networks are densely and massively
popupated and must meet stringent latency and reliability
requirements. Due to these characteristics, grant-free random
access is envisioned to alleviate the control overhead generated by
the classical random access procedure. However, active user de-
tection and channel estimation algorithms are required. Existing
algorithms assume that the activity of each device is homogeneous
and independent, which is not the case in many applications (e.g.,
due to sensors observing a common phenomenon). In order to
address this problem, we introduce a new flexible model taking
into account a group-heterogeneous activity, using the framework
of copula theory. It is then leveraged by a hybrid generalized
approximate message passing algorithm to solve the active user
detection and channel estimation problem. Our numerical results
show that the user detection and channel estimation are both
improved with this new algorithm w.r.t. state-of-the-art Bayesian
algorithms, with gains up to 10 times fewer detection errors and
10 dB less channel estimation error.

Index Terms—active user detection, channel estimation,
bayesian compressed sensing, approximate message passing, cor-
related activity, internet of things

I. INTRODUCTION

Industrial IoT (IIoT) is an important pillar to sustain smart
manufacturing and Industry 4.0 visions [2]. At the heart of
IIoT is a large collection of sensors that are capable of
observing manufacturing equipment and an edge or cloud-
based data analytics system able to apply artificial intelligence
methods to identify anomalies and improve production.

A key challenge is to develop infrastructure to support
communication between the sensors. Historically, communi-
cation in manufacturing plants has been supported by wired
links, which are able to support a massive number of ultra
reliable and low-latency communication (uRLLC) links. Un-
fortunately, wired connections are both expensive and time-
consuming to reconfigure. An alternative approach is to exploit
wireless links, as in [3], between plant sensors and the cloud.
While uRLLC links are now an integral part of 5G, existing
systems are still of a small size. A massive scaling up of
the quantity of uRLLC connections has been proposed as a
motivating use case for 6G. Such a massive scaling is critical
for the automation of large-scale industrial plants.

*L. CHETOT, M. EGAN and J.-M. GORCE are with Univ Lyon, Inria, INSA
Lyon, CITI, EA3720 in Villeurbanne (69621), France. This work appeared in
part in IEEE VTC Spring 2023, see [1].

Supporting massive scale uRLLC wireless communication
systems relies on minimizing the amount of control signaling.
To this end, an important innovation from 5G is the grant-
free random access (GFRA) protocol [4], where active user
detection is performed without a dedicated authorization signal
from an access point connected to the cloud. Moreover, control
signaling constraints mean that active user detection signals
must also be kept short, leading to non-orthogonal multiple
access (NOMA). A further complication is that devices in
manufacturing plants may send event-driven signals, leading
to random and, typically, sporadic transmissions from each de-
vice. As multiple devices may be placed on the same machine
or production line, nearby devices may observe correlated
events. As a consequence, in addition to being both random
and sporadic, device activity may also be correlated. In order
to ultimately decode data, a key challenge for IIoT systems
exploiting GFRA is then to identify which devices are active
and to estimate their channels.

A. Related Work

A popular framework for performing active user detection
and channel estimation (AUDaCE) for random and sporadic
activity is compressed sensing (CS) [5]. In the literature, there
exist two key families of CS algorithms. The first family uses
classical CS techniques such as least absolute shrinkage and
selection operator (LASSO) optimization [6], [7], matching
pursuit (MP) algorithms [8]–[12] or iterative thresholding
algorithms [13]–[15]. The second family is Bayesian CS using
message-passing algorithms based on belief propagation (BP),
expectation propagation (EP) or approximate message passing
(AMP). In [16], the simplest version of AMP has been used to
perform AUDaCE. In [17], a generalized approximate message
passing (GAMP) algorithm was suggested, empowered by
expectation maximization (EM) to estimate hyper parameters
with an ad-hoc active user detection. In [18], [19], hybrid
generalized approximate message passing (HGAMP) is used
to perform AUDaCE with low-precision analog-to-digital con-
verter, incorporating independent activity prior information for
the active user detection. In [20], AUDaCE is accomplished
using bilinear generalized vector approximate message passing
(BiGVAMP) in the context of massive unsourced random
access.

The compressed sensing algorithms in [16]–[20] rely on
the assumption that the random activity of each device is
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independent of the activity of other devices in the system.
However, when sensors are placed on the same or nearby
machines, events may be detected by multiple sensors, leading
to correlated activity. While compressed sensing algorithms
for independent activity may be applied, this can lead to
significant performance degradations [21]. To the best of our
knowledge, the only work addressing active user detection
and channel estimation for devices with correlated activity is
[21]. This work exploited the Bayesian compressed sensing
framework, where the prior distribution for the device activity
vector is correlated. The correlated prior is then leveraged with
an HGAMP algorithm. A limitation of the work in [21] is that
only a limited form of correlation was accounted for, reducing
its useability for more complex systems.

Other works considered the impact of correlated activity on
different communications aspects, such as throughput maxi-
mization [22], resource optimization [23] and detection errors
[24].

A promising method to account for more general forms of
correlation is to exploit copula methods. Originally used in
the finance and economic fields [25], copula were sporadically
considered for communications as in [26]–[28]. In [26], copula
are used for MIMO radar waveforms analysis and synthesis.
In [27], copula-aided CS of correlated heterogeneous data
measurements is performed. In [28], copula-based interference
models for internet of things (IoT) networks are proposed to
tractably compute achievable rates.

B. Contributions

In this paper, we consider the AUDaCE problem in GFRA
with random, sporadic and correlated device activity. Our work
differs from [21] as we consider a general correlation model
based on copula theory. Our main contributions are as follows:

1) Group-heterogeneous activity model: A key challenge
in developing algorithms to solve the AUDaCE algorithm is
to utilize appropriate statistical user activity models. These
models should capture the random, sporadic and correlated
aspects of realistic user activity distributions. The most general
model is the multivariate Bernoulli model [29]; however,
this model has a large number of parameters (exponential
in the number of active devices) and is difficult to sample
from. To resolve these problems, we propose a new statistical
model for user activity exploiting copula theory. In our model,
statistical dependence between the activity of different devices
is captured via the copula model, which supports a range
of correlation structures generalizing existing user activity
models currently utilized in the development of AUDaCE
algorithms.

2) Hybrid generalized approximate message passing al-
gorithm: With each user activity model, a new AUDaCE
algorithm is required. We first develop a loopy BP (LBP)
algorithm to solve the AUDaCE problem under the group-
heterogeneous activity (GHetA) user activity model. We then
approximate the LBP algorithm by exploiting the principles
of GAMP. Our approach leads to a novel algorithm within
the family of HGAMP algorithms originally developed in the
context of Bayesian CS.

3) Numerical evaluation: We validate our GHetA-HGAMP
algorithm via a comprehensive numerical study. We first show
that our GHetA-HGAMP algorithm either outperforms or
achieves the same performance of state-of-the-art AUDaCE
algorithms under the GHetA activity model, even in the
special cases tailored to existing algorithms. This shows that
the GHetA-HGAMP algorithm is applicable in all correlation
regimes that have been previously studied and in the general
case only captured by our GHetA model. We then study the
impact of estimation error in parameters of the GHetA model.
We show that the GHetA-HGAMP algorithm is robust to
mismatched correlation when the true correlation is lower than
the estimated correlation. This provides useful insight for the
design of estimators of the GHetA model parameters.

C. Organization

In Sec. II, the system model as well as the new GHetA
activity pattern are described for this chapter. The next Sec. IV
tailors the HGAMP framework to the new GHetA-based
AUDaCE problem. The performances are analyzed in Sec. V
and compared to others GAMP-based methods. The paper is
concluded in Sec. VI.

D. Notations

The sets R,RM ,RM×N (resp. C,CM ,CM×N ) respectively
denote the sets of real (resp. complex) scalars, vectors of di-
mension M and matrices of dimensions (M,N). For (a, b) ∈
N2 with a ≤ b, the integer set Ja, bK is a shorthand notation for
{k ∈ N | a ≤ k ≤ b}. We respectively denote by x (or X),
x, X a scalar, vector and matrix deterministic variable and
by x (or X), x, X their random counterparts. The operators
XT,X∗,X† denotes the transpose, conjugate and conjugate
transpose of a matrix. The probability density function (pdf),
cumulative distribution function (cdf) and probability mass
function (pmf) of X are respectively denoted by fX, FX and
PX. Expectation and variance are denoted by E[·] and V[·]. The
real (resp. complex) Gaussian distribution with matrix mean
M and covariance C is denoted by Norm(M ,C) and its pdf
is N (·;M ,C) (resp. CNorm(M ,C) and CN (·;M ,C)).

II. SYSTEM MODEL FOR GRANT-FREE RANDOM ACCESS

In this section, we formalize the uplink transmission of user
equipments (UEs)’ preambles in the context of GFRA and
shortly review existing activity models.

A. Equivalent baseband uplink transmission

In GFRA, the primary task is for a subset of N UEs to
reliably transmit their preamble to the access point (AP).
When the transmission of the preamble is performed over
a time window corresponding to M orthogonal frequency
division multiplexing (OFDM) symbols, the nth UE may
transmit a (possibly random) complex signal denoted by
xn = [xmn]

T
m∈J1,MK ∈ CM . In what follows, all UEs are

assumed to transmit on the same subcarrier, and M corre-
sponds to the number of resource elements. This assumption
is relevant in the context of IoT, such as in NB-IoT [30]
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where UEs may transmit on a single carrier with narrowband
transmissions [31]. The matrix of all the transmitted signals is
then X = [xn]n∈J1,NK ∈ CM×N .

The signal matrix X is observed by the kth AP’s an-
tenna after passing through a narrowband flat-fading channel.
We denote by hnk the equivalent digital baseband channel
random coefficient between UE n and antenna k and by
hk = [hnk]

T
n∈J1,NK the channel random vector, where we

assume that the coherence time of the channel spans the
duration of the signal. The equivalent baseband received signal
thus consists in the linear combination of UEs’ signals

yk = zk +wk where zk = Xhk (1)

where wk = [wmk]
T
m∈J1,MK ∈ CM is the random vector of

baseband noise coefficients. Finally the random signal received
over the K AP’s antenna is the concatenation of the signals
given in (1), leading to

Y = Z+W where Z = XH (2)

where H = [hk]k∈J1,KK ∈ CN×K , W = [wk]k∈J1,KK ∈
CM×K , Z = [zk]k∈J1,KK ∈ CM×K and Y = [yk]k∈J1,KK ∈
CM×K .

B. Activity pattern
During the random access (RA) window, the N UEs belong

either to the sets of active or inactive UEs, depending on
whether some UEs initiate a RA procedure before transmitting
data payloads.

The random state, active or inactive, of the UE n ∈ J1, NK
is denoted by a binary random variable sn ∈ {0, 1} where

sn =

{
0 ⇔ UE n is inactive
1 ⇔ UE n is active

(3)

For k ∈ J1,KK, we assume the distribution of the channel
coefficients hnk to depend on the realization of the states sn.
If sn = 0, then hnk ∼ Dirac(0). Otherwise, sn = 1 and hnk ∼
Dist where Dist is some distribution, e.g. CNorm(µh, τh).

The random activity pattern that consists of all the random
states during the RA window, is denoted by the binary random
vector s = [sn]

T
n∈J1,NK ∈ {0, 1}N . The probability distribution

of s is described by its pmf Ps. The characterization of the
pmf is important for GFRA since the probability that a UE
succeeds its RA depends on the joint activity of all UEs in the
cell. A number of different models for the pmf Ps have been
considered in the literature. While the most common model is
independent activity, this can fail to capture realistic behavior
of UEs in the context of IIoT and in uRLLC and massive
machine-type communication (mMTC) more generally. In the
following, we summarize existing probabilistic models for UE
activity.

1) Independent sparse activity pattern: An independent
sparse activity (ISA) pattern s consists of a collection of mu-
tually independent Bernoulli states with activity probabilities
q = [qn]n∈J1,NK ∈ [0, 1]N . The corresponding pmf factorizes
as

Ps(s) =

N∏
n=1

qsnn (1− qn)
1−sn (4)

and the corresponding correlation between any two states
(n, n′) ∈ J1, NK2 is

Cor[sn, sn′ ] =

{
1 if n = n′

0 if n 6= n′
. (5)

2) Group-sparse activity pattern: The independent group-
sparse activity (GSA) pattern [7], [32] is similar to the
independent pattern except that the states are split into G non-
overlapping groups as suggested by the following partition

J1, NK =
G⋃

g=1

Jng−1, ng − 1K (6)

where n0 = 1 < · · · < ng < · · · < nG = G are G + 1
integers denoting the groups’ boundaries. Denote each group
size by Sg , ng − ng−1 UEs in the group g ∈ J1, GK are
assumed to have the same random state s̃g ∼ Bern(qg). The
corresponding pmf then factorizes as

Ps(s) =

G∏
g=1

q
∏ng−1

n=ng−1
sn

g (1− qg)
∏ng−1

n=ng−1
(1−sn)

1

 ng−1∏
n=ng−1

sn +

ng−1∏
n=ng−1

(1− sn)

 . (7)

The corresponding correlation between any two states is

Cor[sn, sn′ ] =

{
1 if ∃g ∈ J1, GK , (n, n′) ∈ Jng−1, ng − 1K2 ,
0 otherwise.

(8)

When G = N , the GSA pattern becomes an independent
pattern. We mention that GSA patterns with overlapping
groups exist, but have not yet been applied in the context of
active user detection and channel estimation.

3) Group-homogeneous activity pattern: In [21], we in-
troduced a new pattern model that accounts for correlated
activities in groups of UEs. Assuming the independent group
structure of (6), each UE in group g ∈ J1, GK share the same
random activity probability qg ∈ [0, 1] which is assumed, for
(αg, βg) ∈ R2

+∗, to be Beta distributed as

qg ∼ Beta(αg, βg). (9)

Hence, the activity states are distributed according to

∀n ∈ Jng−1, ng − 1K , sn | qg = qg ∼ Bern(qg) (10)

leading to a group-homogeneous activity (GHomA) pattern
with corresponding pmf

Ps|q(s | q) =
G∏

g=1

ng−1∏
n=ng−1

qsng (1− qg)
1−sn . (11)

Note that it differs from (7) since it is allowed to have
different activity states in the same group. The corresponding
correlation, for which we give a proof in Appendix B, is the
following

Cor[sn, sn′ ] =


1 if n = n′,

1
1+αg+βg

if (n, n′) ∈ Jng−1, ng − 1K ,
0 otherwise.

(12)
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4) Multivariate Bernoulli activity pattern: A pattern fol-
lowing the multivariate Bernoulli distribution [29] can describe
any structure of joint activity states. However, the number
of parameters required to achieve such universality in pattern
description grows exponentially with the size of the random
vector. As a consequence, this model is not suited to model
correlated device activities for massive networks.

III. CORRELATED GROUP-HETEROGENEOUS ACTIVITY
WITH COPULA

As highlighted in Sec. I, the activity of distinct UEs may
be correlated. For example, the source of correlated activity
may be the observation of a common event (e.g., a fault)
by multiple UEs. Moreover, existing activity models typically
either model activity as independent Sec. II-B1 or consider
the general multivariate Bernoulli model Sec. II-B4. As a
consequence, the models do not capture correlated activity,
account for a limited form of correlated activity or have a large
number of parameters which leads to difficulties in parameter
estimation and simulation. In between the independent and
multivariate Bernoulli models are the group-sparse Sec. II-B2
and group-homogeneous activity models Sec. II-B3. These
models are suitable when UE activities are highly correlated.
However, the performance under these models can signifi-
cantly degrade when the correlation is low to moderate.

In this section, we introduce a new correlated activity
model—called the GHetA model—which captures a wide
range of correlation structures. This is achieved via a combina-
tion of methods from copula theory—which has seen limited
use in wireless communication [28], but has been widely
considered in statistics and signal processing [25]–[27]—and
the introduction of continuous latent variables. While con-
tinuous latent variables were utilized in the GHomA model
introduced in [21], the addition of copula methods yields a
generalization to a wide range of correlation structures. The
proposed model also admits tractable joint user identification
and channel estimation algorithms, as developed in Sec. IV.

A. Proposed group-heterogeneous activity pattern

We aim to statistically characterize the activity pattern
s such that it accounts for generic dependence structures
between the activity states. We then propose the new GHetA
model which consists of a tuple (c,q, s,T ) satisfying for
n ∈ J1, NK

qn = Tn(cn) (13)
sn | qn = q ∼ Bern(q) (14)

where c = [cn]n∈J1,NK is a correlated random vector with
known parameterized distribution, q = [qn]n∈J1,NK ∈ [0, 1]N

are latent variables identified with the activity probabilities,
s = [sn]n∈J1,NK ∈ {0, 1}N is the random activity pattern
and T = [Tn]n∈J1,NK is a known component-wise bijective
mapping.

In the next subsection, we justify the relevance of this model
in Sec. III-A1 and describe its construction in Sections III-A2
and III-A3.

0 0.5 1

0

1

2

3

q

f q
(q
;α

,β
)

(α, β) = (0.20, 0.80)

0 0.5 1

q

(α, β) = (1.00, 1.00)

0 0.5 1

q

(α, β) = (2.00, 5.00)

Fig. 1: Shapes of the Beta probability density function. The Beta pdf
may have a shape morphing from the ∪-shape to the ∩-shape passing by the
uniform distribution.

1) Rationale of the model: Since the activity states must
be Bernoulli distributed, the key to obtain correlation between
them, without using the multivariate Bernoulli distribution
[29], is to introduce continuous latent random variables q =
[qn]

T
n∈J1,NK ∈ [0, 1]N such that

Ps(s) =

∫
[0,1]N

fs,q(s, q)dq (15)

where the joint pdf factorizes as

fs,q(s, q) = fq(q)

N∏
n=1

qsnn (1− qn)
1−sn . (16)

Hence, conditional on q = q, the activity variables are inde-
pendent but correlation in s still arises when q is correlated.

The introduction of continuous latent variables provides a
means of flexibly controlling the level of correlation between
the activity states since, after (95) in Appendix A, their
correlation is

Cor[sn, sn′ ] =

{
1 if n = n′,

E[qnqn′ ]−E[qn]E[qn′ ]√
E[qn](1−E[qn])E[qn′ ](1−E[qn′ ])

otherwise

(17)

which uniquely depends on the joint distribution of the latent
variables.

Motivated by Sklar’s theorem [33], a correlated random
vector q may be constructed by separately specifying the
marginals distributions of q. In particular, we have

Fq(q) = Fu(u(q)) where u(q) = [Fqn(qn)]
T
n∈J1,NK ∈ [0, 1]N

(18)

where u is a random vector with joint cdf Fu, known as
the copula function and with the following uniform marginal
distributions

∀n ∈ J1, NK , un , Fqn(qn) ∼ Unif([0, 1]). (19)

In order to describe the activity pattern, it is therefore neces-
sary to specify the marginal distributions of q and the copula
function Fu.

2) Marginal distributions: Let n ∈ J1, NK. As the latent
variable qn plays the role of an activity probability for the
Bernoulli random state sn, it is necessary that qn must have
support on [0, 1]. Even if there are many possible distributions
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that meet this requirement, similar to [21], we choose the
marginal of qn to be Beta distributed according to

qn ∼ Beta(αn, βn) with (αn, βn) ∈ R2
+∗ (20)

It is a family of distributions that is known to be very flexible
for modeling a wide range of random systems, with the help
of only two parameters as suggested by Fig. 1.

Another reason for selecting the Beta distribution is that it
can form an approximation for a Bernoulli random variable.
Looking at the Beta pdf

fqn(q;αn, βn) =
xαn−1(1− x)βn−1

B(αn, βn)
(21)

it is clear that the parameters (αn, βn) allow to control the
skew. With such a choice of marginal distributions, we show
in Appendix C that the state correlation is

Cor[sn, sn′ ] =


1 if n = n′

E[qnqn′ ]− αn
αn+βn

α
n′

α
n′+β

n′√
αnβn

(αn+βn)2

α
n′βn′

(α
n′+β

n′ )2

otherwise (22)

3) Copula function: Since we aim at modeling a correlated
activity pattern, we must choose the copula function to be
that of a correlated random vector u with uniform marginals.
Such a distribution does not admit a tractable statistical
representation by the means of its pdf. So, we reuse Sklar’s
theorem in order to assume u is constructed based on

Fc(c) = Fu(u(c)) where u(c) = [Fcn(cn)]
T
n∈J1,NK (23)

and c is a correlated random vector.
The choice of the distribution of c should be motivated by its

tractability and capability to describe the targeted dependence
structure that we seek for the activity pattern. Indeed, given
(18) and (23), we highlight the direct connection between c
and q with

Fc(c) = Fq(q(c)) where q(c) = [Tn(cn)]
T
n∈J1,NK (24)

and

∀n ∈ J1, NK , Tn = F−1qn ◦ Fcn (25)

where ◦ denotes the standard function composition. In (24),
the connection between the joint pdfs of c and q is made
thanks to the mappings of (25). If c has a specific dependence
structure, it will be preserved in the latent variables q and also
the activity pattern s since

c → q → s. (26)

There exist many practical choices of correlated distributions
for c (see [27] and references therein) that can all be consid-
ered when applied to the GHetA model. A sampling procedure
is given in Sec. III-B and examples are given in Sec. III-C.

B. Sampling from the group-heterogeneous activity model

Sampling from the GHetA model is important to numeri-
cally compute expectations of the form

E[g(q)] =
∫
[0,1]N

g(q)fq(q)dq (27)

Algorithm 1 Sampling from a copula model.

1 input:
2 N : sample size

3 Dist(θ): correlated distribution of c

4 {Fcn}n∈J1,NK: marginal cdfs

5
{
F−1
qn

}
n∈J1,NK

: inverse marginal cdfs

6 end
7 c ∼ Dist(θ)

8 u = [Fcn (cn)]
T
n∈J1,NK

9 q = [F−1
qn (un)]Tn∈J1,NK

10 return: q

for a function g. For instance, one can approximate (27) using
Monte-Carlo integration such that

E[g(q)] ' 1

I

I∑
i=1

g(qi) (28)

where the collection {qi}Ii=1 ∈ [0, 1]N,I is sampled using
Algo. 1. A direct application of such approximation allows
to approximate the following expected outer product

E[qqT] =
∫
[0,1]N

qqTfq(q)dq ' 1

I

I∑
i=1

qiq
T
i (29)

which is required to compute the correlation matrix of q.

C. Examples of group-heterogeneous activity model

A practical example of the GHetA model is presented in
this section. We consider the following distributions

c ∼ Norm(0N,1,Kc) where

{
Kc ∈ [−1, 1]N×N

Kc � 0
, (30)

∀n ∈ J1, NK , qn ∼ Beta(αn, βn) where (αn, βn) ∈ R2
+∗,
(31)

∀n ∈ J1, NK , sn ∼ Bern(qn). (32)

Note that the covariance matrix Kc is restricted to be a corre-
lation matrix but can be semi-definite positive, i.e. possibly not
invertible. The reason is to allow some particular structures of
the correlation matrix.

For instance, one can consider a correlation matrix of the
form

Kc =

Kc,1

. . .
Kc,G

 ∈ RN×N (33)

which is block diagonal where the block matrix g ∈ J1, GK is
given by

Kc,g = ρg1|Gg|,|Gg| + (1− ρg)I |Gg| and ρg ∈ [0, 1].
(34)
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Fig. 2: Correlation matrices. Example of correlation matrices for the random vectors c → u → q → s where c is correlated Gaussian and q has Beta marginals.
The same three groups of sizes [2, 2, 2] can be distinguished for each vector. The Gaussian correlation coefficients are [ρg ]g∈J1,3K = [0.25, 0.75, 0.90]. The
Beta parameters are [αn]n∈J1,6K = [0.25, 0.25, 0.2, 0.2, 0.1, 0.1] and [βn]n∈J1,6K = [0.75, 0.75, 1.2, 1.2, 0.1, 0.1].
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Fig. 3: Scatter plots. Pairwise scatter plots between the coordinates of multiple samples of the random vectors c → u → q. Each subplot depicts how two
components of the vectors spread in the plane, depending on their correlation and the distribution parameters. The samples are obtained using Algo. 1 with
the same parameters as in Fig. 2. The scatter plots between variables from the same group are drawn with thicker axes.

A consequence of the structure (33) is that the marginals are
standard normal distributions with cdf

Fcn(c) =

∫ c

−∞

1√
2
exp

(
−u2

2

)
du. (35)

Next, we assume that the activity probability vector q has
beta marginal distributions with cdfs

∀n ∈ J1, NK , Fqn(q) =

∫ q

0

uαn−1(1− u)βn−1

B(αn, βn)
du (36)

We then obtain the correlated random vector q with the
component-wise transform

q =
[
(F−1qn ◦ Fcn)(cn)

]T
n∈J1,NK . (37)

The random activity states are finally drawn based on

∀n ∈ J1, NK , sn ∼ Bern((F−1qn ◦ Fcn)(cn)). (38)

The empirical correlation matrices of each random vector are
given in Fig. 2, showing that the correlation structure (not the
correlation values) is saved from c to s. This is verified in
Fig. 3 that shows pairwise scatter plots of coordinate samples
using Algo. 1.

D. Connection to other activity models

1) Generalization of GHomA: The GHetA model boils
down to the GHomA model in Sec. II-B3 for a particular

choice of the correlation structures since one can formulates
the states correlation (see (96) in Appendix A) as

Cor[sn, sn′ ] =

{
1 if n = n′

Cor[qn,qn′ ]√
(αn+βn+1)(αn′+βn′+1)

otherwise
.

(39)

This last formulation leads to two insights.
First the state correlation will necessarily be smaller than

the activity probability correlation. Indeed, the denominator is
strictly greater than 1 since (αn, βn, αn′ , βn′) ∈ R4

+,∗ and√
(αn + βn + 1)(αn′ + βn′ + 1) > 1. (40)

In the particular case αn = αn′ and αn + βn = 1, the
correlation Cor[qn, qn′ ] is halved.

Second, it explicitly generalizes the one in (12). Indeed
when qn and qn′ are fully correlated, i.e. when Cor[qn, qn′ ] =
1, and (αn, βn) = (αn′ , βn′) = (αg, βg) there exist underly-
ing, fully correlated, cn and cn′ that belong to a common
group g. Hence the states correlation coefficient equals that of
GHomA since we obtain

Cor[sn, sn′ ] =
1

αg + βg + 1
(41)

as in (12), which shows the generalization.
2) Generalization of GSA: Let g ∈ J1, GK. The GSA model

from Sec. II-B2 describes activity patterns where states are
identical within a group g and are active with probability q̃g:

∀n ∈ Jng−1, ng − 1K , sn ∼ Bern(E[sn] = q̄g). (42)
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Fig. 4: Factor graph. Graphical model of the system presented in Sec. II
with N = 5, M = 3 and K = 2. Different from the factor graph
of ISA-HGAMP, GSA-HGAMP and GHomA-HGAMP, this factor graph
considers the correlation between the variables {qn}n∈[N ].

To describe this model with GHetA, assume the Beta
distribution parameters (αn, βn) to be identical in the same
group

αg , αng−1
= · · · = αng−1 (43)

βg , βng−1
= · · · = βng−1. (44)

Then assume that the correlation between activity probabilities
within the same group is maximal (Cor[qn, qn′ ] = 1) leading
to the following equality

∀g ∈ J1, GK , qg , qng−1
= · · · = qng−1. (45)

Consider that (αg, βg) tends to (0, 0) while keeping constant
the average activity probability such that

E[qg] = αg/(αg + βg) = q̄g. (46)

Hence, the beta pdf which is ∪-shaped, will have sharper
asymptotes, concentrating the pdf around the abscissa q ∈
{0, 1}, leading to a Bernoulli pmf. This is equivalent to say
that qg converges in distribution to a Bernoulli distribution
Bern(q̄g). The corresponding states in this group, will then
have activity probability qg ∈ {0, 1}, and so be either all
active or inactive.

Since sn ∼ Bern(E[sn]), we compute the expected value of
sn and find that

E[sn] = Eqg [Esn|qg [sn | qg]] = E[q̃g] = q̄g (47)

which corresponds to the GSA model. Note that the exact
generalization is only true in the asymptotic case (αg, βg)
tends to (0, 0).

3) Generalization of ISA: GSA generalizes ISA from
Sec. II-B1 when G = N and so does GHetA.

IV. ACTIVE USER DETECTION AND CHANNEL ESTIMATION

A. General problem formulation

The key of a successful GFRA procedure lies in its ca-
pability to correctly perform AUDaCE. Given the received
signal Y = Y and an activity model, the active user detection
consists in identifying the set of active UEs transmitting their

identification sequences. This is equivalent to identify the
support s = s? of the rows of H = H? where

Y = XH? +W . (48)

The channel estimation consists in estimating the channel
coefficients of H? outside of the support. The joint AUDaCE
consequently formalizes as

ŝ = argmax
s∈{0,1}N

Ps|Y(s | Y ) and Ĥ = E[H | Y ] (49)

The joint formulation of this inference problem comes from
the fact that both estimators require the joint density fs,H,Y

since

Ps|Y(s | Y ) =

∫
CN×K fs,H,Y(s,H,Y )dH

Z(Y )
(50)

fH|Y(H | Y ) =

∑
s∈{0,1}N fs,H,Y(s,H,Y )

Z(Y )
(51)

where

Z(Y ) =

∫
CN×K

∑
s∈{0,1}N

fs,H,Y(s,H,Y )dH (52)

is the system log-partition function. For the GHomA and
newly introduced GHetA models, the latent variables q are
introduced in the joint pdf with

fs,H,Y(s,H,Y ) =

∫
[0,1]N

fq,s,H,Y(q, s,H,Y )dq (53)

and the log-partition function can be further written as

Z(Y ) =

∫
CN×K

∑
s∈{0,1}N

∫
[0,1]N

fq,s,H,Y(q, s,H,Y )dqdH. (54)

To perform AUDaCE, one needs to know the posteriors of
(50) and (51) which is impossible in general because of the
intractable marginalization they require. We then develop in
the next section a BP algorithm that addresses this issue.

B. Approximation by belief propagation
The posteriors (50) and (51) being intractable, we seek to

approximate them. BP is a handy algorithmic framework that
provides a systematic means for computing such approximates.
To do so, note the system’s variables form the following
Markov chain

q → s → H → Y (55)

which allows to write their joint density as

fH,s,q|Y(H, s, q | Y ) = fY|H(Y | H)fH|s(H | s)
Ps|q(s | q)fq(q). (56)

Based on Sec. II-A, we can factorize the joint density’s factors
as

fY|H(Y | H) =

K∏
k=1

M∏
m=1

fymk|hk(ymk | hk) (57)

fH|s(H | s) =
K∏

k=1

N∏
n=1

fhnk|sn(hnk | sn) (58)

Ps|q(s | q) =
N∏

n=1

fsn|qn(sn | qn) (59)
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Algorithm 2 GHetA-HGAMP
Description: GHetA-HGAMP consists into two parts. The black lines corresponds to the updates of the GAMP variables for estimating the
channel and the blue lines corresponds to the updates of the pattern variables with BP. Estimates of the system variables are colored in red.
Note: All variance updates τ· and associated variables should be understood as damped updates, meaning that a new value is computed as
xi+1 = (1− d)xi + dx̃i, where d ∈ [0, 1] is the damping factor. It is set globally to d = 0.9

1 input: Y ,X, µh, τh, τw, Imax
2 init:
3 i = 0

4 ∀(n, k) ∈ J1, NK × J1,KK ĥi
nk = µh, τ̂ ih,nk = τh

5 ∀(m, k) ∈ J1, NK × J1,KK ûi
mk = 0

6 end
7 for i ∈ J1, ImaxK do:
8 for (m, k) ∈ J1,MK × J1,KK do:

9 τ̂ ip,mk =
∑N

n=1 |xmn|2 τ̂ i−1
h,nk

10 p̂imk =
∑N

n=1 xmnĥ
i−1
nk − τ̂ ip,mkû

i−1
mk

11 τ̂ iz,mk = τwτ̂
i
p,mk/(τ̂

i
p,mk + τw)

12 ẑimk = p̂imk + τ̂ ip,mk(ymk − p̂imk)/(τ̂
i
p,mk + τw)

13 τ̂ iu,mk = (1− τ̂ iz,mk)/(τ̂
i
p,mk)

2

14 ûi
mk = (ẑimk − p̂imk)/τ̂

i
p,mk

15 end
16 for (n, k) ∈ J1, NK × J1,KK do:

17 τ̂ ir,nk = (
∑M

m=1 |xmn|2 τ̂ iu,mk)
−1

18 r̂ink = ĥi−1
nk + τ̂ ir,nk

∑M
m=1 xmnû

i
mk

19 end

20 for n ∈ J1, NK do:

21 φ0,n =
∏K

k=1 CN (0; r̂ink, τ̂
i
r,nk)

22 φ1,n =
∏K

k=1 CN (0; r̂ink − µh, τ̂
i
r,nk + τh)

23 q̂in,n =

∫
[0,1]N

qnf [q](q)
∏

n′∈J1,NK\{n}
[
(1−qn′ )φ0,n′+qn′φ1,n′

]
dqn∫

[0,1]N
f [q](q)

∏
n′∈J1,NK\{n}

[
(1−qn′ )φ0,n′+qn′φ1,n′

]
dqn

24 LLRn = log
(

q̂in,g

(1−q̂in,g)
φ1,n

φ0,n

)
25 ŝin = 1(LLRn > 0)

26 γn = (1 + exp(−LLRn))
−1

27 q̂in =

∫
[0,1]N

qnf [q](q)
∏N

n′=1

[
(1−qn′ )φ0,n′+qn′φ1,n′

]
dqn∫

[0,1]N
f [q](q)

∏N
n′=1

[
(1−qn′ )φ0,n′+qn′φ1,n′

]
dqn

28 end
29 for (n, k) ∈ J1, NK × J1,KK do:
30 κnk = (1/τh + 1/τ̂ ir,nk)

−1

31 νnk = µh/τh + r̂ink/τ̂
i
r,nk

32 ĥi
nk = γnκnkνnk

33 τ̂ ih,nk = γn(κnk + |κnkνnk|2)−
∣∣∣ĥi

nk

∣∣∣2
34 end
35 end

36 return: ŝImax , Ĥ
Imax

and we keep fq(q) unfactorized, which corresponds to a
generally correlated model.

This leads to the factor graph depicted in Fig. 4, from which
we derive an instance of BP for which the messages are given
in Tab. I and the variable beliefs, for (n, k) ∈ J1, NK×J1,KK,
are

B
sn

= M
Psn|qn→sn

M
Psn|qn←sn

and B
hnk

= M
fhnk|sn→hnk

M
fhnk|sn←hnk

.

(60)

The beliefs allow to approximate the posterior pdfs (50)
and (51) by

Ps|Y '
N∏

n=1

B
sn

and fH|Y '
K∏

k=1

N∏
n=1

B
hnk

(61)

and produce the estimates ŝ and Ĥ by independently solving

ŝn = 1(B
sn
(0) < B

sn
(1)), and ĥnk = E[hnk; B

hnk

]. (62)

However, there are major downsides in using BP for large
and densely connected factor graphs.

1) the messages are functions, each requiring to be dis-
cretized in order to be represented on a computer. This
is very demanding in terms of storage capability since
there are O(KMN) messages.

2) Second, the computation of the message

M
fhnk|sn←hnk

=

M∏
m=1

M
fhnk|sn←hnk

(63)

requires the computation of the messages M
fhnk|sn←hnk

which are in general intractable high dimensional inte-
grals (cf. Tab. I).

Hence, we build in the next section a HGAMP algorithm to
address this issue.

C. GHetA-HGAMP algorithm

Following the works in [32], [34], [35], we can partially
approximate the BP algorithm in Tab. I using the framework
of HGAMP. For large systems when N/M =

N→+∞
O(1), the

following approximation of (63) can be made

M
fhnk|sn←h

(h) ≈ CN (h; r̂nk, τ̂r,nk). (64)

where (r̂nk, τ̂r,nk) are mean and variance variables that are
iteratively updated by Algo. 2. Propagating this approxima-
tion in the BP messages in Tab. I, we obtain the HGAMP
instance in Algo. 2 tailored to the GHetA model, namely
GHetA-HGAMP.

From Tab. I and Algo. 2, one can see that the original BP
algorithm has been turned into an iterative algorithm where
the updated quantities are not functions anymore but scalars.
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TABLE I
LOOPY BELIEF PROPAGATION MESSAGES FOR THE FACTOR GRAPH OF

FIG. 4

Factor −→ Variable
Factor ←− Variable

M
fymk|hk→hnk

(hnk) ∝
∫
CN−1

fymk|hk
(ymk | hk)

 ∏
n′∈J1,NK\{n}

M
fymk|hk←hn′k

(hn′k)dhn′k


M

fymk|hk←hnk

(hnk) ∝ M
fhnk|sn→hnk

(hnk)
∏

m′∈J1,MK\{m}

M
fy

m′k|hk→hnk

(hnk)

M
fhnk|sn→hnk

(hnk) ∝
1∑

s=0

fhnk|sn(hnk | s) M
fhnk|sn←sn

(s)

M
fhnk|sn←hnk

(hnk) ∝
M∏

m=1

M
fymk|hk→hnk

(hnk)

M
fhnk|sn→sn

(sn) ∝
∫
C
fhnk|sn(h | sn) M

fhnk|sn←hnk

(h)dh

M
fhnk|sn←sn

(sn) ∝ M
Psn|qn→sn

(sn)
∏

k′∈J1,KK\{k}

M
fh

nk′ |sn→sn
(sn)

M
Psn|qn→sn

(sn) ∝
∫ 1

0

Psn|qn
(sn | q) M

Psn|qn←qn

(q)dq

M
Psn|qn←sn

(sn) ∝
K∏

k=1

M
fhnk|sn→sn

(sn)

M
Psn|qn→qn

(qn) ∝
1∑

s=0

Psn|qn
(s | qn) M

Psn|qn←sn
(s)

M
Psn|qn←qn

(qn) ∝ M
fq→qn

(qn)

M
fq→qn

(qn) ∝
∫
[0,1]N−1

fq(q)

 ∏
n′∈J1,NK\{n}

M
fq←qn′

(qn′)dqn′


M

fq←qn

(qn) ∝ M
Psn|qn→qn

(qn)

D. Complexity analysis

A short analysis is given for the computational complexity
of Algo. 2.

1) GAMP updates: The lines 8 to 19 and 29 to 34 cor-
responds to the classical GAMP updates. From line 8 to 19,
there are O(KMN) operations, coming from the for loops
and the sum required to compute line 9, 10, 17 and 18. From
line 29 to 34, the number of operations is O(KN). Hence,
the complexity of GAMP is of the order of

CGAMP = O(KMN). (65)

2) BP updates: The lines 20 to 28 corresponds to the
BP updates remaining after the GAMP approximation. First,
note that the updates at line 23 and 27 in Algo. 2 require
numerical integrations. They are handled using Monte-Carlo
integration with Isamples samples {qi}i∈J1,IsamplesK drawn with
Algo. 1. Hence the integrals can be approximated using

q̂n,n ≈
∑Isamples

j=1 qn,j$n,j∑Isamples
j=1 $n,j

and q̂n ≈
∑Isamples

j=1 qn,j$j∑Isamples
j=1 $j

(66)

where

$j =

N∏
n′=1

(
(1− qn′,j)φ0,n′ + qn′,jφ1,n′

)
(67)

$n,j =
$j

(1− qn,j)φ0,n + qn,jφ1,n
(68)

TABLE II
COMPUTATIONAL COMPLEXITIES OF RELATED HGAMP ALGORITHMS.

Algorithm Computational complexity References

GAMP, ISA-HGAMP O(KMN) [18], [34]
GSA-HGAMP O(KMN) [32]

GHomA-HGAMP O(KMN +KN +NS2) [21]
GHetA-HGAMP O(KMN +KN +N2Isamples) see (70)

which require O(NIsamples) operations to be computed. Ac-
counting for the remaining lines and the for loop, the compu-
tational complexity of the BP part is

CBP = O(KN +N2Isamples). (69)

3) GHetA-HGAMP complexity: Combining (65) and (69),
the computational complexity of GHetA-HGAMP is

CHGAMP = CGAMP + CBP = O(KMN +KN +N2Isamples)
(70)

The BP part is the computational bottleneck of this algorithm,
because of the estimates q̂in,n and q̂in. The reader can refer to
Tab. II for a comparison with related HGAMP algorithms.

V. NUMERICAL RESULTS

The goal of this section is the following:
• assess the performance gain of using GHetA-HGAMP for

correlated scenarios against state-of-the-art methods that
were not designed to deal with heterogeneous correlation;

• assess the robustness of GHetA-HGAMP to parameter
mismatches.

The performance of the new GHetA-HGAMP are numeri-
cally studied based on extensive Monte-Carlo simulations. For
a collection of IMC ground truth values {(s?i ,H

?
i )}i∈J1,IMCK

and their respective estimates {(ŝi, Ĥi)}i∈J1,IMCK, the capa-
bility of GHetA-HGAMP to perform active user detection is
assessed by the false alarm rate (FAR)

FAR({s?i , ŝi}i∈J1,IMCK) =
1

NIMC

IMC∑
i=1

N∑
n=1

1(sn,i < ŝn,i),

(71)

the missed detection rate (MDR)

MDR({s?i , ŝi}i∈J1,IMCK) =
1

NIMC

IMC∑
i=1

N∑
n=1

1(sn,i > ŝn,i),

(72)

and the user error rate (UER)

UER({s?i , ŝi}i∈J1,IMCK) =
1

NIMC

IMC∑
i=1

N∑
n=1

1(sn,i 6= ŝn,i).

(73)

The quality of its channel estimation is assessed by the
normalized mean squared error (NMSE)

NMSE({H?
i , Ĥi}i∈J1,IMCK) =

∑IMC
i=1 ‖H

?
i − Ĥi‖22∑IMC

i=1 ‖H
?
i ‖22

. (74)

In order to compare the performances of our GHetA-HGAMP,
we consider the following benchmark of GAMP-based algo-
rithms, forming the state-of-the-art methods for AUDaCE with
Bayesian compressed sensing (BCS).
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A. Benchmark

a) ISA-HGAMP (based on [18], [34]): This instance of
HGAMP corresponds to the algorithm originally described in
[34] but with a slight modification to allow activity detection as
in [18]. To do so, we have considered, as in [17], a Bernoulli-
Gaussian prior for the channel coefficients so that

fH(H) =

N∏
n=1

K∏
k=1

(
(1− qn)δ(hnk) + qnCN (hnk;µh, τh)

)
(75)

where

∀n ∈ J1, NK , qn = αn/(αn + βn). (76)

The log-likelihood ratios for this HGAMP become

LLRn = log
αn

αn + βn
+ log φ0,n − log

βn

αn + βn
− log φ1,n

(77)

that will be used for activity detection. This ISA-HGAMP does
not account for any activity correlation.

b) State Evolution for ISA-HGAMP (see [34], [36],
[37]): Assume K = 1. State evolution (SE) accurately tracks
the asymptotic mean squared error (MSE) of a (H)GAMP
estimator ĥ(y) at iteration t with the following recursion

τr(t+ 1) = τw +
N

M
MSE(r(t), h) (78)

where

r(t) = h+ wr(t) given

{
h ∼ CNorm(0, τh),

wr(t) ∼ CNorm(0, τr(t))

(79)

and

MSE(r, h) = E[(ĥ(r)− h)2]. (80)

This SE can only be applied to (H)GAMP-based algorithms
with separable prior fh(h) =

∏N
n=1 fh(hn). Hence, it is

not applicable to GHetA-HGAMP since h does not have a
separable prior because of the correlated activity induced by
the copula structure (see Sec. III). The derivation of SE is a
rather involved task, making not straightforward its extension
to GHetA-HGAMP.

However, we choose to add SE for ISA-HGAMP to our
benchmark in order to demonstrate that it is not adapted to
GHetA. Hence, the NMSE produced by SE is going to be
compared with the NMSE of the other algorithms.

More precisely, we have implemented the following variant
of SE taken from [37]

τr(t+ 1) = τw +
N

M
MSE(r(t),h) (81)

with

r(t) = h+wr(t) given

{
h ∼ CNorm(0K , τhIK),

wr(t) ∼ CNorm(0K , τr(t)IK)

(82)

and

MSE(r,h) =
1

K
E[‖ĥ(r)− h‖22]. (83)

TABLE III
SIMULATION PARAMETERS FOR THE BENCHMARK

Parameter = Value Description
IMC = 10000 # of Monte-Carlo iterations
Imax = 100 # of HGAMP iterations

Isamples = 100 # of samples for the integration
G = 64 # of groups
S = 4 # of sensors per group
N = 256 # of sensors
M = 128 # of OFDM symbols
K = {1, 2, 4, 8} # of antennas at the AP
X = xn ∼ CNorm(0N×1,

1
M IN ) identification sequences

(αn, βn) = (0.3, 0.7) Beta distribution’s parameters
ρg = {0.0, 0.1, . . . , 1.0} correlation within each group

SNR = 1/(Mτw) = {0, 4, 8, 12, 16, 20} dB signal-to-noise ratio

The main difference between (81) and (78) is that (81)
accounts for scenarios with multiple antennas, as in (2). Hence,
this SE (81) is the particular case of the one given in [37] when
the antennas are independent.

The computation of E[‖ĥ(r)−h‖22] is done in the following
way. First, sample from the distribution of r and h. Then
compute the minimum mean squared error (MMSE) estimator
using

ĥ(ri(t)) ,
1

1 + exp(−LLRn)

(
µhτr(t)1K + τhri(t)

τh + τr(t)

)
.

(84)

Finally, average over the samples to approximate the expecta-
tion as

E[‖ĥ(r)− h‖22] '
1

Isamples, SE

Isamples, SE∑
i=1

‖ĥ(ri)− hi‖22. (85)

c) GSA-HGAMP [32]: For the simulations, the activity
probability of the group g will be identified to

qg =
1

Sg

N∑
n=1

αn

αn + βn
(86)

which consists in computing the average of the ratios as a
proxy for the group activity probability.

d) GHomA-HGAMP [21]: The average activity proba-
bility of sensors belonging to the same group is assumed to
be the same and defined as

α̃g =
1

Sg

N∑
n=1

αn

αn + βn
and β̃g = 1− α̃g. (87)

e) GHetA-HGAMP: It is the algorithm introduced
in this paper. Different from GAMP, GSA-HGAMP and
GHomA-HGAMP, it can deal with more general dependence
and correlation structures, still introduced at the level of
the activity probability that affects the state correlation as
explained in Sec. III.

B. Relative performances of GHetA-HGAMP

a) Description of scenarios: The scenarios consist in
simulated transmissions based on Sec. II with the GHetA
model described in Sec. III. The settings for the simulations are
given in Tab. III and suggests a GHetA model with underlying
Gaussian correlation as described in Sec. III-C. The group
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Fig. 6: NMSE and UER of the HGAMP algorithms w.r.t. the SNR, the number of antennas and the group correlation.

correlations {ρg}Gg=1 are identical across the groups and will
be denoted by ρ. The beta distribution parameters have all
been chosen to be (α, β) = (0.3, 0.7), leading to an average
activity rate per UE of 30%. Given a simulated Y = Y ,
each benchmark algorithm performs AUDaCE. This process
is repeated IMC times.

The goal of the simulations is to assess the gains of the new
GHetA-HGAMP w.r.t. algorithms tailored for limited forms
of correlated states (independent, identical, homogeneous).
Henceforth, we vary the activity correlation regime through
the parameter ρ from a low correlation regime (ρ = 0) to a
high correlation regime (ρ = 1).

b) General comments on the results: The obtained results
can be read from Figs. 5 and 6.

The Fig. 5 gives the general trend of the UER and NMSE for
each benchmarked algorithms. For these two metrics, we see

that in a rather low (ρ = 0.2) and high (ρ = 0.8) correlation
regimes, the worst performing algorithm is GSA-HGAMP.
On the opposite, GHetA-HGAMP performs the best in all
regimes. In between, we respectively find the remaining
GHomA-HGAMP, ISA-HGAMP and its SE.

The Fig. 6 plots the UER and NMSE against the SNR, the
number of antennas K and the group correlation ρg for a fixed
set of system parameters.

The plots on the left of Fig. 6 show the impact of the
correlation on the algorithm performances. For low corre-
lation regimes (ρ ∈ [0, 0.5]), the dominant algorithms are
ISA-HGAMP and GHetA-HGAMP; for the intermediate cor-
relation (ρ = 0.5), ISA-HGAMP, GHomA-HGAMP and
GHetA-HGAMP have similar NMSE with less than 2 dB dif-
ference and quasi-identical UER (and hence FAR and MDR)
difference; for high correlation regimes (ρ ∈ [0.5, 1]), the dom-
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inant algorithms are GHomA-GAMP and GHetA-HGAMP.
The central plots of Fig. 6 illustrates the impact of the

number of antennas on the performances in a very correlation
regime. If there is a visible gap for K ∈ {1, 2, 4} between
ISA-HGAMP and the pair GHomA/GHetA-HGAMP, it van-
ishes at K = 8. This suggests that having a sufficiently high
number of antennas can compensate for the lack of information
on the correlation structure. It is explained by the fact that
having independent antennas leverages the channel spatial
diversity to reduce the uncertainty on the users’ states leading
to a better channel estimation.

Finally the right plots of Fig. 6 shows the classical per-
formances evolution with the SNR. It confirms that the noise
level does not affect the previous analysis regarding the relative
ranking of each algorithm’s performances.

c) Analysis: First, the results validate the capability of
GHetA-HGAMP to perform AUDaCE for the whole range
of activity correlation by achieving the best (or near the best)
performances. The reasons the other algorithms cannot achieve
such universality are the following.

For GSA-HGAMP, its poor performances for the simulation
model comes from the fact it enforces binary group detection,
i.e. that all UEs belonging to the same group will be jointly de-
tected all active or inactive, with no possibility of intermediate
decision. Such behavior results in a dramatic degradation of
the FAR and MDR. For this particular scenario, each group of
UEs is assumed by GSA-HGAMP to be active with probability
0.3, and so 0.7 to be inactive. This gives GSA-HGAMP
more opportunities to incorrectly detect inactive users. This
is confirmed by looking at the UER of Figs. 5 and 6.

For ISA-HGAMP, the algorithm only accounts for indepen-
dent activity by design. Hence, when it performs AUDaCE
on a received signal Y generated by independent UEs, the
estimation and detection assumptions are fully met, leading
to the lowest FAR, MDR, UER and, as a direct consequence,
NMSE. On the other hand, when estimation and detection are
performed based on a received signal issued by correlated
UEs, the algorithm does not exploit this side information
and still assumes the UEs to be independent. In the full
correlation regime (ρ = 1), Fig. 6 shows that the UER of
ISA-HGAMP is distant by an order of magnitude to the UER
of GHomA-HGAMP and GHetA-HGAMP. It follows a severe
degradation of the NMSE with a loss of 10 dB.

In the meantime, GHomA-HGAMP suffers from the reverse
problem. It was designed assuming homogeneity within groups
of UEs; in other words, UEs belonging to the same group
will have the exact same state distribution. Hence, for the
chosen simulation model (which is based on (33) and (34))
and for ρ > 0, GHomA-HGAMP will treat the received signal
as if it were issued with ρ = 1. This justifies its dominant
performances alongside GHetA-HGAMP when ρ increases.

Note that if the states are independent (ρ = 0),
GHomA-HGAMP, still perform worse than ISA-HGAMP and
GHetA-HGAMP since the group structure (number of groups
and group sizes) is still known to GHomA-HGAMP. Simi-
larly to GSA-HGAMP, it enforces the group structure to be
preserved while detecting users, with the difference that only

TABLE IV
SIMULATION PARAMETERS FOR THE ROBUSTNESS STUDY OF

GHETA-HGAMP TO BIASED CORRELATION

Parameter = Value Description
IMC = 1000 # of Monte-Carlo iterations
Imax = 100 # of GAMP or HGAMP iterations

Isamples = 100 # of samples for the integration
G = 32 # of groups

∀g ∈ [G], |Gg| = 8 # of sensors per group
N = 256 # of sensors
M = 128 # of OFDM symbols
K = 2 # of antennas at the AP
X = xn ∼ CNorm(0N×1,

1
M IN ) identification sequences

(αn, βn) = (0.3, 0.7) Beta distribution’s parameters
ρg and ρ̃g = {0.0, 0.2, 0.4, 0.6, 0.8, 1.0} model and mismatched group correlations

their posterior activity probability will be identical, allowing
for different states within the groups.

Considering SE for ISA-HGAMP, we must be careful in the
interpretation of the results. One can see that its performances
are globally close to GHetA-HGAMP, no matter the correla-
tion regime. When the correlation is small, ISA-HGAMP and
its SE follow the same trajectories as GHetA-HGAMP. This
is an expected behavior since SE has been derived assuming
separable, and so independent, channel priors. However when
the correlation becomes high, it can be seen from the central
and right plots of Fig. 5 and the left plots of Fig. 6 that SE
has comparable performances to GHetA-HGAMP. This is in
fact a consequence of the simulation framework. Since it is
not possible to run SE on correlated data, the performance
were computed on an ISA model with similar activity probility
than the correlated one. The ISA model being favorable to
SE, it is then normal to observe good performances for high
correlation regime. In the meantime, SE is supposed to track
the NMSE of ISA-glshgamp. This is the case for the low
correlation regime, but not for the high one. Hence, SE fails
in its NMSE prediction, demonstrating that the importance of
the hypothesis of separable channel prior.

We thus see that accounting for general form of correlation
structure with GHetA-HGAMP leads to significant improve-
ments, not only in the estimation and detection performances
for single scenarios, but also in the capability to flexibly
and efficiently address AUDaCE with all possible correlation
regimes.

C. Robustness of GHetA-HGAMP to biased correlation

a) Description of scenarios: Another interesting aspect
to study is the robustness of GHetA- HGAMP to mismatched
or biased correlation coefficient. With the parameters described
in Tab. IV, we simulate different instances of the GHetA
model for different activity correlations ρ and AUDaCE is
performed with GHetA-HGAMP. However, the correlation
given to the algorithm is replaced by a different one, denoted
by ρ̃. AUDaCE is thus performed with partial knowledge of
the ground truth activity structure, since the groups remain
known, as well as the Beta distribution parameters.

b) General comments of the results: The obtained results
can be read from Tab. V. For all the scenarios, we see that
choosing the algorithm’s correlation identical to the ground
truth one, always allows to achieve near the best performance.
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TABLE V
PERFORMANCES OF GHETA-HGAMP FOR DIFFERENT PAIRS OF TRUE

AND MISMATCHED CORRELATIONS.

(A) FAR

FAR(ρ, ρ̃) 0.0 0.2 0.4 0.6 0.8 1.0

0.0 6.97e − 03 7.44e− 03 8.61e− 03 1.11e− 02 1.43e− 02 2.01e− 02

0.2 1.10e− 02 9.04e− 03 8.93e − 03 9.93e− 03 1.17e− 02 1.55e− 02

0.4 1.48e− 02 9.98e− 03 8.60e − 03 8.64e− 03 9.48e− 03 1.14e− 02

0.6 1.80e− 02 1.05e− 02 8.09e− 03 7.36e − 03 7.54e− 03 8.15e− 03

0.8 2.08e− 02 1.08e− 02 7.11e− 03 5.92e− 03 5.58e − 03 5.78e− 03

1.0 2.32e− 02 1.02e− 02 6.13e− 03 4.49e− 03 3.84e− 03 3.73e − 03

(B) MDR

MDR(ρ, ρ̃) 0.0 0.2 0.4 0.6 0.8 1.0

0.0 2.43e − 02 2.49e− 02 2.81e− 02 3.40e− 02 4.04e− 02 5.20e− 02

0.2 4.06e− 02 3.34e− 02 3.13e − 02 3.26e− 02 3.59e− 02 4.17e− 02

0.4 5.74e− 02 3.85e− 02 3.24e− 02 3.05e − 02 3.06e− 02 3.23e− 02

0.6 7.28e− 02 4.39e− 02 3.26e− 02 2.79e− 02 2.60e− 02 2.49e − 02

0.8 8.67e− 02 4.73e− 02 3.18e− 02 2.45e− 02 2.11e− 02 1.90e − 02

1.0 1.01e− 01 4.87e− 02 2.99e− 02 2.14e− 02 1.68e− 02 1.39e − 02

(C) UER

UER(ρ, ρ̃) 0.0 0.2 0.4 0.6 0.8 1.0

0.0 1.22e − 02 1.27e− 02 1.45e− 02 1.80e− 02 2.21e− 02 2.97e− 02

0.2 1.99e− 02 1.64e− 02 1.56e − 02 1.67e− 02 1.89e− 02 2.33e− 02

0.4 2.75e− 02 1.85e− 02 1.57e− 02 1.52e − 02 1.58e− 02 1.77e− 02

0.6 3.44e− 02 2.05e− 02 1.54e− 02 1.35e− 02 1.31e − 02 1.32e− 02

0.8 4.06e− 02 2.17e− 02 1.45e− 02 1.15e− 02 1.02e− 02 9.74e − 03

1.0 4.65e− 02 2.17e− 02 1.33e− 02 9.53e− 03 7.72e− 03 6.76e − 03

(D) NMSE [DB]

NMSE(ρ, ρ̃) 0.0 0.2 0.4 0.6 0.8 1.0

0.0 −1.72e + 01 −1.71e+ 01 −1.65e+ 01 −1.55e+ 01 −1.45e+ 01 −1.32e+ 01

0.2 −1.47e+ 01 −1.57e+ 01 −1.59e + 01 −1.56e+ 01 −1.50e+ 01 −1.41e+ 01

0.4 −1.31e+ 01 −1.49e+ 01 −1.57e+ 01 −1.58e + 01 −1.57e+ 01 −1.52e+ 01

0.6 −1.20e+ 01 −1.43e+ 01 −1.56e+ 01 −1.63e+ 01 −1.64e + 01 −1.63e+ 01

0.8 −1.11e+ 01 −1.39e+ 01 −1.57e+ 01 −1.68e+ 01 −1.73e+ 01 −1.75e + 01

1.0 −1.04e+ 01 −1.37e+ 01 −1.59e+ 01 −1.74e+ 01 −1.83e+ 01 −1.88e + 01

On the contrary, the worst performances are systematically
achieved when the mismatch is the largest.

c) Analysis: The comments above show that when there
is a correlated activity (ρ > 0), it is always desirable to have
ρ̃ = ρ to achieve the best performance. More interestingly,
when the true correlation becomes moderate (ρ ≤ 0.5), it is
also useful to set a non-zero correlation (ρ̃ ≤ 0.25), even if
the value does not match the true correlation. Indeed, we see
in Tab. V that when GHetA-HGAMP assumes independent
UEs (ρ̃ = 0) the obtained metrics are the worst. For instance,
the minimum differences in NMSE between ρ̃ = 0 and any
other value ρ̃ > 0 are respectively 1.8 dB, 2.3 dB, 2.8 dB
and 3.3 dB for ρ ∈ {0.4, 0.6, 0.8, 1.0}. Since ISA-HGAMP is
equivalent to GHetA-HGAMP with ρ̃ = 0, one can conclude
it is better to use GHetA-HGAMP with any ρ̃ > 0 rather than
ISA-HGAMP, even if ρ̃ 6= ρ. This situation would arise, for
instance, if only an inaccurate estimation of ρ is available at
the AP.

VI. CONCLUSION

This work introduced a GHetA model to describe the
activity patterns of UEs with application to IIoT networks.
The proposed model leverages the copula theory enabling a

powerful framework to describe general dependence structure
between the activity states.

The AUDaCE problem has then been studied under the
GHetA model for single-carrier NOMA. The study of the
corresponding inverse problem is done within the BCS frame-
work. We first proposed a BP algorithm which takes into
account the graphical model induced by any GHetA model.
The BP algorithm is approximated deriving an instance of
the HGAMP algorithm, named GHetA-HGAMP. Even if the
algorithm is applied in the context of IIoT, its scope of
application includes any inverse problem with correlated signal
sources. The numerical comparison with state-of-the-art BCS
algorithms for AUDaCE has demonstrated the capacity of
GHetA-HGAMP to leverage the dependence structure of the
activity states of the UEs with significant improvement in the
metrics of interest (NMSE, FAR, MDR, UER). It has also been
shown that knowing the true correlation level improves the
estimation and detection capabilities. Generally, we showed
that for a wide range of parameter combinations (number
of antennas, SNR, correlation), GHetA-HGAMP is a suitable
choice to perform AUDaCE.

For scenarios when this information is not available, the
estimation of the copula dependence structure remains an open
problem. Also, understanding and deriving state evolution for
GHetA-HGAMP seems to be a quite difficult problem, due
to the non-separable and non-identically distritued channel
coefficients.

APPENDIX A
STATE CORRELATION WITH LATENT VARIABLES

Consider the random system

q ∈ [0, 1]N → s ∈ FN (88)

where ∀n ∈ [N ], sn | qn = qn ∼ Bern(qn). Then, for
(n, n′) ∈ [N ]2 and i ∈ {n, n′}, the following equalities hold
for the expectation

E[si] = Eqi [Esi [si | qi]] = E[qi], (89)

the variance

V[si] = Eqi [Esi [s
2
i | qi]]− E[si]2 = E[qi](1− E[qi]), (90)

and the expected cross-product

E[snsn′ ] = Eqn,qn′ [E[snsn′ | qn, qn′ ]] (91)
= Eqn,qn′ [Esn [sn | qn]Esn′ [sn′ | qn′ ]] (92)
= E[qnqn′ ]. (93)

Together, they lead to

Cor[sn, sn′ ] =
E[snsn′ ]− E[sn]E[sn′ ]√

V[sn]V[sn′ ]
(94)

=
E[qnqn′ ]− E[qn]E[qn′ ]√

E[qn](1− E[qn])E[qn′ ](1− E[qn′ ])
(95)

which is also equal to

Cor[sn, sn′ ] =
Cor[qn, qn′ ]

√
V[qn]V[qn′ ]√

E[qn](1− E[qn])E[qn′ ](1− E[qn′ ])
. (96)
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APPENDIX B
STATE CORRELATION WITH GROUP-HOMOGENEOUS

ACTIVITY

Let g ∈ [G], (n, n′) ∈ G2
g and i ∈ {n, n′}. Given (89), (90)

and (92) and the statistical properties of the Beta distribution,
we have

E[si] =
αg

αg + βg
, (97)

V[si] =
αgβg

(αg + βg)2
, (98)

E[snsn′ ] =
αgβg

(αg + βg)2
1

1 + αg + βg
+

(
αg

αg + βg

)2

. (99)

Substituting (97), (98) and (99) in (95) gives (12) in Sec. II-B3.

APPENDIX C
STATE CORRELATION WITH GROUP-HETEROGENEOUS

ACTIVITY

Let (n, n′) ∈ [N ]2 and i ∈ {n, n′}. Given (89), (90)
and (92) and the statistical properties of the Beta distribution,
we have

E[si] =
αi

αi + βi
, (100)

V[si] =
αiβi

(αi + βi)2
(101)

and where E[snsn′ ] depends on the choice of fq. Substituting
(100), (101) and (92) in (95) gives (22) in Sec. III-A2.
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