
HAL Id: hal-04537563
https://inria.hal.science/hal-04537563

Submitted on 8 Apr 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Bayesian Optimisation for Quality Diversity Search
With Coupled Descriptor Functions

Paul Kent, Adam Gaier, Jean-Baptiste Mouret, Juergen Branke

To cite this version:
Paul Kent, Adam Gaier, Jean-Baptiste Mouret, Juergen Branke. Bayesian Optimisation for Quality
Diversity Search With Coupled Descriptor Functions. IEEE Transactions on Evolutionary Computa-
tion, 2024, pp.1-1. �10.1109/TEVC.2024.3376733�. �hal-04537563�

https://inria.hal.science/hal-04537563
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


1

Bayesian Optimisation for Quality Diversity Search
with coupled descriptor functions

Paul Kent, Adam Gaier, Jean-Baptiste Mouret and Juergen Branke

Abstract—Quality Diversity (QD) algorithms such as the Multi-
Dimensional Archive of Phenotypic Elites (MAP-Elites) are a
class of optimisation techniques that attempt to find many high
performing points that all behave differently according to a user-
defined behavioural metric.

In this paper we propose the Bayesian Optimisation of Elites
(BOP-Elites) algorithm. Designed for problems with expensive
coupled fitness and behaviour functions, it is able to return a QD
solution-set with excellent performance already after a relatively
small number of samples. BOP-Elites models both fitness and
behavioural descriptors with Gaussian Process surrogate models
and uses Bayesian Optimisation strategies for choosing points
to evaluate in order to solve the quality-diversity problem. In
addition, BOP-Elites produces high quality surrogate models
which can be used after convergence to predict solutions with
any behaviour in a continuous range.

An empirical comparison shows that BOP-Elites significantly
outperforms other state-of-the-art algorithms without the need
for problem-specific parameter tuning.

Index Terms—Quality-Diversity, Bayesian Optimisation

I. INTRODUCTION

Optimisation algorithms are ubiquitous in science, engi-
neering, and research and typically attempt to find the best
feasible solution for a given objective function. In recent years,
a new class of optimisation problems has emerged, called
Quality Diversity (QD) optimisation. In QD settings, alongside
a solution’s objective performance, solutions exhibit some
behavioural characteristics or descriptor values which map
solutions on to a low dimensional descriptor space. These de-
scriptors are selected because they are of interest to a decision
maker, providing an informative way to distinguish between
solutions. By requiring a search algorithm to return points
well distributed in descriptor space, we develop a solution set
that is meaningfully diverse and provides insights about the
best possible objective performance depending on the point
in descriptor space. This process of gaining information on
the relationship between a solution’s descriptors and the best
achievable objective value is referred to as illumination in QD
literature [1].

One compelling argument for incorporating QD search in
design tasks is that it enables the decision-maker to leverage
their expertise when selecting the final solution. This approach
makes it possible to consider criteria that are difficult to encode
in an objective function, such as aesthetics or manufacturing
ease. By using a QD search, the decision-maker can find a set
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of high-quality starting designs that exhibit varied characteris-
tics, allowing them to refine the design manually while taking
into account their expert knowledge of additional factors that
are challenging to quantify.

Interest in QD research has rapidly grown since the in-
troduction of the Multi-Dimensional Archive of Phenotypic
Elites (MAP-Elites) algorithm [1] that has wide reaching ap-
plications in high dimensional domains and exhibits excellent
performance with relatively low computational cost.

Unfortunately, candidate solutions for many real-world
problems can only be evaluated a few hundred times. For
instance, Jiang et al. [2] described a proof-of-concept that
leverages MAP-Elites to search for novel nanoparticles. They
used a “robot chemist” to mix liquids autonomously and they
evaluate both the features and the fitness of candidate solutions
with a spectrometry analysis of the produced nanoparticles:
Each of these automated chemistry experiments takes about
12 minutes which forced Jiang et al. to keep the total number
of fitness function evaluations below 500 for each experiment
(4 days). By contrast, most QD experiments are currently
performed with a budget of at least 100,000 evaluations (often
more, e.g., [1], [3], [4], [5], [6]). Similarly to chemistry,
optimisation problems that involve fluid simulation [7] or real
robots [8] are typically too expensive or too slow to use more
than a thousand calls to the fitness function. The Surrogate As-
sisted Illumination (SAIL) algorithm [7] drastically improves
sample efficiency by using a Gaussian Process (GP) surrogate
model of the objective function. In contrast to MAP-Elites,
which provides its final archive of observed points as a solution
set, SAIL offers a prediction based on its surrogate model.
Surrogate-Assisted Phenotypic Niching (SPHEN) [9] expands
upon SAIL by additionally modelling expensive descriptor
functions using GPs, thus making it suitable for use with
expensive descriptors, or those that can only be evaluated at
the same time as an expensive objective function.

In this study, we present BOP-Elites, a Bayesian optimiza-
tion (BO) algorithm tailored for Quality-Diversity problems1.
Like SPHEN, BOP-Elites employs GP surrogate models to
represent both objective and descriptor landscapes. However,
in contrast to prior research, our method applies a Bayesian
Optimisation framework by continuously optimising an acqui-
sition function using sequential point selection, which enables
a principled and efficient search strategy with unparalleled
sample efficiency. Furthermore, BOP-Elites utilises a struc-
tured archive for retaining high-performing observations and

1A preliminary paper outlining the basic idea for BOP-Elites was released
on arXiv in 2020 by the authors in [10]
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ultimately delivers a solution set of observed points, akin to
the MAP-Elites method.

Inspired by the SAIL methodology, we additionally explore
the ‘illumination’ capabilities of BOP-Elites by evaluating the
quality of the surrogate models at the end of the run. We
further show that surrogate models built by BOP-Elites can
be used to ‘upscale’ a solution archive, i.e., use the surrogates
trained when building a lower resolution archive to fill a higher
resolution archive with high performing predictions.

The key contributions of this paper are as follows:
• The first principled Bayesian Optimisation algorithm for

Quality-Diversity Optimisation with expensive coupled
objective and descriptor functions2.

• An extension of the well known Expected Improvement
[11] acquisition function for the QD case and, more
generally, to the problem of optimising sub-regions of
a search-space modelled with a single Gaussian Process.

• A method for ‘upscaling’ is proposed, using the surrogate
models built while solving a QD problem with few
regions for approximating a solution to a QD problem
with many regions.

• A thorough experimental comparison is provided, show-
ing BOP-Elites performance against the state-of-the-art
QD algorithms.

II. PROBLEM DEFINITION

Given a box-constrained, d dimensional search domain
X ⊂ IRd,a real-valued objective function f(x) : X → IR
and descriptor function b(x) : X → IRm. The value of
y = f(x) is the performance of the solution while b(x)
describes some high level characteristics in an m dimensional
descriptor space. While descriptor functions themselves need
not be bounded in principle, bounds mark areas of behavioural
interest. For each descriptor bi, human decision makers specify
a-priori a set of Ni partitions within the dimension of each
descriptor i. By subdividing each descriptor dimension, we
form |R| =

∏m
i=1Ni regions in descriptor space with distinct

combinations of behavioural qualities.
A simple example would be having two descriptor functions

each with two partitions. Suppose we wish to manufacture
a part made with a combination plastic polymer, our search
domain is the space of different plastics, the performance
metric is the life-span of the part under use and the descriptors
are observed both during manufacturing and after testing. b1
is the color of the resultant polymer and has two region labels
‘Mostly Blue’ and ‘Mostly Red’. b2 measures the electrical
conductivity of the part and has two labels ‘Low conductivity’
and ‘High conductivity’. This leads to |R| = 4 regions with
the interpretable labels R1: ‘Mostly Blue, High Conductivity’,
R2: ‘Mostly Blue, Low Conductivity’, R3: ‘Mostly Red, High
Conductivity’ or R4: ‘Mostly Red, Low conductivity’.

To highlight the distinctions between Quality-Diversity and
other optimisation methods, it is essential to recognize that
there is no universally ‘better’ color, as preferences vary

2’While surrogate-assisted methods exist that implement BO acquisition
functions, the point selection mechanism used by these algorithms deviates
from BO methodology’

depending on the decision-maker. Similarly, a manufacturer
may desire a material with either conductive or insulating
properties, depending on its intended application. The descrip-
tors here are not treated as objectives to be optimized, but
dimensions over which to generate diverse solutions.

In this paper, we explore two types of problems distin-
guished by the characteristic of the descriptor functions. In the
simpler case, the descriptor functions can be evaluated inde-
pendently of the objective and are assumed cheap to evaluate.
We refer to this as a decoupled descriptor function. In the more
general and more challenging case, the descriptor functions
are either themselves expensive and black-box, having no
analytical form, or coupled to an expensive objective and may
only be observed at the same time. Either of the latter cases
require modelling the descriptors, and for simplicity we refer
to them both as coupled descriptor function case. The goal is
to perform QD optimisation [12] in as few function evaluations
as possible, that is, to find the set S∗ = {e∗1, ..., e∗|R|} of
optimal solutions within each achievable predefined region in
descriptor space, with

e∗r = arg max
x

f(x) s.t x ∈ X, b(x)→ r,

where by “b → r” we mean that the descriptor values b
place the solution in region r. Solution sets are evaluated using
the Quality Diversity score (QDS) [1], which is the sum of
performances of the obtained observations,

QDS =

|R|∑
r=1

f(er). (1)

When an algorithm is unable to find any solution for a
region, er may be empty for some r. In this case, it scores
some minimum value, often 0, for all unobserved regions.
An additional scoring metric, used in surrogate-assisted QD
methods which build representative models of the objective
function, is a predicted Quality Diversity Score. When an
algorithm predicts the value of elite points ê, the quality of
such predictions is the true QDS value of the predicted points:

QDSp =

|R|∑
r=1

f ′(êr) (2)

f ′(êr) =

{
f(êr) if b(x)→ r

0 otherwise

In other words, if region membership is mispredicted, i.e.,
a solution is proposed with a predicted region membership
which, when evaluated, turns out to be false, the value of this
solution is set to 0, or a contextually meaningful lower bound.

III. RELATED WORK

A. Quality-Diversity Algorithms

QD has its origins in the field of evolutionary computation
where, when searching for a single global optimum, maintain-
ing genetic diversity is important to avoid premature conver-
gence and to escape local optima [13]. In QD, however, we
are not seeking diversity over the search space but searching
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for diversity in descriptor space. In other words, QD wishes
to solve many different optimisation problems simultaneously,
where each problem is defined over a shared problem space
and solved in a behaviourally diverse way.

QD algorithms such as Novelty Search with local compe-
tition (NSLC) [14] and MAP-Elites [1] return a set of high
performing solutions. The solution set returned by MAP-Elites
is an example of a structured archive, a grid of points where
each bin in the grid stores a solution for a region in descriptor
space. By contrast, NSLC returns an unstructured archive, a
population of points of fixed size that sequentially compete,
being replaced by points that improve diversity or performance
of the population.

The QD problem is similar, but different to other classes
of optimisation problems where evolutionary algorithms have
been successful:
• In multimodal optimisation, one is looking for several

local optima in the search space, but there is only the
objective function (no descriptors that define separate
partitions, the partitions are implicitly defined by the
location of local optima).

• In multi-objective optimisation, one is looking for several
solutions with different trade-offs in objectives. Objec-
tives have to be optimised simultaneously, but there are
no pre-defined partitions in descriptor space.

• In multi-task optimisation, several related optimisation
problems have to be solved simultaneously. Our problem
setting could be framed as multi-task optimisation, where
each task is to find the best solution belonging to a
particular region of descriptor space, i.e., all tasks have
the same objective and search space but different complex
constraints (descriptor regions).

• In constrained optimisation, there are usually just two cat-
egories, feasible and infeasible solutions, and we would
like to find the best feasible solution. But identifying the
best solution in a particular region of descriptor space
could be seen as a constrained optimisation problem,
where the region boundaries are the constraints.

QD is a vibrant field of research with recent applications
in game level design, [15], urban design, [16], constrained
optimisation [17], robotics [3], [18], [19], [20] and the design
of nanomaterials [2]. There are many real world situations
where producing a diverse set of high performing solutions
may be desirable and with such rapid development in the field
[21], the range of applications for such algorithms is likely to
increase.

A variety of algorithms have been proposed for QD search,
and [12] provides a good overview. In the following, the focus
is on the algorithms most relevant to our work, namely MAP-
Elites, SAIL, and SPHEN. Table I compares the use-cases and
outputs from the various algorithms considered in this paper.

B. MAP-Elites

Many modern approaches to QD take place in the context
of the MAP-Elites framework [1]. An initial set of points are
evaluated on the objective and descriptor functions, the best
point in each region is considered an ’elite’ and is stored in

TABLE I
COMPARISON OF FEATURES OF QD ALGORITHMS COMPARED IN THIS

PAPER, HIGH DIMENSIONALITY IMPLIES > 20 PARAMETERS.

Use-Cases Map-Elites SAIL SPHEN BOP-Elites
Coupled-Descriptors X X X
High dimensional X X

Output Map-Elites SAIL SPHEN BOP-Elites
Observed archive X X X X
Prediction Map X X X

the archive. Elite points are randomly selected as parents from
the archive and combined to produce children that are then
evaluated. If a child outperforms the elite for its region in the
archive, or is the first individual in that region, it becomes the
new elite in that region. This relatively simple yet powerful
approach provides good coverage over the regions and finds
high-performing points when given a sufficient budget.

C. Bayesian Optimisation

Bayesian Optimisation (BO) is an optimisation approach
for expensive black-box functions, see, e.g., [22] for an intro-
duction. The general idea of BO is to start with some initial
design points obtained e.g. by Latin Hypercube Sampling,
then build a surrogate model of the objective function that not
only allows to predict the quality of any solution candidate,
but also provides a confidence measure for this prediction.
This information is then iteratively used to decide which
solution candidate to evaluate next, and to update the surrogate
model. Point selection is performed by optimising a so-called
acquisition function, a mathematically motivated heuristic that
balances exploration and exploitation. While this means that an
inner optimisation problem has to be solved in every iteration,
this is only based on the quick-to-evaluate acquisition function,
whereas BO exhibits a very good sample efficiency in terms
of the often very expensive objective function.

The most widely used BO surrogate model, and the one
implemented in BOP-Elites, is the Gaussian Process (GP)
model [23]. Assuming the latent function f(.) is smooth and
continuous, it may be modelled with a GP, meaning for any
finite set of observed data pairs τn = {(x1, y1), ..., (xn, yn)},
Xn = {x1, ..., xn}, Yn = {y1, ..., yn} this function is mod-
elled as a multivariate Gaussian random variable. Assuming
a prior mean function m(x), the function value f(x) at an
unobserved point can be predicted with posterior mean and
variance

IE [f(x)|τn] = µ(x) = m(x) +K∗K
−1(Y −m(x)) (3)

var(f(x)) = s20 = K>∗∗ −K∗K−1K∗ (4)

where K is the kernel, or covariance, function. K∗ =
K(x,Xn), K−1 = K(Xn, Xn)−1 and K∗∗ = K(x, x). While
many kernels exist, throughout this paper we use the Matérn
5/2 kernel in the BOP-Elites algorithm:

k(x, x′) = σ2
f

D∑
d=1

[(
1 +

√
5r

`d
+

5r2

3`2d

)
exp

(
−
√

5r

`d

)]
(5)
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The kernel has D + 1 free parameters which must be
estimated from the data; D characteristic length-scales `d
which encode the importance of the correlation in dimension
d for the similarity in f and signal variance σ2

f which sets the
maximum covariance for the process.

This derivation is for the modelling of deterministic smooth
functions and therefore does not include a meaningful noise
term but an adaptation to noisy functions is straightforward.
GP regression is covered in depth in the influential book [23].

Key to BO algorithms is the acquisition function (sometimes
called infill criterion), a calculation performed on the posterior
distribution, which attempts to predict the value of sam-
pling new points in the input space. Examples include upper
confidence bound (UCB), probability of improvement (PI)
[24], Expected Improvement (EI) [25], [11] and Knowledge
Gradient (KG)[26]. In the following we present UCB and EI
in more detail, as they will be used later on.

The UCB algorithm was first developed for the multi-armed
bandit problem and implemented as a Bayesian acquisition
function in [27]. It attempts to minimise regret by choosing
to value points as the upper limit of a confidence bound using
the posterior mean µ(x) and standard deviation s0 defined as

UCB(x) = µ(x) + βs0. (6)

The parameter β controls how highly to value reducing
posterior uncertainty and therefore can be considered an
exploration parameter.

Expected Improvement (EI), which we adapt for BOP-
Elites, is a very popular acquisition function as it is both
powerful and relatively simple to implement. Consider some
candidate point x and µ(x) the posterior predicted valuation
of x from our GP model. EI chooses the point for sampling
that will maximise the improvement over our current best per-
forming observation {x∗, y∗}, i.e., the point x that maximises

EI(x) = E [max(f(x)− y∗, 0)] . (7)

This may be calculated in closed form [11], [25]

EI(x) = (µ0 − y∗)Φ
(
µ0 − y∗

s0

)
+ s0φ

(
µ0 − y∗

s0

)
, (8)

where Φ and φ are the standard cumulative normal and
density functions, µ0 and s0 are the posterior mean prediction
and standard deviation at x from the GP. EI suggests points
that have a high probability of yielding improvement either
because the surrogate model predicts an improvement with
high certainty or because a point has high uncertainty that
could yield a high positive value.

D. Surrogate Assisted Illumination (SAIL) algorithm

Surrogate-assisted approaches have shown promise in ac-
celerating problems which are both high-dimensional and
expensive [28], [29].

The Surrogate Assisted Illumination algorithm (SAIL) [7]
is a QD algorithm that attempts to leverage the power of a GP
surrogate model of the objective landscape. SAIL performs
MAP-Elites using Upper Confidence Bound (UCB) as an
objective function on the surrogate model. The underlying idea

is to attempt to build a good model of the objective function,
then use it to predict elites. Once complete, SAIL outputs a
predicted elite for each region, and a model of the objective
function which may provide additional insights. SAIL does
not model the descriptor space and instead assumes that
solution descriptors can be quickly and accurately obtained,
independent of objective function evaluations.

SAIL was the first approach to use surrogate models and
ideas from BO to enhance the performance and increase
sample efficiency of MAP-Elites [30]. While MAP-Elites is
effective, it typically takes many observations to reach a high
performing solution. SAIL uses the evolutionary algorithm
approach of MAP-Elites on the cheap-to-evaluate surrogate
model, with the UCB function evaluated on the GP as the
objective function. This approach explores points with high
objective performance and high variance and generates both a
set of predicted elites and a GP that illuminates the relationship
between performance and behaviour in a meaningful way.
SAIL has been primarily applied as a tool for exploration in
search spaces where simulations or experiments are expensive,
such as aerodynamic design and materials science [31], [30],
[32], [9], [33].

E. Surrogate-assisted Phenotypic Niching

The general framework introduced by SAIL for using
surrogate models to assist QD has been adapted to predict
descriptors along with objectives [9] in order to find solutions
with specific behaviours and as a component in a larger
generative design process that is iteratively applied to narrow
in on promising design spaces [32], [28].

SPHEN builds upon SAIL by modelling the descriptor space
with a separate GP surrogate model. SPHEN uses the posterior
mean of the GP to predict the region in descriptor space a so-
lution is likely belonging to, and accepts the prediction taking
no account of the uncertainty in the model. This allows the
algorithm to predict region membership and implement SAIL
where the descriptors are expensive and coupled. SPHEN
does not directly drive exploration in the descriptor/phenotype
space, instead it updates its descriptor model indirectly through
the observations gained using SAILs acquisition function over
the objective.

F. Deep model based methods

The state of the art for QD optimisation includes deep
neural network (DNN) based methods such as Deep Surrogate
Assisted MAP-Elites (DSA-ME) [28], and Deep Surrogate
Assisted Generation of Environments (DSAGE) [34]. These
methods have applications in high dimensional, complex do-
mains such as generating human-robot interaction scenarios
[35] and optimising warehouse layout for multi-robot ware-
housing systems [36]. DNN methods typically require large
datasets to perform well, with GP methods requiring an order
of magnitude less. This makes Deep model based methods
unsuitable for expensive domains and highlights a key benefit
of the current work. Table II provides a comparative overview
of dataset sizes and dimensions used in recent studies within
this field, DNN based methods are highlighted gray.



5

Fig. 1. A visualisation of the BOP-Elites algorithm

TABLE II
A COMPARISON OF PARAMETERS AND EVALUATIONS OF RECENT WORK

Approach n parameters n evals
SAIL [31] [30] 10, 16 1000
SPHEN [9] 16 1024
BOP-Elites 10 1250
DSA-ME [28] 180 10,000
SAG-HRI [35]1 1024 10,000
MRCD-LD [36]2 432, 4224 10,000
DSAGE [34] 256, 896 100,000

G. Bayesian Optimisation for Quality-Diversity

While the SAIL algorithm utilises UCB, a BO acquisition
function, to search for the best points to sample, its selection
criterion departs from traditional BO methodology. In the
acquisition step, SAIL fills an acquisition map with points
that score highly on the UCB function before randomly
selecting points from this acquisition map to evaluate on the
true objective function. This selection process induces the
possibility of randomly selecting a point from a region for
which there is no real improvement to be found. Traditional
EI, by contrast, attempts to compare the improvement a point
provides to the objective function and selects the point for
which there is the highest improvement.

In practice, EI often outperforms UCB in direct comparisons
[37], [38] and while the performance of the UCB algorithm
can be affected by parameter β, EI has no parameters to tune.
These arguments provide compelling justification for creating
a principled implementation of EI for QD.

IV. BOP-ELITES ALGORITHM

BOP-Elites is a model-based Bayesian optimisation algo-
rithm for QD problems. It is designed to work with an expen-
sive black-box objective function f(x) and coupled descriptor

1Surrogate Assisted Generation of Human-Robot Interaction Scenarios
2Multi-Robot Coordination and Layout Design for Automated Warehousing

function b(x) which we assume can be suitably modelled with
a GP. BOP-Elites attempts to identify the single next point to
sample that will provide the greatest expected improvement to
the QDS. First, BOP-Elites builds GP surrogate models of y
and, when the descriptor function is coupled to the objective
function, each bi. At each iteration, it will use its acquisition
function to search the model for the next point to be sampled.
After each function evaluation, we update our models and
attempt to increase the value of our solution set. The algorithm
proceeds until the search budget has been exhausted. The
general flow of the algorithm is visualised in Fig. 1.

As seen in Algorithm 1, BOP-Elites is initialised with a set
of n0 points Sobol sampled [39], [40] from X . Following
[11], we take that number to be 10 times the number of
dimensions of the problem. The objective and descriptor
functions are evaluated at each initial point and stored as a
list of observations, the data D = {xi, yi, bi}ni=1. We store
‘elites’ Ŝ = {e1, .., e|R|} in an archive, as in MAP-Elites, this
is updated whenever a new point is sampled that performs
better than the existing elite in the corresponding region.

A. BOP-Elites Acquisition Function

1) Predicting region membership: We propose an extension
to the expected improvement acquisition function tailored to
quality-diversity search. The simplest approach would be to
calculate the expected improvement for each region inde-
pendently and take the highest one. However, this requires
identification of the specific region to which a given point
belongs, which may be computationally expensive.

This issue is critical since region membership — and hence,
which elite we should compare against — must be predicted
and comparison to the wrong elite will mis-value a point. BOP-
Elites attempts to solve this issue by building surrogate models
of the descriptor space and calculating the posterior probability
P(x ∈ r|D) of a point belonging to region r.

As behavioural descriptors are evaluated by m descriptor
functions, we fit m GPs using our observed data and make
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m predictions using the posterior mean positions b̂(x) =
{b̂1(x), ..., b̂m(x)} and variances s(x) = {s1(x), ..., sm(x)}
along each of the descriptor dimensions using Eqns. 3 and 4.
Regions are formed by intersecting partitions across descriptor
dimensions and the probability of a given point x lying within
a partition Pj,r in dimension j that forms part of region r is
calculated as:

P(bj(x)→ Pj,r) = Φ

(
b̂j(x)− UB

sj(x)

)
− Φ

(
b̂j(x)− LB

sj(x)

)
,

(9)
where Φ is the posterior CDF of a uni-variate Gaussian and

LB and UB are the lower and upper bounds for partition
Pj,r. Therefore, the likelihood of belonging to any given
region is determined as the product of the individual partition
probabilities. Assuming independence of the descriptors, we
get the following:

P(x→ r|D) =

m∏
j

P(bj(x)→ Pj,r) (10)

2) Calculating Expected Improvement when there is no
elite: A second issue implementing EI [11] arises as calcu-
lating EIr, the Expected Improvement for a specific region,
requires comparing our posterior mean performance of a point
µ0 to the value of the current elite f(êr) in our solution
archive.

EIr(x) = E [max(µ0 − f(êr), 0)] (11)

= (µ0 − f(êr))Φ

(
µ0 − f(êr)

s0

)
+ s0φ

(
µ0 − f(êr)

s0

)
(12)

We propose to compare all regions, including those without
an observed point. Given that an empty region contributes
nothing to the QDS of our archive, it seems sensible to assume
that the elite performance of an empty region is zero. This
means that BOP-Elites will value empty regions highly and
this will drive region-filling behaviour as BOP-Elites is an
improvement-greedy strategy.

3) Expected Joint Improvement of Elites: Combining the
above, we can calculate the region-specific EI which returns
the expected improvement over the elite in region r weighted
by the posterior probability that it is in competition with that
elite.

The proposed Expected Joint Improvement of Elites (EJIE)
acquisition function, outlined in Algorithm 2, takes the sum
of these values for all regions to predict the improvement the
point x will provide to our current solution archive.

EJIE(x) =

|R|∑
i=1

P(x→ ri|D)EIri(x). (13)

This is similar to the approach proposed for constrained
Bayesian Optimisation (CBO) in [41] where the region bound-
aries are constraints. The key difference is that CBO is looking
for a single optimal value given some constraints while QD

attempts to identify the optimal value for each of a set of
non-overlapping constrained regions.

Eqn. 13 gives high valuations to points that are likely
to provide large improvements to the QDS. The predefined
regions force the algorithm to search in areas of the input do-
main that single-objective optimisation would ignore, naturally
diversifying the solution set. The posterior models provided
by BOP-Elites furthermore provide insightful illumination of
the search space, offering the opportunity for prediction of
behavioural quality and objective performance at any point in
the input domain with quantifiable confidence bounds.

BOP-Elites can be easily adapted for use with decoupled
descriptors, where descriptors are cheap to evaluate and can
be queried at any time with no appreciable cost. In this case the
region membership is known and the P(x→ r|D) in Eqn. 13
becomes a delta function for the given region.

In the following sub-section, we address difficulties with
the EJIE acquisition function for QD problems and propose
further adaptations to the algorithm.

B. Optimisation of the acquisition function

Optimisation of the acquisition function is performed using
pattern search (or direct search) [42] over the acquisition func-
tion, with a number of restarts. This derivative free technique
can be used to optimise acquisition functions which are not
continuous everywhere [43], [44], which is the case for QD if
descriptor values are known due to the way the acquisition
function compares improvement over region-specific elites,
making it only piece-wise continuous. The result from each
optimisation run is added to a list of candidate points and
the best point of these is evaluated on our true function.
As the surrogate model of descriptor functions improves —
and therefore posterior uncertainty over region membership
reduces — the boundaries between regions become sharper
and approximate the discontinuities of the instance above.
The acquisition value, can jump dramatically at the boundary
between regions, causing problems for continuous optimisers.
As well as using direct search, and in order to avoid issues with
getting stuck in local optima, BOP-Elites attempts to identify
a large number of diverse starting points in each iteration.

C. Initial Diverse Points

Using Sobol Sampling over X and evaluating each solution
on the descriptor surrogate with the posterior mean descriptor,
we predict region membership for each point in the sample.
The points are evaluated on the EJIE acquisition function
- comparing only against the elite indicated in the region
prediction - and then ranked. The best performing points
predicted to be from unique regions will become the initial
restart points for local optimisation along with a number of
randomly selected points. The idea here is that we start each
optimisation round from promising points well distributed in
descriptor space. The optimisation process is detailed in the
pseudo-code for Alg. 1 and Alg. 2.
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D. Slow down of convergence with hard to reach regions

Some regions of the descriptor space may be hard to reach
because they are very small. It makes sense for an algorithm
to spend time seeking out these regions as they contribute both
to the diversity of the solution set and the total QDS, but how
can we tell the difference between such a region and one that
is in fact unreachable?

Our experimental setup, using MAP-Elites style discrete
regions, makes this a very difficult task as the GP surrogate
gives non-zero probability to neighbouring descriptor values.
As we get close to a discrete boundary in continuous space
that probability will increase to nearly 0.5 of the posterior
probability, even if the GP is well trained with indicative
points. Even if the neighbouring region is not reachable, then
the calculated expected improvement will be large leading to
a huge over-valuation of a point on the boundary of reachable
space.

In order to tackle this problem, we introduce a cut-off value
to the probability which means that EJIE becomes

EJIE+(x) =

∑|R|
i=1 ρ(x→ ri)EIri(x)∑

ρ
(14)

ρ(x ∈ ri) =

{
P(x→ ri|D) if P(x→ ri|D) > ω

0 otherwise
.

The idea here is to ignore regions in our calculations that are
too unlikely to be the region of the considered solution candi-
date. The cutoff value ω has an initial value of 1

(number of regions)
which should be easily surpassed by any region we wish to
consider when our GP is initialised with a sufficient number of
well distributed points. We expect our confidence in the model
to increase as we take more observations, so we introduce

ω =
1

2

(
2

R

)γ
, γ =

√
10d

(α− 2β + t)
(15)

where α is the mis-specification count, i.e., the number of
times the algorithm incorrectly attributes more than 50 percent
of the acquisition value to a single region which, when
evaluated, is a misprediction in descriptor space. β is the over-
specificity value, the number of times the algorithm is unable
to find any expected improvement due to excluding too many
regions. β therefore increases whenever the optimisation step
returns no value in any candidate points. This quantity has the
desirable property of being 1

n when the algorithm starts, due
to the initial budget being 10d, and as t → ∞, γ → 0 and
therefore ω → 1

2 . See Algorithm 2 line 6-7.

E. Dealing with invalid points

For many real-world problems, there are regions of the
search space that for various reasons do not produce a valid
performance or descriptor evaluation. In this work we tried to
take the approach that SAIL did, which is to assume that non-
convergence is a cheap result and we can essentially treat such
events as having no real cost. In this way, if BOP-Elites fails
to receive a successful evaluation of a point, it will move on
to the next candidate point, or search the acquisition function
for an alternative.

This performed very poorly in our early experiments as
BOP-Elites searches for points it predicts are high performing
and unless it is able to reduce the predicted performance of
a point it will continue to suggest it. We thus model validity
directly via means of an extra classifying GP or, in our case,
a Support Vector Machine (SVM). We chose the latter due
to the experimental assumption that NaNs (a Not-a-Number
error from the simulator), or invalid points, are cheap or free
to evaluate and SVMs work well with a large number of data
points, with low computational overhead.

In addition to classification we implement the Platt scaling
method [45] to produce a probability estimate for feasibility
Pfeas(x). We weight our acquisition value by the probability
of being valid. so we now have

EJIE(x)++ = EJIE(x)+Pvalid(x). (16)

The modelling of validity becomes active when the first
invalid point is found, otherwise BOP-Elites uses EJIE(.)+

as default.

F. Extending BOP-Elites to work with many regions

While BOP-Elites returns a solution archive filled with
evaluated solutions as the final output, SAIL, a surrogate
assisted algorithm, returns a Prediction Map (PM) [31] as a
final output, which is created by running MAP-Elites over
the final posterior mean GP surrogate model. The idea then
is to use the rich models generated by the algorithm for
predictions in all regions, even when there are many more
regions than evaluations in the budget. BOP-Elites is designed
for coupled descriptor functions, in which case we additionally
model descriptor functions. This introduces the possibility of
region mis-prediction, i.e., predicting that a point maps to a
certain region which, when evaluated on the true descriptor
functions, turns out to be incorrect. In the case of mis-
prediction a solution contributes no value to the QDS. When
our surrogate models are not accurate, we expect a severe
drop in performance due to mis-predictions. BOP-Elites will
produce two results:

1) A solution archive made of observed points
2) A Prediction Map.
Prediction Maps: Throughout the optimisation process, the

performance of the algorithm is reliant on the quality of the
surrogate models. Analysing the quality of the underlying
models can be useful in seeing how the algorithm is perform-
ing, and one way of doing so is through a PM. A PM uses the
surrogate models to predict elites for all regions, including
those not visited. PMs are created by performing MAP-
Elites over the surrogate models where the value function is
chosen to find the best points without exploration. In SAIL’s
original formulation, as the descriptor values are known, the
performance measure used to generate the PM is simply the
posterior mean of the objective GP and the recommended point
for any region r should be the posterior mean maximal point
for each region:

êr = arg max
x

[µ(x)|b(x)→ r] . (17)
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In the coupled descriptor case we must also predict values
for the descriptor. The method implemented in the original
SPHEN algorithm is to assume the descriptor GPs are correct
and accept the region predicted by the posterior means. In
this work we refine this value by acknowledging that nei-
ther SPHEN nor BOP-Elites actively control exploration of
descriptor space, except by virtue of search for high objective
performance. In this case we adapt Eqn. 17 as:

êr = arg max
x

[
µ(x)P(b̂(x)→ r)|b̂(x)→ r)

]
, (18)

where we multiply the posterior predicted mean value by the
probability of x being in the region and b̂(x)→ r is the region
indicated by the mean of the posterior descriptor models.

G. Upscaling of archives

One interesting unexplored potential of the PM approach
is that while a structured archive imposes a discretisation
over the descriptor space, the models learned throughout the
optimisation process are continuous. This allows us to use
points collected during a coarsely discretised solution archive
to build a rich model of the underlying functions and predict
solutions for a much more finely discretised solution archive.
We call this process ’upscaling’.

A key difference between previous surrogate assisted meth-
ods and BOP-Elites is the way they balance exploration and
exploitation. SPHEN uses a tunable parameter β to weight to-
wards variance reduction, which leads to early model-building
behaviour3. By contrast BOP-Elites is improvement greedy
which means it fills regions starting from the highest per-
forming regions first. As BOP-Elites takes many observations
in a concentrated area, the underlying models can suffer until
BOP-Elites gradually moves away from the higher performing
regions. As SPHEN reduces posterior variance early, it leads
to a good early model.

A good early model is desirable for BOP-Elites, as the qual-
ity of predictions and therefore performance of the algorithm
depend on the model. In this case, we propose to utilise the
region filling behaviour of BOP-Elites as a tool.

1) Initial Upscaling: As BOP-Elites is improvement
greedy, when the number of regions far exceeds the search
budget, BOP-Elites will focus on sampling in high-performing
regions. While this will maximise the immediate return, it can
lead to local clustering of evaluations, see Fig. 11A, and miss
exploring nearly the entirety of the rest of the space, which
is likely to affect model quality. As BOP-Elites is excellent at
filling regions with high performing points, we first give it the
task of filling a coarsely discretised solution archive, say a two
dimensional descriptor space of 52 regions, [5, 5]. BOP-Elites
will fill these regions, creating diversity over the descriptor
space due to how spread out the regions are. Once BOP-Elites
has either filled the regions or has spent a small budget, twice
the number of regions, we increase the discretisation to the
original resolution, leveraging the now improved model. This
initial phase of BOP-elites, Algorithm 1 line 5-6, improves

3In this paper we present results where the β has been tuned, but incorrectly
specified β can lead to poor results.

the early prediction models (See Fig 12) and improves the
surrogate models aiding the optimisation process throughout.

2) Upscaling to higher resolution: As the number of points
a Gaussian Process model can feasibly handle is limited due to
computational complexity and numerical issues, QD problems
with higher resolution solution archives are infeasible for
surrogate based methods to process naively. Whilst possible
solutions may include sparse GPs, inducing points etc., in
this work we take a simple approach to make predictions
for higher resolution solution archives from optimised lower
resolution solution processes. The idea here is to take the full
observation set from a 25 × 25 solution (both the elite set
and the observation set used in the optimisation) and make
continuous predictions from the GP to fill a higher resolution
grid. We present the results of these efforts in the following
sections.

Algorithm 1 BOP-Elites Pseudo-code
Initialization:

1: Sample initial dataset D0 = {X0, Y0,b0}
2: Elite points in each region enter solution archive, S
3: Build Objective and Descriptor surrogate models f̂(.), b̂(.)

Optimization Loop:
4: while n < Nmax do
5: if S is full or n > 2|R|init then
6: upscale archive
7: Find Xd, diverse initial points . by IV-C
8: for x in Xd do
9: compute EJIE+(x) . Algorithm 2

10: sample xn at arg max(EJIE+(x))
11: if f(xn) > f(êb(xn)) then
12: êb(xn) = xn

13: update posterior models with xn, f(xn), b(xn)
14: n = n+ 1
15: end while
16: Return: Elites

Algorithm 2 EJIE+ Acquisition Function

1: Inputs: x, f̂(.), b̂(.), ω
2: b̂(x)→ r̂x . predict region membership from posterior

mean
3: for r in R do
4: EIr

(
x, f̂r(.), êr

)
. by Eqn. 11

5: Pr = P(x ∈ r|D) . by Eqn. 10
6: if Pr < ω then
7: Pr = 0 . remove region if probability < ω as

Section IV-D
8: Normalise probabilities
9: EJIE+=

∑
r PrEIr

10: return EJIE+

V. EVALUATION METHODOLOGY

We compare BOP-Elites against state-of-the-art QD algo-
rithms on a number of benchmarks designed to simulate
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problem settings with interesting properties, including invalid
solutions, different dimensionality, and either 1 or 2 descrip-
tor functions. We measure performance by the QDS of the
solution archive and when evaluating PMs we observe the
true values of the recommended points, the QDSp of the PM,
attributing a default low valuation for contributions from mis-
specified points in the coupled descriptor case.

A. Benchmark algorithms

BOP-Elites is designed for problems where descriptor func-
tions are coupled and assumed to be expensive. We compare
against 3 baselines: Sobol sampling, MAP-Elites and the state
of the art surrogate assisted method which is SAIL for the
decoupled descriptor case and SPHEN when the descriptors
are coupled functions.

Sobol sampling [39], [40] is a quasi-random number gen-
eration technique designed to sequentially generate a set of
points that converge to uniformity over the unit hypercube
as the number of samples t approaches infinity. While Sobol
sampling is not a Quality-Diversity algorithm per se, retaining
the best points found in each region can be employed to
construct a valid solution archive.

We use MAP-Elites [3] with uniformly sub-partitioned
descriptor dimensions. In our experiments we use Gaussian
mutation with mutation step size σ = 0.1 and 50 children per
generation, no crossover and the population is the set of elites
in the archive.

For problems with decoupled descriptor functions, we com-
pare against the SAIL algorithm [7] which builds a surrogate
model of the objective with exactly the same specification as
BOP-Elites’ GPs using the BOTORCH [46] framework — see
the next section - and runs MAP-Elites over those GP’s with
the same setup as standalone MAP-Elites, as above, except
that it uses the UCB function as the objective. This function
has a user-defined parameter β, and we have optimised it at
β = 3.7 which performed well across all region numbers and
best, on average, across domains.

SPHEN is an implementation of SAIL, with all the same
settings, that additionally models the descriptor values with a
surrogate model as described in Section III-E.

B. Experimental configuration

BOP-Elites uses a noise-free GP model implemented in
BOTORCH using a Matérn 5/2 kernel with standardised ob-
jectives and normalised search inputs. The Matérn 5/2 kernel
frequently serves as a default kernel in BO due to its compu-
tational efficiency and balance between capturing smoothness
and complexity. We use the pattern search optimiser by PY-
MOO in the search step with default settings and a maximum
budget of 100 generations or 1000 evaluations. BOP-Elites
has one parameter which may benefit from problem specific
tuning; the number of restarts per iteration in the optimiser.
Rather than fine-tuning this, we chose a naive setting of 10
restarts for the 10× 10,25× 25 and 50× 50 solution archives,
increasing this budget is almost certain to further improve the
performance of BOP-Elites. We compare BOP-Elites with a
small budget of observations against MAP-Elites at different

observation budgets. As MAP-Elites generates 50 children per
generation each 1000 observations equate to 20 generations.

Our results compare BOP-Elites performance based on both,
the observed solution archive and the value of the predicted
map. We chose to limit the number of observations for BOP-
Elites to 1000 for the 10× 10 and 1250 for the 25× 25 and
50 × 50 archives due to the computational time of making
predictions from the Gaussian process at high observation
count. 1250 is double the number of regions in the 25 by
25 structured archive and was sufficient to find a very strong
solution. For the 50 × 50 archive, BOP-Elites does not have
sufficient budget to create a good solution but we include
these results to show a failure case which can be resolved
by upscaling.

C. Benchmark functions

For testing, we use a range of artificial problems that
simulate some of the challenges found in real-world problems.
We also test the PARSEC airfoil optimisation as example of
a close-to-real-world problem. The following provides a short
summary of the test problems used, more details can be found
in Appendix A

1) Synthetic Gaussian Process problems: We generate re-
alisations of a single output, 10 dimensional input, Gaussian
Process model with predefined lengthscale, for both objective
and each descriptor function.

The benefit of generating functions from GPs is that we can
create an infinity of unique functions quickly and efficiently
without concern for model mismatch with the GP surrogate
model. Lengthscales are chosen uniformly at random from 0.1
to 1 and algorithms are compared on functions generated from
the same seeds.

2) Mishras Bird function: Mishras Bird function is a
standard optimisation benchmark [47]. We define 2 simple
descriptor functions: B1(x) = −x1, B2(x) = −x2.

Whilst being low dimensional, the problem exhibits an
interesting property as there is a small region that vastly
outperforms the rest of the domain in terms of function value.

3) Robot Planar Arm: This well-known QD benchmark
problem [3] is a simulation of a planar robot arm with an
n = 4 dimensional unit hypercube [0, 1]4 as decision space
and two descriptor functions.

This problem simulates the ability of a robot arm to reach
feasible regions in a 2d plane while minimising the standard
deviation of the position of the individual joints.

4) Rosenbrock 6d: The Rosenbrock function [48] is a rela-
tively smooth function in 6 dimensions. We used 2 descriptor
functions with the form

B1(x) =
1

2
(x1 + x2), B2(x) = (x3 − 1)2

5) PARSEC: 2D Aerofoil optimisation problem: This is a
well known and well studied problem in engineering. We used
the 10 dimensional PARSEC representation of the parameters
[49]. This problem has also been the key benchmark of
previous SAIL papers. The PARSEC domain features invalid
regions, for which the adaptations in Section IV-E were
implemented.
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D. Coupled and decoupled functions

All benchmark functions may be evaluated either with
coupled or decoupled descriptor functions. In the coupled case
the behaviours may only be observed alongside the objective,
which is assumed to be expensive. Decoupled descriptors are
assumed to be cheap and able to be evaluated independent of
the expensive objective.

VI. EMPIRICAL RESULTS

We present tables of summary statistics from 100 experi-
ments for each algorithm. In the top rows of a results table
we compare the performance of the evaluated solutions in
the archive of algorithms after 1000 function evaluations in
the 10x10 case or 1250 function evaluations for the 25x25
and 50x50 case. Besides the evaluated solution archives we
generate PMs, which are generated as in Section IV-F and
measured as the true value of the points suggested as in Eqn.
2. In the bottom rows we show the performance of MAP-Elites
and Sobol sampling after 50,000 evaluations. Highlighted cells
indicate the best value found among all solutions. Grey cells
indicate the best mean results, statistically tested above a
99% confidence level with a t-test. In cases where the same
algorithm generates both an observed and a predicted result,
and neither of these results significantly outperforms the other,
we only denote the result that exhibits the highest mean
performance.

A. Coupled descriptors

1) Synthetic Gaussian Process functions - coupled: Ta-
ble III contains results from experiments on synthetic GP
functions with 1 generated descriptor function. As each ran-
dom seed produces a unique objective and feature function,
we normalise the performance (against the best score found
by all algorithms) for each seed and take the average. BOP-
Elites significantly outperforms all other algorithms even if
those use much higher function evaluations. SPHEN appears
to converge to a sub-optimal score and this is because it
fails to fill all available regions, particularly in the 10 region
case. Fig. 2 shows both SPHEN and BOP-Elites increase in
QDS value quickly, with BOP-Elites improving quickest and
converging at an optimal value. Synthetic GP benchmarks help
to eliminate the problem of model mis-specification for surro-
gate based methods and this showcases the potential of BOP-
Elites in ideal conditions. While SPHEN is also a surrogate
based method it struggles to achieve optimal performance and
examination of the returned values show that it sometimes
struggles to reach all the regions.

2) Mishras Bird function - coupled: In Table IV and Fig. 3,
we see strong early performance of BOP-Elites for both pre-
diction map solutions (10x10 and 25x25). This is exactly as we
would expect with a smooth and well behaved combination of
objective/descriptor functions. BOP-Elites clearly outperforms
other methods in the final stages, and the better points found
by BOP-Elites enable an improvement in the PMs. We notice
two things in the performance of the BOP-Elites PM: The
error is lowest at 700 function evaluations before increasing
again, we also notice an increase in the Standard Error of

TABLE III
FINAL QDS ON THE 10D SYNTHETIC BENCHMARK WITH COUPLED

DESCRIPTOR FUNCTIONS. ALGORITHMS ON THE TOP USE 1000/1250
FUNCTION EVALUATIONS FOR RESPECTIVE ARCHIVE SIZES. ALGORITHMS

AT THE BOTTOM USE 50K FUNCTION EVALUATIONS.

QDS: 1d. 10 1d. 25
Mean S.E. Mean S.E.

BOP-Elites 1.00 0.000 1.00 0.0005
SPHEN 0.73 0.007 0.88 0.0052

BOP-Elites-PM 1.00 0.000 0.99 0.0023
SPHEN-PM 0.76 0.008 0.88 0.0052
MAP-Elites 0.63 0.011 0.72 0.0087

MAP-Elites 50K 0.93 0.005 0.97 0.0091
Sobol 50K 0.81 0.009 0.76 0.0103

Fig. 2. Convergence of BOP-Elites in comparison to Map-Elites, SOBOL
and SPHEN on the synthetic GP problem with a 1d 25 region archive. We
normalise the performance of the algorithms for each seed before taking the
mean over 100 experiments.

the PM performance. While the error is relatively small, this
unusual behaviour is almost certainly due to the way BOP-
Elites is focusing on visiting high performing points and not
on reducing the uncertainty of the model, in particular in the
descriptor predictions.

Another intriguing observation is the impressive early per-
formance of SOBOL-sampling in this domain, surpassing
that of SPHEN. This outcome can be primarily attributed
to the smooth, flat behaviour across the function, with value
distribution being even throughout the domain. As a result,
effective performance can be achieved simply by covering the
input space, an aspect that SOBOL excels at in two dimensions
where the input also serves as the descriptor.

BOP-Elites demonstrated remarkable efficiency in achieving
full coverage, finding a solution in each region, at both
resolutions. Conversely, SPHEN’s observation set achieves
95% coverage on average and this contributes to its lower
archive score. This underperformance in region coverage is
not an isolated issue, as it is likely to have a knock-on effect
on the quality of the surrogate model, and subsequently, the
performance metric score.

3) Robotarm - coupled: Table V summarises results on
the robotarm benchmark problem. BOP-Elites returns the best
solution archive for the 10x10 and 25x25 solution archive
and much better than even MAP-Elites with 50k evaluations.
Figure 5 shows BOP-Elites has excellent early performance
that slows between 600 and 900 evaluations before accel-
erating. This is likely where BOP-Elites is refining the ω
value used to focus its search and filter out unreachable
regions. The excellent end performance indicates that BOP-
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TABLE IV
FINAL QDS ON THE MISHRA 2D BENCHMARK WITH COUPLED

DESCRIPTOR FUNCTIONS.

QDS: Mishras Bird 10x10 25x25
Mean S.E. Mean S.E.

BOP-Elites 13776.18 0.45 79973.29 1.186
SPHEN 13762.26 3.87 68587.21 237.02

BOP-Elites-PM 13776.55 0.28 79785.12 27.8
SPHEN-PM 13744.15 1.44 79552.95 0.81
MAP-Elites 11136.70 89.61 25473.58 196.45

MAP-Elites 50K 13666.59 1.63 79033.73 5.80
Sobol 50K 13710.03 1.08 79536.39 2.49

Fig. 3. Convergence of BOP-Elites in comparison to Map-Elites and SOBOL
for the Mishra Bird Function with 2 descriptor dimensions and a [25 × 25]
solution archive. BOP-Elites rapidly finds a near optimal solution.

Fig. 4. These plots show an indicative result for a single solution archive
of 25x25, x and y axis are descriptor dimensions: (left) BOP-Elites finds a
near-optimal solution and explores all regions after 1250 observations. (centre)
After 10,000 observations, MAP-Elites is only starting to fill all regions and
find high-quality solutions. (right) MAP-Elites, with 200k total observations,
achieves a near-optimal solution set, surpassing BOP-Elites only after ∼ 100k
points.

Elites is also a good choice for QD problems with unreachable
regions. SPHEN doesn’t require any adaptations to handle the
unreachable regions in this domain and shows very good early
performance, but falls behind BOP-Elites towards the end of
the budget.

TABLE V
FINAL QDS ON THE ROBOT ARM 4D BENCHMARK WITH COUPLED

DESCRIPTOR FUNCTIONS.

QDS: robotarm 10x10 25x25
Mean S.E. Mean S.E.

BOP-Elites 85.14 0.00 500.12 0.1 1
SPHEN 84.48 0.68 464.41 8.485

BOP-Elites-PM 84.91 0.02 502.30 0.14
SPHEN-PM 83.49 0.17 451.07 0.26
MAP-Elites 50.27 0.69 140.10 1.31

MAP-Elites 50K 84.15 0.02 493.15 0.40
Sobol 50K 81.21 0.08 267.07 1.15

Fig. 5. Convergence on the Robot Planar Arm function with 2d coupled
descriptor space over a [25 × 25] solution archive. A comparison between
BOP-Elites and Map-Elites, SOBOL and SPHEN. BOP-Elites and SPHEN
model both objective and descriptor values. Lines represent mean performance
with the standard error around the mean.

TABLE VI
FINAL QDS ON THE ROSENBROCK 6D FUNCTION WITH COUPLED

DESCRIPTOR FUNCTIONS.

QDS: Rosenbrock6d 10x10 25x25
Mean S.E. Mean S.E.

BOP-Elites 152837.88 0.04 903547.61 2.27
SPHEN 151488.48 518.90 822086.93 8011.94

BOP-Elites-PM 152340.82 48.27 903327.12 4.20
SPHEN-PM 152450.18 48.27 896067.23 3.57
MAP-Elites 99826.52 970.44 254849.92 2708.37

MAP-Elites 50K 151674.80 18.31 899302.84 233.07
Sobol 50K 106240.71 188.91 543038.19 344.11

4) Rosenbrock 6d function - coupled: Table VI and Fig. 6
shows a comparison of BOP-Elites, SPHEN, MAP-Elites and
Sobol sampling for the Rosenbrock function with 6 input
dimensions. We again see dominant performance for BOP-
Elites and corresponding strong performance for the BOP-
Elites PM, with an interesting dip in the PM error at around
the 700 observations mark. At this point in the algorithm BOP-
Elites changes its behaviours from exploration (filling regions)
to exploitation (improving existing regions). As regions, by
definition, represent diversity, the PM is now not improving as
rapidly as the points found are no longer as useful in improving
the surrogate model.

Additionally, the performance of the BOP-Elites Prediction
Map now under-performs, on average, the observed solution
map towards the end of the budget. This appears to be due to
uncertainty over region membership at the boundaries leading
to occasionally suggesting a point that ends up being in a
region other than that predicted, leading to performance loss.

BOP-Elites consistently achieves perfect coverage, further
solidifying its superiority in this domain. We notice a similar
trend regarding the coverage of the SPHEN observation sets,
which achieves only 93% coverage.

5) PARSEC - coupled: For the PARSEC domain, which
contains invalid regions, Table VII shows once again that BOP-
Elites outperforms the other algorithms. This is unsurprising as
BOP-Elites is the only method capable of actively modelling
the infeasible regions. While we assume there is no penalty
for attempting to evaluate an invalid point, we note that,
for the coupled descriptor problem, BOP-Elites attempts to
make an average of 94 evaluations of invalid points, compared
with 362 for the SPHEN algorithm from a run of 1250
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Fig. 6. Convergence of BOP-Elites in comparison to Map-Elites and SOBOL
on the Rosenbrock 6d problem with a 2d coupled descriptor space and a
[25× 25] solution archive

TABLE VII
FINAL QDS ON THE PARSEC 10D DOMAIN WITH COUPLED DESCRIPTOR

FUNCTIONS.

QDS: PARSEC 10x10 25x25
Mean S.E. Mean S.E.

BOP-Elites 370.09 0.23 2206.10 1.96
SPHEN 361.21 1.63 1484.73 21.24

SPHEN - PM 369.15 0.61 1863.12 8.32
BOP-Elites - PM 370.08 0.17 2090.97 5.19

MAP-Elites 205.77 1.21 293.12 37.27
MAP-Elites 50k 333.54 2.21 2059.32 47.27

Sobol 50k 241.93 5.21 1341.07 34.21

points in the 25x25 case. BOP-Elites PM solutions under-
perform compared to the observed solutions. This is the result
of invalid regions in the region prediction step leading to
misclassification, which is due to the the effect of invalid,
unobservable, regions on model building. As this domain
closely models a real-world optimisation task, these results
provide an important confirmation of BOP-Elites’ efficacy and
ability to extend to problems with invalidity.

B. Decoupled Descriptors

For problems with decoupled descriptors, we compare
against the SAIL algorithm rather than SPHEN. BOP-Elites
is given the same budget as in the coupled descriptor case
but for the 10x10 and 25x25 problems it often converges to a
good solution early. PMs in this case are created with known
descriptor functions.

1) Mishra Bird function - decoupled: Table VIII shows
summary statistics for the Mishra Bird function with decou-
pled descriptors. BOP-Elites finds a near optimal solution

Fig. 7. Convergence of QDS for BOP-Elites in comparison to Map-Elites,
SOBOL and SAIL on the PARSEC problem with 2 coupled descriptor
functions, a [25× 25] solution archive.

TABLE VIII
FINAL QDS ON THE MISHRA 2D FUNCTION WITH DECOUPLED

DESCRIPTOR FUNCTIONS.

QDS: mishra problem 10x10 25x25
Mean S.E.. Mean S.E..

BOP-Elites 13778.69 0.04 80005.96 00.01
SAIL 13760.23 2.45 68587.44 51.98

BOP-Elites-PM 13778.68 0.01 79995.04 0.17
SAIL PM 13752.21 0.63 79561.09 1.21

MAP-Elites 11136.70 89.61 25473.58 196.45
MAP-Elites 50K 13666.59 1.63 79033.73 05.80

Sobol 50K 13710.03 1.08 79536.39 02.49

Fig. 8. Convergence of BOP-Elites in comparison to Map-Elites and SOBOL
on the Mishra Bird function with 2 decoupled descriptor functions over a
[25× 25] solution archive

(comparably closer to the optimal than in the coupled case).
Perhaps surprisingly SAIL does not appear to benefit much
from knowledge of the descriptor functions, meaning the
inability to keep up with BOP-Elites is likely related to SAILs
point selection mechanism, which selects randomly from the
acquisition map. BOP-Elites however produces a very different
quality of PM which keeps step with the observed solution set
as seen in Fig 8. This confirms that the drop in the coupled
performance observed earlier is indeed due to errors in the
descriptor models.

2) Robotarm - decoupled: In the decoupled descriptor case,
BOP-Elites does not need to actively model the reachability of
regions and this explains why we see such good performance.
We do not see the slow down in performance as in the coupled
case. As Table IX shows, in this domain the PMs perform
slightly better than their fully evaluated counterparts and BOP-
Elites performs best in all scenarios.

BOP-Elites once again achieves perfect coverage in this
domain, while SAIL achieves 99% coverage on average with
its observation set.

3) PARSEC - decoupled: Table X shows that BOP-Elites
again outperforms the other algorithms. Unlike in the coupled
case, the prediction maps for both BOP-Elites and SAIL
perform well and rapidly achieve a result good QDS score
in many regions. BOP-Elites attempts to make an average of
83 evaluations of invalid points, compared with 373 from the
SAIL algorithm from a run of 1250 points in the decoupled
case.

C. Upscaling Results

The following tables present results when performing ’Up-
scaling’ by using the surrogate model from a completed BOP-
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TABLE IX
FINAL QDS ON THE ROBOT ARM 4D FUNCTION WITH DECOUPLED

DESCRIPTOR FUNCTIONS.

QDS: robotarm problem 10x10 25x25
Mean S.E. Mean S.E.

BOP-Elites 85.17 0.001 504.30 0.020
SAIL 83.98 0.300 484.13 2.510

BOP-Elites-PM 85.17 0.001 505.10 0.005
SAIL - PM 84.42 0.216 499.39 0.120
MAP-Elites 50.27 0.690 140.10 1.310

MAP-Elites 50K 84.15 0.020 493.15 0.400
Sobol 50K 81.21 0.080 267.07 1.150

Fig. 9. Convergence of BOP-Elites in comparison to Map-Elites and SOBOL
on the 4d Robot Planar arm problem with 2 decoupled descriptor functions
and a [25× 25] solution archive

TABLE X
FINAL QD SCORE ON THE PARSEC 10D DOMAIN WITH DECOUPLED

DESCRIPTOR FUNCTIONS.

QD scores: PARSEC 10x10 25x25
Mean S.E. Mean S.E.

BOP-Elites 371.01 0.21 2207.42 1.17
SAIL 361.21 1.63 1832.77 12.31

SAIL - PM 369.52 0.51 1875.06 1.79
BOP-Elites - PM 371.51 0.17 2198.79 1.30

MAP-Elites 205.77 1.21 293.12 37.27
MAP-Elites 50k 333.54 2.21 2059.32 47.27

Sobol 50k 241.93 5.21 1341.07 34.21

Fig. 10. Convergence of QDscores for BOP-Elites in comparison to Map-
Elites, SOBOL and SAIL on the PARSEC problem with 2 white-box descrip-
tor functions, a [25× 25] solution archive.

(a) BOP-Elites, 1.25k (b) Sobol Sampling, 50k (c) Upscaled BOP-Elites, 1.25k

Fig. 11. Performance of a typical run of limited-budget BOP-Elites vs. Sobol
sampling and upscaling on the Mishra’s bird function.

Elites run optimising a 25x25 solution archive and predicting
solutions for a 50x50 solution archive. All results in this
section relate to coupled descriptor problems.

Recall that ’upscaling’ is neccesary because GP surrogate
based methods cannot naively handle enough observations to
fill a solution archive as large as 50x50. However, the results
in Table XI indicate that upscaling is a very effective method
for extending surrogate based methods to high resolution
problems. In each of the cases, both SPHEN and BOP-
Elites provide competitive PMs, with BOP-Elites providing
the best score of the PM methods. Interestingly, the Mishra
Bird Function domain is again dominated by Sobol sampling
methods for reasons discussed in the previous section.

Figure 11 compares a [50 × 50] solution archive from an
indicative run of BOP-Elites, a Sobol Sampling run with a
50k budget and an upscaled BOP-Elites solution. Fig. 11(a)
shows BOP-Elites is incapable of sampling each point of a
50x50 solution archive with its limited budget and therefore
does not fill all the regions, but focuses on filling high
performing areas first. In Fig. 11(b) Sobol sampling with
50k evaluations performs well in filling the regions with high
performing solutions, and in Fig. 11(c) BOP-Elites Prediction
Map upscaled from the 25x25 solution almost entirely fills
the solution map trained on only 1.25k observations achieving
99% of the best observed solution archive and outperforming
MAP-Elites with 50k observations. 2 missing regions appear
in areas of low performance

TABLE XI
A COMPARISON OF PERFORMANCE ON MULTIPLE BENCHMARKS GIVEN A
50× 50 SOLUTION ARCHIVE WITH THE ADDITION OF AN ‘UPSCALED’

25× 25 BOP-ELITES PM

QD score: 50x50 Mishra Robot Arm Rosenbrock 6d
Mean S.E. Mean S.E. Mean S.E.

BOP-Elites 1.49e5 48.27 986.79 1.51 1.60e6 157.31
SAIL 1.30e5 771.27 897.66 10.07 1.18e6 1.31e4

SAIL - PM 3.07e5 22.71 1643.03 1.13 3.27e6 7.24e4
BOP-Elites - PM 3.05e5 38.99 1016.16 9.10 2.93e6 9.20e4

MAP-Elites 3.08e4 182.98 195.78 1.07 3.18e5 1.21e4
BOP-upscaled 3.08e5 51.99 1764.56 5.51 3.33e6 3.10e4

MAP-Elites 50k 3.02e5 152.1 1742.00 7.78 3.24e6 6.79e4
Sobol 50k 3.10e5 8.05 267.07 1.15 1.75e6 618.10

VII. CONCLUSION

In this work, we proposed BOP-Elites, a Bayesian Optimi-
sation algorithm for quality diversity search, and formulated a
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novel acquisition function, EJIE+. We show that BOP-Elites
consistently and significantly outperforms MAP-Elites, SAIL
and SPHEN in both the coupled and decoupled descriptor
cases. We note that BOP-Elites is extremely sample efficient,
requiring far fewer observations than QD methods that do not
use surrogate models and outperforming all surrogate assisted
methods at the same budget when using the QD-score to assess
the solution archive. BOP-Elites consistently produces solution
archives with objective performance approaching optimality
where the search budget is sufficient to fill the solution
archives - our experiments suggest a budget of twice the
number of regions is sufficient in many cases - and additionally
produces surrogate models that can be leveraged to make
high quality Prediction Maps for solution archives with more
regions, a process we call upscaling.

BOP-Elites is the first Bayesian Optimisation, rather than
surrogate assisted, algorithm for QD problems and is able to
model both the objective and descriptor values. Looking to
the future, the BOP-Elites framework can be employed to test
other acquisition functions such as Knowledge Gradient [26],
Entropy Search [50], etc. BOP-Elites can be generalised to
working on noisy problems by implementation of an adapted
Noisy-Expected-Improvement [51], Knowledge Gradient, or
other suitable acquisition functions.

BOP-Elites outperforms our comparison algorithms in all of
the cases presented. These results include the PARSEC domain
which exhibits invalid regions and the robot arm problem
which features unreachable regions. BOP-Elites provides a
rapid improvement to its solution archive in the early stages,
filling the archive with high quality points drawn from high-
performing regions of the search space. This behaviour encour-
ages good coverage, filling empty regions, starting with the
high performing regions first. This is likely to be a desirable
trait of the algorithm, as in Fig. 9a, early stopping of the
algorithm, or a smaller budget will still produce exploration
of the high performing regions.

Our results show that BOP-Elites produces surrogate models
that can ‘upscale’, i.e., surrogates built for a solution archive
with few regions can be used to generate a solution archive
with many regions. This may be an interesting area of further
development if we were able to populate a coarse solution
archive with few observations and then actively refine the so-
lution archive in areas of interest, e.g., subdivide regions with
high density or high performance, spending more observations
in areas that prove the most useful.

In this work we use a uniform discretisation regime for the
solution archive. However, when dealing with a higher number
of behavioural dimensions, uniform discretisation typically
leads to an impractical increase in the number of distinct
regions. To mitigate this, Centroidal Voronoi Tessellation
(CVT) [4] is often used to limit the number of regions.
As a potential avenue for further investigation, BOP-Elites
could use a CVT archive, and a Monte Carlo estimator could
be implemented to estimate the probability of a solution
belonging to a given region. Additionally, we assumed in-
dependence of the descriptor functions. Future work could
explore whether modelling the descriptors with a joint GP
and numerically integrating the joint distribution would yield

better performance when the behaviours are highly correlated.
BOP-Elites slows down computationally in the prediction

step when the Gaussian Process is built with many points, but
this could be mitigated by the use of sparse GP techniques or
alternative surrogate models. Gaussian Processes are generally
considered to be ill-suited to high dimensional problems
(beyond 20 dimensions) but BOP-Elites could also utilise other
surrogate models to extend to much higher dimensions.

In addition to its strong performance, we consider BOP-
Elites a proof of concept for continuing exploration of
Bayesian Optimisation for QD problems and hope this work
shows that, while QD research tends to come from the field
of evolutionary computation, it is an interesting and rich area
of future research in future applications for surrogate based
methods and Bayesian Optimisation in particular.
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APPENDIX

A. Test problems

Below we provide details on the various test problems used
in our study.

1) Synthetic Gaussian Process problems: We generate a
single output, 10 dimensional input, Gaussian Process model
with a predefined lengthscale and take one realisation of
the posterior Gaussian Process as a deterministic objective
function for testing. We are able to generate both objective and
one or more descriptor functions this way, combining them to
create multidimensional descriptor spaces.

The benefit of generating functions from GPs is that we can
create an infinity of unique functions quickly and efficiently
without concern for model mismatch with the GP surrogate
model. Lengthscales are chosen uniformly at random from 0.1
to 1 and algorithms are compared on functions generated from
the same seeds.
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2) Mishras Bird function: Mishras Bird function is an
optimisation benchmark [47] with the following analytical
form : ]]]

f(x1, x2) = A+B + C,

A = sinx2 exp(1− cosx1
2),

B = cosx1 exp(1− sinx2)2,

C = (x1 − x2)2,

with − 10 ≤ x1 ≤ 0,−6.5 ≤ x2 ≤ 0.

We define 2 simple descriptor functions with Mishras bird
function:

B1(x) = −x1, B2(x) = −x2

Whilst being low dimensional, the problem exhibits an
interesting property as there is a small region that vastly
outperforms the rest of the domain in terms of function value.

3) Robot Planar Arm: This well-known QD benchmark
problem [3] is a simulation of a planar robot arm with an
n = 4 dimensional unit hypercube [0, 1]4 as the input and
objective and descriptor values as follows:

y = 1−

√√√√ 1

n

n∑
i=1

(xi − x̄)2 (19)

B1 =
1

2n

n∑
i=1

sin

 i∑
j=1

(2πxj − π)

+ 0.5 (20)

B2 =
1

2n

n∑
i=1

cos

 i∑
j=1

(2πxj − π)

+ 0.5 (21)

where x̄ is the mean of x, x̄ = 1
n

∑i=n
i=1 xi, the behaviour

space is known to be [B1, B2] ∈ [0, 1]2 and the objective
function has values in the range y ∈ [0, 1]

This problem simulates the ability of a robot arm to reach
feasible regions in a 2d plane while minimising the standard
deviation of the position of the individual joints.

4) Rosenbrock 6d: The Rosenbrock function [48] is defined
for even numbered dimensions, here we use 6 dimensions.

f(x) =
∑

i=1,3,5

100
[
(2xi − 2x2i+1)2 + (1− 2x2i+1)

]
0 ≤ xi ≤ 1,∀i.

We used 2 feature dimensions with the form

B1(x) =
1

2
(x1 + x2), B2(x) = (x3 − 1)2

Rosenbrock is a relatively smooth function but in 6 dimen-
sions.

5) PARSEC: 2D Aerofoil optimisation problem: A 2D aero-
foil design was modelled with the Xfoil simulation package
[52] and the objective and features were derived from both
the physical characteristics of the aerofoil and the simulation
results. This is a well known and well studied problem
in engineering and we used the 10 dimensional PARSEC
representation of the parameters [49]. This problem provides
an informative baseline as it forms a key evaluation from the

previous SAIL papers. The objective is calculated with penalty
values ρ as:

objective(x) =
(
µdrag(x) +Kµdrag(x)

)
×ρlift(x)×ρarea(x)

and the descriptors are values taken from the parameterised
representation called Xup and Zup. For specifics on these
values we guide readers to the SAIL literature [53].

B. Robustness study for the cutoff value

Although it is clear that the cutoff value approach is useful
for problems with unreachable regions (such as the Robot
Arm benchmark), we explore if this method has a detrimental
effect on the performance of BOP-Elites when optimising
other problems. Presented in Table XII is the average absolute
difference between performance with and without the cutoff.
As can be seen, a significant difference only emerges in the
Robot Arm case, implying that this method is generalisable for
use in cases without unreachable regions with no detrimental
effect.

TABLE XII
DIFFERENCE IN AVERAGE PERFORMANCE WITH AND WITHOUT THE

CUTOFF METHOD, CELLS IN GRAY INDICATE SIGNIFICANT DIFFERENCE AT
THE 99% LEVEL USING A T-TEST

Average absolute difference QD scores: 10x10 25x25
Mishra Bird Function 0.02 1.31

Robot Arm 4.04 29.01
Rosenbrock 6D 0.09 1.93

Synthetic function 10D 0.00 0.00
PARSEC 0.03 1.41

C. Exploring the impact of early upscaling

The performance of PMs serves as an indicator of model
accuracy, and hence, BOP-Elites’s predictions are contingent
upon it. We performed a comparative analysis of the PMs’
true objective performance, with and without early upscaling
in the coupled descriptor case.

In all of our experiments, early upscaling improved, or had
no negative effect on the PM. Fig. 12 demonstrates the efficacy
of early upscaling in enhancing the surrogate models in BOP-
Elites in 3 cases. We see an improvement to early PM QDS
values. This can be attributed to the improvement in descriptor
predictions due to exploration. This reduces the probability of
mispredictions, which incur a zero QDS contribution.

This improvement is sustained far longer in the Robot Arm
domain, as illustrated in Fig. 12a. The Robot Arm domain
has an interesting symmetrical property, the robot arm can
reach high performing regions from both extremes in param-
eter space (0, 0, 0, 0) and (1, 1, 1, 1). Both of these points
give identical descriptor values, corresponding to the arm’s
endpoint position, but they have been achieved by rotating the
arm from opposite sides.

Our observations indicate that without early exploration,
BOP-Elites can, with adversarial initial conditions, become
overly focused on exploiting one high performing region, such
as one side of the symmetry in the case of the RobotArm,
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without sufficient exploration. In rare failure cases this tunnel-
vision can lead to many iterations being spent without recog-
nising the potential of an opposite, or hard to find, high-
performing region. In our results, the algorithm is able to
recover within the allowed budget, falling in line with the
better performing version with inital upscaling. However, if
the algorithm were stopped early, or a smaller budget given, it
would be desirable to have a good balance between predictive
model quality and objective performance across a diverse
space. This forms a strong justification for the initial upscaling.

(a) Robot Arm problem

(b) Rosenbrock problem

(c) Parsec problem

Fig. 12. Comparison of Prediction Map performance with and without
upscaling for various problems

D. Invalidity modelling

In this paper we implement an SVM model to predict the
validity of a point in the search domain. The acquisition
function becomes EJIE++, actively modelling invalidity,
only when an invalid point is found during an attempted
evaluation. The PARSEC domain is the only benchmark we
considered that features this invalidity.

Table XIII shows a comparison of the average QDS, the
number of successful evaluations made ne, and the number
of invalid points sampled ni, per run. A value of ∞ implies
that the algorithm attempts to sample at an invalid point
continuously, ending the run as a failure case.

TABLE XIII
MEAN PERFORMANCE WITH AND WITHOUT INVALIDITY MODELLING FOR

THE PARSEC DOMAIN WITH COUPLED DESCRIPTORS.

10x10 25x25
QDS ne ni QDS ne ni

BOP-Elites++ 370.09 1000 31 2206.10 1250 94
BOP-Elites+ 196.20 237 ∞ 1431.05 344 ∞

SPHEN 361.21 1000 125 1484.73 1250 362

SPHEN, like SAIL, builds an acquisition map using the
UCB acquisition function to find valuable points and then ran-
domly samples points from this. The points in the acquisition
map are well-distributed in behaviour space and SAIL has
only a vanishing probability to select the same point twice in
sequential iterations. BOP-Elites, by contrast, always chooses
the point that is maximal under the EJIE acquistion function.
This means that if there arises no disincentive to select a point,
it will continue to do so, leading to a complete failure of that
algorithm, which we see here.

E. Complexity and runtime of BOP-Elites

Our BOP-Elites implementation uses the BOTORCH [46]
package in Python, and does not use GPUs. The posterior
variance prediction step is the most significant contributor
to the overall computational complexity in the BOP-Elites
algorithm, as the complexity grows as O(n2), where n is
the number of data points collected so far. The quadratic
scaling arises from the need for kernel matrix multiplication,
a process that is inherently computationally intensive as the
number of samples increases. The posterior mean prediction
step contributes O(n).

In the initialisation of an expensive coupled problem, we
find diverse descriptor values of points in X by rejection
sampling over a Sobol set sampled from the descriptor GPs.
In order to achieve good diversity and limit the computational
cost, this number is set to a maximum of 10,000 posterior
samples, where the first k = 5 points in each region are
kept, and the process stops when each region has k points.
As BOTORCH is designed to benefit from batch sampling
this step can be computed efficiently.

Pattern search is given a budget of 100 iterations. In each
iteration it explores each input dimension. Therefore, each
restart has a maximum number of calls to the GPs of 100d(m+
1), to the m descriptor GPs and the GP for the fitness, with a
maximum complexity of O(100d(m+1)(n+n2)) accounting
for mean and variance predictions.

In the case of invalidity modelling with an SVM, the current
algorithm implements an RBF kernel and therefore, in the
prediction step, has a computational complexity of s×d for the
number of support vectors identified s and input dimensions
d.

Fig. 13 shows the actual wall clock time of the optimisation
of the acquisition function for an indicative BOP-Elites run
on 4 10x10 coupled benchmark problems. We can see that the
observed time grows quadratically with the number of samples
so far.
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Fig. 13. Wall clock performance of an indicative run of the BOP-Elites
acquisition function on 4 coupled benchmarks, performed on a 3.6GHz CPU
with 62GB RAM.

While the raw wall clock time may be higher than other
QD algorithms, BOP-Elites is designed for applications where
evaluations are expensive. In domains where the actual objec-
tive function evaluations are costly (e.g., physical experiments,

expensive simulations), the time spent on model predictions
is dwarfed by the real cost of the objective. Therefore the
dominant factor in the overall optimisation time is the function
evaluations themselves, not the computational overhead, or
wall clock performance of the algorithm.

Furthermore, the implementation of BOP-Elites in this paper
leaves room for several possible improvements with regard to
wall clock performance.

• The pymoo [54] implementation of pattern search is
sequential and cannot make use of parallel objective
evaluations. Parallelising this step would cut run time by
a factor of d.

• Our code does not currently run restarts in parallel,
however, restarts would be straighforward to parallelise.

• While algorithms like SAIL select batches of points to
evaluate each iteration, BOP-Elites uses a sequential point
selection process, optimising several points but selecting
only one to evaluate. Given BOP-Elites performs multiple
restarts, it may be viable to select several points at
once if the result from the restarts are sufficiently high
performing and diverse from each other.

• Our implementation does not make use of the acceleration
available through GPU’s and this may reduce runtime.


