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Bayesian Optimisation for Quality Diversity Search
with coupled descriptor functions

Paul Kent, Adam Gaier, Jean-Baptiste Mouret and Juergen Branke

Abstract—Quality Diversity (QD) algorithms such as the Multi-
Dimensional Archive of Phenotypic Elites (MAP-Elites) are a
class of optimisation techniques that attempt to find many high
performing points that all behave differently according to a user-
defined behavioural metric.

In this paper we propose the Bayesian Optimisation of Elites
(BOP-Elites) algorithm. Designed for problems with expensive
coupled fitness and behaviour functions, it is able to return a QD
solution-set with excellent performance already after a relatively
small number of samples. BOP-Elites models both fitness and
behavioural descriptors with Gaussian Process surrogate models
and uses Bayesian Optimisation strategies for choosing points
to evaluate in order to solve the quality-diversity problem. In
addition, BOP-Elites produces high quality surrogate models
which can be used after convergence to predict solutions with
any behaviour in a continuous range.

An empirical comparison shows that BOP-Elites significantly
outperforms other state-of-the-art algorithms without the need
for problem-specific parameter tuning.

Index Terms—Quality-Diversity, Bayesian Optimisation

I. INTRODUCTION

Optimisation algorithms are ubiquitous in science, engi-
neering, and research and typically attempt to find the best
feasible solution for a given objective function. In recent years,
a new class of optimisation problems has emerged, called
Quality Diversity (QD) optimisation. In QD settings, alongside
a solution’s objective performance, solutions exhibit some
behavioural characteristics or descriptor values which map
solutions on to a low dimensional descriptor space. These de-
scriptors are selected because they are of interest to a decision
maker, providing an informative way to distinguish between
solutions. By requiring a search algorithm to return points
well distributed in descriptor space, we develop a solution set
that is meaningfully diverse and provides insights about the
best possible objective performance depending on the point
in descriptor space. This process of gaining information on
the relationship between a solution’s descriptors and the best
achievable objective value is referred to as illumination in QD
literature [1].

One compelling argument for incorporating QD search in
design tasks is that it enables the decision-maker to leverage
their expertise when selecting the final solution. This approach
makes it possible to consider criteria that are difficult to encode
in an objective function, such as aesthetics or manufacturing
ease. By using a QD search, the decision-maker can find a set
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of high-quality starting designs that exhibit varied characteris-
tics, allowing them to refine the design manually while taking
into account their expert knowledge of additional factors that
are challenging to quantify.

Interest in QD research has rapidly grown since the in-
troduction of the Multi-Dimensional Archive of Phenotypic
Elites (MAP-Elites) algorithm [1] that has wide reaching ap-
plications in high dimensional domains and exhibits excellent
performance with relatively low computational cost.

Unfortunately, candidate solutions for many real-world
problems can only be evaluated a few hundred times. For
instance, Jiang et al. [2] described a proof-of-concept that
leverages MAP-Elites to search for novel nanoparticles. They
used a “robot chemist” to mix liquids autonomously and they
evaluate both the features and the fitness of candidate solutions
with a spectrometry analysis of the produced nanoparticles:
Each of these automated chemistry experiments takes about
12 minutes which forced Jiang et al. to keep the total number
of fitness function evaluations below 500 for each experiment
(4 days). By contrast, most QD experiments are currently
performed with a budget of at least 100,000 evaluations (often
more, e.g., [1], [3], [4], [5], [6]). Similarly to chemistry,
optimisation problems that involve fluid simulation [7] or real
robots [8] are typically too expensive or too slow to use more
than a thousand calls to the fitness function. The Surrogate As-
sisted Illumination (SAIL) algorithm [7] drastically improves
sample efficiency by using a Gaussian Process (GP) surrogate
model of the objective function. In contrast to MAP-Elites,
which provides its final archive of observed points as a solution
set, SAIL offers a prediction based on its surrogate model.
Surrogate-Assisted Phenotypic Niching (SPHEN) [9] expands
upon SAIL by additionally modelling expensive descriptor
functions using GPs, thus making it suitable for use with
expensive descriptors, or those that can only be evaluated at
the same time as an expensive objective function.

In this study, we present BOP-Elites, a Bayesian optimiza-
tion (BO) algorithm tailored for Quality-Diversity problems'.
Like SPHEN, BOP-Elites employs GP surrogate models to
represent both objective and descriptor landscapes. However,
in contrast to prior research, our method applies a Bayesian
Optimisation framework by continuously optimising an acqui-
sition function using sequential point selection, which enables
a principled and efficient search strategy with unparalleled
sample efficiency. Furthermore, BOP-Elites utilises a struc-
tured archive for retaining high-performing observations and

A preliminary paper outlining the basic idea for BOP-Elites was released
on arXiv in 2020 by the authors in [10]



ultimately delivers a solution set of observed points, akin to
the MAP-Elites method.

Inspired by the SAIL methodology, we additionally explore
the ‘illumination’ capabilities of BOP-Elites by evaluating the
quality of the surrogate models at the end of the run. We
further show that surrogate models built by BOP-Elites can
be used to ‘upscale’ a solution archive, i.e., use the surrogates
trained when building a lower resolution archive to fill a higher
resolution archive with high performing predictions.

The key contributions of this paper are as follows:

o The first principled Bayesian Optimisation algorithm for
Quality-Diversity Optimisation with expensive coupled
objective and descriptor functions?.

o An extension of the well known Expected Improvement
[11] acquisition function for the QD case and, more
generally, to the problem of optimising sub-regions of
a search-space modelled with a single Gaussian Process.

o A method for ‘upscaling’ is proposed, using the surrogate
models built while solving a QD problem with few
regions for approximating a solution to a QD problem
with many regions.

o A thorough experimental comparison is provided, show-
ing BOP-Elites performance against the state-of-the-art
QD algorithms.

II. PROBLEM DEFINITION

Given a box-constrained, d dimensional search domain
X ¢ RR%a real-valued objective function f () : X - R
and descriptor function b(xz) : X — IR™. The value of
y = f(x) is the performance of the solution while b(x)
describes some high level characteristics in an m dimensional
descriptor space. While descriptor functions themselves need
not be bounded in principle, bounds mark areas of behavioural
interest. For each descriptor b;, human decision makers specify
a-priori a set of NN; partitions within the dimension of each
descriptor 7. By subdividing each descriptor dimension, we
form |R| = []]*, N; regions in descriptor space with distinct
combinations of behavioural qualities.

A simple example would be having two descriptor functions
each with two partitions. Suppose we wish to manufacture
a part made with a combination plastic polymer, our search
domain is the space of different plastics, the performance
metric is the life-span of the part under use and the descriptors
are observed both during manufacturing and after testing. by
is the color of the resultant polymer and has two region labels
‘Mostly Blue’ and ‘Mostly Red’. by measures the electrical
conductivity of the part and has two labels ‘Low conductivity’
and ‘High conductivity’. This leads to |R| = 4 regions with
the interpretable labels R;: ‘Mostly Blue, High Conductivity’,
Ry: ‘Mostly Blue, Low Conductivity’, Rs3: ‘Mostly Red, High
Conductivity’ or R4: ‘Mostly Red, Low conductivity’.

To highlight the distinctions between Quality-Diversity and
other optimisation methods, it is essential to recognize that
there is no universally ‘better’ color, as preferences vary

2*While surrogate-assisted methods exist that implement BO acquisition
functions, the point selection mechanism used by these algorithms deviates
from BO methodology’

depending on the decision-maker. Similarly, a manufacturer
may desire a material with either conductive or insulating
properties, depending on its intended application. The descrip-
tors here are not treated as objectives to be optimized, but
dimensions over which to generate diverse solutions.

In this paper, we explore two types of problems distin-
guished by the characteristic of the descriptor functions. In the
simpler case, the descriptor functions can be evaluated inde-
pendently of the objective and are assumed cheap to evaluate.
We refer to this as a decoupled descriptor function. In the more
general and more challenging case, the descriptor functions
are either themselves expensive and black-box, having no
analytical form, or coupled to an expensive objective and may
only be observed at the same time. Either of the latter cases
require modelling the descriptors, and for simplicity we refer
to them both as coupled descriptor function case. The goal is
to perform QD optimisation [12] in as few function evaluations
as possible, that is, to find the set S* = {e],...,efp } of
optimal solutions within each achievable predefined region in
descriptor space, with

ey =argmax f(z) st x € X, blx) —r,

where by “b — r” we mean that the descriptor values b
place the solution in region 7. Solution sets are evaluated using
the Quality Diversity score (QDS) [1], which is the sum of
performances of the obtained observations,

IR

QDS = f(er). (1)
r=1

When an algorithm is unable to find any solution for a
region, e, may be empty for some 7. In this case, it scores
some minimum value, often 0, for all unobserved regions.
An additional scoring metric, used in surrogate-assisted QD
methods which build representative models of the objective
function, is a predicted Quality Diversity Score. When an
algorithm predicts the value of elite points é, the quality of
such predictions is the true QDS value of the predicted points:

|R|
QDS, = f'(é) )
r=1
ran Jf(&r) ifb(x) =
(e = {O otherwise

In other words, if region membership is mispredicted, i.e.,
a solution is proposed with a predicted region membership
which, when evaluated, turns out to be false, the value of this
solution is set to 0, or a contextually meaningful lower bound.

ITI. RELATED WORK
A. Quality-Diversity Algorithms

QD has its origins in the field of evolutionary computation
where, when searching for a single global optimum, maintain-
ing genetic diversity is important to avoid premature conver-
gence and to escape local optima [13]. In QD, however, we
are not seeking diversity over the search space but searching



for diversity in descriptor space. In other words, QD wishes
to solve many different optimisation problems simultaneously,
where each problem is defined over a shared problem space
and solved in a behaviourally diverse way.

QD algorithms such as Novelty Search with local compe-
tition (NSLC) [14] and MAP-Elites [1] return a set of high
performing solutions. The solution set returned by MAP-Elites
is an example of a structured archive, a grid of points where
each bin in the grid stores a solution for a region in descriptor
space. By contrast, NSLC returns an unstructured archive, a
population of points of fixed size that sequentially compete,
being replaced by points that improve diversity or performance
of the population.

The QD problem is similar, but different to other classes
of optimisation problems where evolutionary algorithms have
been successful:

o In multimodal optimisation, one is looking for several
local optima in the search space, but there is only the
objective function (no descriptors that define separate
partitions, the partitions are implicitly defined by the
location of local optima).

« In multi-objective optimisation, one is looking for several
solutions with different trade-offs in objectives. Objec-
tives have to be optimised simultaneously, but there are
no pre-defined partitions in descriptor space.

o In multi-task optimisation, several related optimisation
problems have to be solved simultaneously. Our problem
setting could be framed as multi-task optimisation, where
each task is to find the best solution belonging to a
particular region of descriptor space, i.e., all tasks have
the same objective and search space but different complex
constraints (descriptor regions).

« In constrained optimisation, there are usually just two cat-
egories, feasible and infeasible solutions, and we would
like to find the best feasible solution. But identifying the
best solution in a particular region of descriptor space
could be seen as a constrained optimisation problem,
where the region boundaries are the constraints.

QD is a vibrant field of research with recent applications
in game level design, [15], urban design, [16], constrained
optimisation [17], robotics [3], [18], [19], [20] and the design
of nanomaterials [2]. There are many real world situations
where producing a diverse set of high performing solutions
may be desirable and with such rapid development in the field
[21], the range of applications for such algorithms is likely to
increase.

A variety of algorithms have been proposed for QD search,
and [12] provides a good overview. In the following, the focus
is on the algorithms most relevant to our work, namely MAP-
Elites, SAIL, and SPHEN. Table I compares the use-cases and
outputs from the various algorithms considered in this paper.

B. MAP-Elites

Many modern approaches to QD take place in the context
of the MAP-Elites framework [1]. An initial set of points are
evaluated on the objective and descriptor functions, the best
point in each region is considered an ’elite’ and is stored in

TABLE I
COMPARISON OF FEATURES OF QD ALGORITHMS COMPARED IN THIS
PAPER, HIGH DIMENSIONALITY IMPLIES > 20 PARAMETERS.

Use-Cases Map-Elites | SAIL | SPHEN | BOP-Elites
Coupled-Descriptors v v v
High dimensional X v

Output Map-Elites | SAIL | SPHEN | BOP-Elites
Observed archive v v v v
Prediction Map v v v

the archive. Elite points are randomly selected as parents from
the archive and combined to produce children that are then
evaluated. If a child outperforms the elite for its region in the
archive, or is the first individual in that region, it becomes the
new elite in that region. This relatively simple yet powerful
approach provides good coverage over the regions and finds
high-performing points when given a sufficient budget.

C. Bayesian Optimisation

Bayesian Optimisation (BO) is an optimisation approach
for expensive black-box functions, see, e.g., [22] for an intro-
duction. The general idea of BO is to start with some initial
design points obtained e.g. by Latin Hypercube Sampling,
then build a surrogate model of the objective function that not
only allows to predict the quality of any solution candidate,
but also provides a confidence measure for this prediction.
This information is then iteratively used to decide which
solution candidate to evaluate next, and to update the surrogate
model. Point selection is performed by optimising a so-called
acquisition function, a mathematically motivated heuristic that
balances exploration and exploitation. While this means that an
inner optimisation problem has to be solved in every iteration,
this is only based on the quick-to-evaluate acquisition function,
whereas BO exhibits a very good sample efficiency in terms
of the often very expensive objective function.

The most widely used BO surrogate model, and the one
implemented in BOP-Elites, is the Gaussian Process (GP)
model [23]. Assuming the latent function f(.) is smooth and
continuous, it may be modelled with a GP, meaning for any
finite set of observed data pairs 7" = {(z1,41), -, (T, Yn)}>
X, = {z1,..,xn}, Yn = {y1,...,Yn} this function is mod-
elled as a multivariate Gaussian random variable. Assuming
a prior mean function m(z), the function value f(x) at an
unobserved point can be predicted with posterior mean and
variance

E[f(2)]7") = p(x) = m(z) + K.K (Y —m(z)) (3)
var(f(z)) = st = K, - K.K 'K, 4)

where K is the kernel, or covariance, function. K, =
K(x,X,), K= K(X,,X,) ! and K., = K(x,z). While
many kernels exist, throughout this paper we use the Matérn
5/2 kernel in the BOP-Elites algorithm:
D VoEr 52 VEr
/ 2
k(z,2") = o} 2 (1 + 7 + 3 exp 7
®)




The kernel has D + 1 free parameters which must be
estimated from the data; D characteristic length-scales ¢4
which encode the importance of the correlation in dimension
d for the similarity in f and signal variance UJ% which sets the
maximum covariance for the process.

This derivation is for the modelling of deterministic smooth
functions and therefore does not include a meaningful noise
term but an adaptation to noisy functions is straightforward.
GP regression is covered in depth in the influential book [23].

Key to BO algorithms is the acquisition function (sometimes
called infill criterion), a calculation performed on the posterior
distribution, which attempts to predict the value of sam-
pling new points in the input space. Examples include upper
confidence bound (UCB), probability of improvement (PI)
[24], Expected Improvement (EI) [25], [11] and Knowledge
Gradient (KG)[26]. In the following we present UCB and EI
in more detail, as they will be used later on.

The UCB algorithm was first developed for the multi-armed
bandit problem and implemented as a Bayesian acquisition
function in [27]. It attempts to minimise regret by choosing
to value points as the upper limit of a confidence bound using
the posterior mean u(x) and standard deviation s, defined as

UCB(z) = p(x)+ Bso. (6)

The parameter S controls how highly to value reducing
posterior uncertainty and therefore can be considered an
exploration parameter.

Expected Improvement (EI), which we adapt for BOP-
Elites, is a very popular acquisition function as it is both
powerful and relatively simple to implement. Consider some
candidate point x and p(z) the posterior predicted valuation
of z from our GP model. EI chooses the point for sampling
that will maximise the improvement over our current best per-
forming observation {z*,y*}, i.e., the point = that maximises

El(z) = Elmax(f(z)-y",0)]. )

This may be calculated in closed form [11], [25]
EI(x) = (1o — y*)® <“°y> + 506 (“OSO‘”> ., ®

S0

where ® and ¢ are the standard cumulative normal and
density functions, o and sq are the posterior mean prediction
and standard deviation at x from the GP. EI suggests points
that have a high probability of yielding improvement either
because the surrogate model predicts an improvement with
high certainty or because a point has high uncertainty that
could yield a high positive value.

D. Surrogate Assisted Illumination (SAIL) algorithm

Surrogate-assisted approaches have shown promise in ac-
celerating problems which are both high-dimensional and
expensive [28], [29].

The Surrogate Assisted Illumination algorithm (SAIL) [7]
is a QD algorithm that attempts to leverage the power of a GP
surrogate model of the objective landscape. SAIL performs
MAP-Elites using Upper Confidence Bound (UCB) as an
objective function on the surrogate model. The underlying idea

is to attempt to build a good model of the objective function,
then use it to predict elites. Once complete, SAIL outputs a
predicted elite for each region, and a model of the objective
function which may provide additional insights. SAIL does
not model the descriptor space and instead assumes that
solution descriptors can be quickly and accurately obtained,
independent of objective function evaluations.

SAIL was the first approach to use surrogate models and
ideas from BO to enhance the performance and increase
sample efficiency of MAP-Elites [30]. While MAP-Elites is
effective, it typically takes many observations to reach a high
performing solution. SAIL uses the evolutionary algorithm
approach of MAP-Elites on the cheap-to-evaluate surrogate
model, with the UCB function evaluated on the GP as the
objective function. This approach explores points with high
objective performance and high variance and generates both a
set of predicted elites and a GP that illuminates the relationship
between performance and behaviour in a meaningful way.
SAIL has been primarily applied as a tool for exploration in
search spaces where simulations or experiments are expensive,
such as aerodynamic design and materials science [31], [30],
[32], [9], [33].

E. Surrogate-assisted Phenotypic Niching

The general framework introduced by SAIL for using
surrogate models to assist QD has been adapted to predict
descriptors along with objectives [9] in order to find solutions
with specific behaviours and as a component in a larger
generative design process that is iteratively applied to narrow
in on promising design spaces [32], [28].

SPHEN builds upon SAIL by modelling the descriptor space
with a separate GP surrogate model. SPHEN uses the posterior
mean of the GP to predict the region in descriptor space a so-
lution is likely belonging to, and accepts the prediction taking
no account of the uncertainty in the model. This allows the
algorithm to predict region membership and implement SAIL
where the descriptors are expensive and coupled. SPHEN
does not directly drive exploration in the descriptor/phenotype
space, instead it updates its descriptor model indirectly through
the observations gained using SAILs acquisition function over
the objective.

F. Deep model based methods

The state of the art for QD optimisation includes deep
neural network (DNN) based methods such as Deep Surrogate
Assisted MAP-Elites (DSA-ME) [28], and Deep Surrogate
Assisted Generation of Environments (DSAGE) [34]. These
methods have applications in high dimensional, complex do-
mains such as generating human-robot interaction scenarios
[35] and optimising warehouse layout for multi-robot ware-
housing systems [36]. DNN methods typically require large
datasets to perform well, with GP methods requiring an order
of magnitude less. This makes Deep model based methods
unsuitable for expensive domains and highlights a key benefit
of the current work. Table II provides a comparative overview
of dataset sizes and dimensions used in recent studies within
this field, DNN based methods are highlighted gray.
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Fig. 1. A visualisation of the BOP-Elites algorithm

TABLE II
A COMPARISON OF PARAMETERS AND EVALUATIONS OF RECENT WORK
Approach n_parameters | n_evals
SAIL [31] [30] 10, 16 1000
SPHEN [9] 16 1024
BOP-Elites 10 1250
DSA-ME [28] 180 10,000
SAG-HRI [35]' 1024 10,000
MRCD-LD [36]* 432, 4224 10,000
DSAGE [34] 256, 896 100,000

G. Bayesian Optimisation for Quality-Diversity

While the SAIL algorithm utilises UCB, a BO acquisition
function, to search for the best points to sample, its selection
criterion departs from traditional BO methodology. In the
acquisition step, SAIL fills an acquisition map with points
that score highly on the UCB function before randomly
selecting points from this acquisition map to evaluate on the
true objective function. This selection process induces the
possibility of randomly selecting a point from a region for
which there is no real improvement to be found. Traditional
EI by contrast, attempts to compare the improvement a point
provides to the objective function and selects the point for
which there is the highest improvement.

In practice, EI often outperforms UCB in direct comparisons
[37], [38] and while the performance of the UCB algorithm
can be affected by parameter 3, EI has no parameters to tune.
These arguments provide compelling justification for creating
a principled implementation of EI for QD.

IV. BOP-ELITES ALGORITHM

BOP-Elites is a model-based Bayesian optimisation algo-
rithm for QD problems. It is designed to work with an expen-
sive black-box objective function f(z) and coupled descriptor

!'Surrogate Assisted Generation of Human-Robot Interaction Scenarios
2Multi-Robot Coordination and Layout Design for Automated Warehousing

function b(x) which we assume can be suitably modelled with
a GP. BOP-Elites attempts to identify the single next point to
sample that will provide the greatest expected improvement to
the QDS. First, BOP-Elites builds GP surrogate models of y
and, when the descriptor function is coupled to the objective
function, each b;. At each iteration, it will use its acquisition
function to search the model for the next point to be sampled.
After each function evaluation, we update our models and
attempt to increase the value of our solution set. The algorithm
proceeds until the search budget has been exhausted. The
general flow of the algorithm is visualised in Fig. 1.

As seen in Algorithm 1, BOP-Elites is initialised with a set
of ng points Sobol sampled [39], [40] from X. Following
[11], we take that number to be 10 times the number of
dimensions of the problem. The objective and descriptor
functions are evaluated at each initial point and stored as a
list of observations, the data D = {x;,y;,b;}"_,. We store
‘elites’ S = {eq, .., e|r|} in an archive, as in MAP-Elites, this
is updated whenever a new point is sampled that performs
better than the existing elite in the corresponding region.

A. BOP-Elites Acquisition Function

1) Predicting region membership: We propose an extension
to the expected improvement acquisition function tailored to
quality-diversity search. The simplest approach would be to
calculate the expected improvement for each region inde-
pendently and take the highest one. However, this requires
identification of the specific region to which a given point
belongs, which may be computationally expensive.

This issue is critical since region membership — and hence,
which elite we should compare against — must be predicted
and comparison to the wrong elite will mis-value a point. BOP-
Elites attempts to solve this issue by building surrogate models
of the descriptor space and calculating the posterior probability
P(x € r|D) of a point belonging to region r.

As behavioural descriptors are evaluated by m descriptor
functions, we fit m GPs using our observed data and make



m predictions using the posterior mean positions B(x) =
{b1(2),...,bm(x)} and variances s(z) = {s1(z), ..., 5m(z)}
along each of the descriptor dimensions using Eqns. 3 and 4.
Regions are formed by intersecting partitions across descriptor
dimensions and the probability of a given point = lying within
a partition P; ;. in dimension j that forms part of region r is

calculated as:
bj(x) —UB\ _ (bj(x)— LB
5@ ) ‘I’< 5@ )

()]

where ® is the posterior CDF of a uni-variate Gaussian and

LB and UB are the lower and upper bounds for partition

Pjr. Therefore, the likelihood of belonging to any given

region is determined as the product of the individual partition

probabilities. Assuming independence of the descriptors, we
get the following:

P(bj(z) = Pjr) =0 (

m

[1PG;@) - P;.)

J

Pz — r|D) = (10)

2) Calculating Expected Improvement when there is no
elite: A second issue implementing EI [11] arises as calcu-
lating F'I,., the Expected Improvement for a specific region,
requires comparing our posterior mean performance of a point
1o to the value of the current elite f(é,) in our solution
archive.

El.(z) = E[max(uo— f(é) (11)

s (50
+SO¢<M0—SO ))

We propose to compare all regions, including those without
an observed point. Given that an empty region contributes
nothing to the QDS of our archive, it seems sensible to assume
that the elite performance of an empty region is zero. This
means that BOP-Elites will value empty regions highly and
this will drive region-filling behaviour as BOP-Elites is an
improvement-greedy strategy.

3) Expected Joint Improvement of Elites: Combining the
above, we can calculate the region-specific EI which returns
the expected improvement over the elite in region r weighted
by the posterior probability that it is in competition with that
elite.

The proposed Expected Joint Improvement of Elites (EJIE)
acquisition function, outlined in Algorithm 2, takes the sum
of these values for all regions to predict the improvement the
point x will provide to our current solution archive.

12)

IR
= P(z — r;|D)EL, (x).

i=1

EJIE(x 13)

This is similar to the approach proposed for constrained
Bayesian Optimisation (CBO) in [41] where the region bound-
aries are constraints. The key difference is that CBO is looking
for a single optimal value given some constraints while QD

attempts to identify the optimal value for each of a set of
non-overlapping constrained regions.

Eqn. 13 gives high valuations to points that are likely
to provide large improvements to the QDS. The predefined
regions force the algorithm to search in areas of the input do-
main that single-objective optimisation would ignore, naturally
diversifying the solution set. The posterior models provided
by BOP-Elites furthermore provide insightful illumination of
the search space, offering the opportunity for prediction of
behavioural quality and objective performance at any point in
the input domain with quantifiable confidence bounds.

BOP-Elites can be easily adapted for use with decoupled
descriptors, where descriptors are cheap to evaluate and can
be queried at any time with no appreciable cost. In this case the
region membership is known and the P(z — r|D) in Eqn. 13
becomes a delta function for the given region.

In the following sub-section, we address difficulties with
the EJIE acquisition function for QD problems and propose
further adaptations to the algorithm.

B. Optimisation of the acquisition function

Optimisation of the acquisition function is performed using
pattern search (or direct search) [42] over the acquisition func-
tion, with a number of restarts. This derivative free technique
can be used to optimise acquisition functions which are not
continuous everywhere [43], [44], which is the case for QD if
descriptor values are known due to the way the acquisition
function compares improvement over region-specific elites,
making it only piece-wise continuous. The result from each
optimisation run is added to a list of candidate points and
the best point of these is evaluated on our true function.
As the surrogate model of descriptor functions improves —
and therefore posterior uncertainty over region membership
reduces — the boundaries between regions become sharper
and approximate the discontinuities of the instance above.
The acquisition value, can jump dramatically at the boundary
between regions, causing problems for continuous optimisers.
As well as using direct search, and in order to avoid issues with
getting stuck in local optima, BOP-Elites attempts to identify
a large number of diverse starting points in each iteration.

C. Initial Diverse Points

Using Sobol Sampling over X and evaluating each solution
on the descriptor surrogate with the posterior mean descriptor,
we predict region membership for each point in the sample.
The points are evaluated on the EJIE acquisition function
- comparing only against the elite indicated in the region
prediction - and then ranked. The best performing points
predicted to be from unique regions will become the initial
restart points for local optimisation along with a number of
randomly selected points. The idea here is that we start each
optimisation round from promising points well distributed in
descriptor space. The optimisation process is detailed in the
pseudo-code for Alg. 1 and Alg. 2.



D. Slow down of convergence with hard to reach regions

Some regions of the descriptor space may be hard to reach
because they are very small. It makes sense for an algorithm
to spend time seeking out these regions as they contribute both
to the diversity of the solution set and the total QDS, but how
can we tell the difference between such a region and one that
is in fact unreachable?

Our experimental setup, using MAP-Elites style discrete
regions, makes this a very difficult task as the GP surrogate
gives non-zero probability to neighbouring descriptor values.
As we get close to a discrete boundary in continuous space
that probability will increase to nearly 0.5 of the posterior
probability, even if the GP is well trained with indicative
points. Even if the neighbouring region is not reachable, then
the calculated expected improvement will be large leading to
a huge over-valuation of a point on the boundary of reachable
space.

In order to tackle this problem, we introduce a cut-off value
to the probability which means that EJIE becomes

_ S p(@ = 1) EL, (x)
2P
P(x — r;|D) if P(x = r;|D) >w

0 otherwise

EJIE* (2) (14)

ﬂ(xeﬁ)Z{

The idea here is to ignore regions in our calculations that are
too unlikely to be the region of the considered solution candi-
date. The cutoff value w has an initial value of .m
which should be easily surpassed by any region we wish to
consider when our GP is initialised with a sufficient number of
well distributed points. We expect our confidence in the model
to increase as we take more observations, so we introduce

10d

“—2<R> A Vi oy s

where « is the mis-specification count, i.e., the number of
times the algorithm incorrectly attributes more than 50 percent
of the acquisition value to a single region which, when
evaluated, is a misprediction in descriptor space. 3 is the over-
specificity value, the number of times the algorithm is unable
to find any expected improvement due to excluding too many
regions. [ therefore increases whenever the optimisation step
returns no value in any candidate points. This quantity has the
desirable property of being % when the algorithm starts, due
to the initial budget being 10d, and as ¢ — oo,y — 0 and
therefore w — % See Algorithm 2 line 6-7.

5)

E. Dealing with invalid points

For many real-world problems, there are regions of the
search space that for various reasons do not produce a valid
performance or descriptor evaluation. In this work we tried to
take the approach that SAIL did, which is to assume that non-
convergence is a cheap result and we can essentially treat such
events as having no real cost. In this way, if BOP-Elites fails
to receive a successful evaluation of a point, it will move on
to the next candidate point, or search the acquisition function
for an alternative.

This performed very poorly in our early experiments as
BOP-Elites searches for points it predicts are high performing
and unless it is able to reduce the predicted performance of
a point it will continue to suggest it. We thus model validity
directly via means of an extra classifying GP or, in our case,
a Support Vector Machine (SVM). We chose the latter due
to the experimental assumption that NaNs (a Not-a-Number
error from the simulator), or invalid points, are cheap or free
to evaluate and SVMs work well with a large number of data
points, with low computational overhead.

In addition to classification we implement the Platt scaling
method [45] to produce a probability estimate for feasibility
Peqs(z). We weight our acquisition value by the probability
of being valid. so we now have

EJIE(z)™ = EJIE(z) Pyaia(z). (16)

The modelling of validity becomes active when the first
invalid point is found, otherwise BOP-Elites uses EJIE(.)"
as default.

F. Extending BOP-Elites to work with many regions

While BOP-Elites returns a solution archive filled with
evaluated solutions as the final output, SAIL, a surrogate
assisted algorithm, returns a Prediction Map (PM) [31] as a
final output, which is created by running MAP-Elites over
the final posterior mean GP surrogate model. The idea then
is to use the rich models generated by the algorithm for
predictions in all regions, even when there are many more
regions than evaluations in the budget. BOP-Elites is designed
for coupled descriptor functions, in which case we additionally
model descriptor functions. This introduces the possibility of
region mis-prediction, i.e., predicting that a point maps to a
certain region which, when evaluated on the true descriptor
functions, turns out to be incorrect. In the case of mis-
prediction a solution contributes no value to the QDS. When
our surrogate models are not accurate, we expect a severe
drop in performance due to mis-predictions. BOP-Elites will
produce two results:

1) A solution archive made of observed points
2) A Prediction Map.

Prediction Maps: Throughout the optimisation process, the
performance of the algorithm is reliant on the quality of the
surrogate models. Analysing the quality of the underlying
models can be useful in seeing how the algorithm is perform-
ing, and one way of doing so is through a PM. A PM uses the
surrogate models to predict elites for all regions, including
those not visited. PMs are created by performing MAP-
Elites over the surrogate models where the value function is
chosen to find the best points without exploration. In SAIL’s
original formulation, as the descriptor values are known, the
performance measure used to generate the PM is simply the
posterior mean of the objective GP and the recommended point
for any region r should be the posterior mean maximal point
for each region:

é, = argmax [p(z)|b(x) — r]. (17)



In the coupled descriptor case we must also predict values
for the descriptor. The method implemented in the original
SPHEN algorithm is to assume the descriptor GPs are correct
and accept the region predicted by the posterior means. In
this work we refine this value by acknowledging that nei-
ther SPHEN nor BOP-Elites actively control exploration of
descriptor space, except by virtue of search for high objective
performance. In this case we adapt Eqn. 17 as:

é, = argmax | pu(z)B(b(z) — r)|b(x) = )|, (18
where we multiply the posterior predicted mean value by the
probability of z being in the region and b(x:) — r is the region
indicated by the mean of the posterior descriptor models.

G. Upscaling of archives

One interesting unexplored potential of the PM approach
is that while a structured archive imposes a discretisation
over the descriptor space, the models learned throughout the
optimisation process are continuous. This allows us to use
points collected during a coarsely discretised solution archive
to build a rich m