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Optimal Riemannian metric for Poincaré inequalities
and how to ideally precondition Langevin dymanics

Tiangang Cui∗, Xin Tong†, Olivier Zahm‡

April 2, 2024

Abstract

Poincaré inequality is a fundamental property that rises naturally in different
branches of mathematics. The associated Poincaré constant plays a central role in
many applications, since it governs the convergence of various practical algorithms.
For instance, the convergence rate of the Langevin dynamics is exactly given by the
Poincaré constant. This paper investigates a Riemannian version of Poincaré in-
equality where a positive definite weighting matrix field (i.e. a Riemannian metric)
is introduced to improve the Poincaré constant, and therefore the performances of
the associated algorithm. Assuming the underlying measure is a moment measure,
we show that an optimal metric exists and the resulting Poincaré constant is 1. We
demonstrate that such optimal metric is necessarily a Stein kernel, offering a novel
perspective on these complex but central mathematical objects that are hard to ob-
tain in practice. We further discuss how to numerically obtain the optimal metric
by deriving an implementable optimization algorithm. The resulting method is il-
lustrated on a few simple but nontrivial examples, where solutions are revealed to be
rather sophisticated. We also demonstrate how to design efficient Langevin-based
sampling schemes by utilizing the precomputed optimal metric as a preconditioner.

Keywords: Poincaré inequalities, Langevin SDE, Stein kernels, Moment mea-
sures.

1 Introduction

In 1890, Poincaré inequality was first proposed in [46] as a result of calculus. Later,
its deep connection with various directions of mathematics, such as functional analysis,
geometry, and probability theory have been discovered and thoroughly studied [5, 9, 22,
36, 57]. Recently, the significance of Poincaré in applied mathematics have also been
recognized in a wide range of applications. For examples, the convergence analysis of
stochastic differential equations [7, 55], MCMC samplers [3, 4, 24], sensitivity analysis
[33, 49, 52] and dimension reduction [29, 37, 42, 56], to name just a few. Given a
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probability measure µ on Rd, the Poincaré constant C(µ) ∈ [0,∞) is the smallest constant
such that the Poincaré inequality

Varµ(f) ≤ C(µ)

∫
∥∇f(x)∥2dµ(x) (1)

holds for any sufficiently smooth function f : Rd → R. Here, Varµ(f) =
∫
(f −

∫
fdµ)2dµ

denotes the variance of f under µ and ∥ · ∥ is the Euclidean norm of Rd. Showing that
the Poincaré constant C(µ) is finite, and providing a tractable estimate of its optimal
value, has long been a challenging and active problem in pure and applied mathematics
[1, 44, 45].

The Poincaré constant plays a central role in determining the performance and the
convergence rate of numerous stochastic algorithms. A classical example is the (over-
damped) Langevin stochastic differential equation (SDE)

dXt = −∇V (Xt)dt+
√
2dBt, (2)

where Bt is the standard Brownian motion in Rd and V : Rd → R is a smooth potential
function. Denoting by µt the probability measure of the solution Xt to (2), it is well
known that µt converges to the equilibrium distribution

dµ(x) ∝ exp(−V (x))dx, (3)

if and only if µ satisfies the Poincaré inequality with C(µ) < ∞, for instance, see [7]
and Proposition 1 below. In particular, µt converges to µ at a rate of e−2t/C(µ), which
highlights the central role of the Poincaré constant.

The Bakry-Émery theorem [6, 7] provides the baseline estimate for the Poincaré
constant. It states that C(µ) ≤ 1/ρ for any measure dµ(x) ∝ exp(−V (x))dx with ρ-
convex potential V , i.e. V is twice-differentiable and its Hessian is uniformly bounded
as Hess(V (x)) ⪰ ρId for some constant ρ > 0. Here, ⪰ denotes the Loewner order and
Id ∈ Rd×d the identity matrix. However, this convexity assumption may not be satisfied
by many probability measures of interest, such as those of multi-modal or heavy-tailed
distributions. In these situations, the Poincaré constant can be arbitrarily large, or it
may even be infinite.

In this paper, we consider a Riemannian version of the Poincaré inequality:

Varµ(f) ≤ C(µ,W )

∫
∇f(x)⊤W (x)∇f(x)dµ(x), (4)

where W : x 7→ W (x) ∈ Sd
+ is a field taking value in the convex cone Sd

+ ⊂ Rd×d

of symmetric positive semi-definite matrices. Again, C(µ,W ) is the smallest constant
such that (4) holds for any sufficiently smooth function f . The field W provides a
Riemannian metric on the space Rd that assigns to each x ∈ Rd an inner product ⟨u, v⟩x =
u⊤W (x)v, where u, v ∈ Rd. The inequality (4) extends existing work in several ways. It
encompasses the Brascamp–Lieb inequality [13, 18] that takes the same form as (4) but
requires a strongly log-concave µ to have W (x) = (HessV (x))−1 and C(µ,W ) = 1. It
also generalizes the scalar-weighted Poincaré inequalities considered in [14, 16], in which
W (x) = w(x)Id with a positive scalar field w : x → w(x) ∈ R+. Such scalar-weighted
Poincaré inequalities have been thoroughly analyzed in [15, 51, 52] in dimension d = 1.

2



The inequality (4) can be used in many ways. We motivate the work presented here
by considering the case where the metric W is used to precondition the Langevin dynamic
(2):

dXt = (div(W )−W∇V )dt+
√
2WdBt, (5)

where div(W ) = (
∑d

j=1 ∂iWi,j)1≤i≤d is the divergence field of W and
√
W is any square

root of W such that
√
W (x)

√
W (x)⊤ = W (x). Following the discussion in [7, Section

1.15.2], such preconditioning strategy can be interpreted as a local and anisotropic time
change of the SDE (2). It is local because W (Xt) may vary in space and anisotropic
as the matrix W (Xt) may not be proportional to the identity matrix. As a result, the
diffusion term

√
2WdBt can locally accelerate or decelerate the particle Xt in different

directions. The preconditioning in the form of (5) is referred to as the Riemannian
Langevin dynamics, see [34, 38, 43] for applications. The following proposition, whose
proof is given in Appendix A, establishes the exponential convergence rate of (5) toward
the equilibrium measure µ, provided µ satisfies the Riemannian Poincaré inequality (4).

Proposition 1. Let µ be a probability measure on Rd such that dµ(x) ∝ exp(−V (x))dx
and let W : Rd → Sd

+. Then for any C ≥ 0 the following assertions are equivalent.

1. µ satisfies the Riemannian Poincaré inequality (4) with C(µ,W ) ≤ C.

2. For any probability measure µ0, the solution Xt ∼ µt to the Riemannian Langevin
dynamics (5) with X0 ∼ µ0 satisfies

χ2(µt, µ) ≤ e−2t/Cχ2(µ0, µ), (6)

for all t ≥ 0, where χ2(µt, µ) = Varµ(dµt/dµ) denotes the chi-square divergence.

In this setting, the Riemannian metric W offers great flexibility in improving the
convergence rate of the SDE (5) by directly minimizing the Poincaré constant C(µ,W )
over W . In this paper, we analyze the optimization problem

min
W :Rd→Sd

+∫
tr(W )dµ=tr(Covµ)

C(µ,W ) (7)

for dimensions d > 1, where tr(·) denotes the trace operator and Covµ =
∫
(x −m)(x −

m)⊤dµ(x) and m =
∫
xdµ are respectively the covariance matrix and the mean of µ,

assuming they both exist. The normalization
∫
tr(W )dµ = tr(Covµ) in (7) removes the

trivial invariance of the Poincaré constant C(µ, αW ) = C(µ,W )/α for any positive scalar
α > 0. In addition, this normalization is convenient because it yields1 the lower bound

C(µ,W ) ≥ 1. (8)

Our contributions are the following. First, in Section 2, we use the notion of moment
measure [27] to establish the existence of solutions to the optimization problem (7) with
C(µ,W ) = 1. Then, in Section 3, we provide characterizations and properties of the
optimal metric W (x), showing that they are necessarily symmetric positive-semidefinite
Stein kernels and relating them to the central limit theorem, see [21, 53]. Next, we
show in Section 4 that (7) can be formulated as a concave optimization problem on the

1Evaluating the Poincaré inequality (4) with the affine function f(x) = xi and summing over i yields
tr(Covµ) ≤ C(µ,W ) tr(

∫
Wdµ) and then (8).
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spectrum of the diffusion operator associated with the Riemannian Langevin dynamics
(5). In Section 5, we propose a gradient-based algorithm to numerically solve (7) using
the finite element method. In Section 6, we demonstrate the proposed algorithms on
three benchmarks of dimension d = 2. In particular, we show the benefit of using the
preconditioned Langevin dynamic (5) in the numerical discretization.

2 Existence of optimal metric

The existence of a solution to (7) can be established using moment measures [27, 50].
A probability measure µ is said to be the moment measure of a locally Lipschitz convex
function φ : Rd → R ∪ {+∞} if µ is the pushforward measure of e−φ(z)dz under the
transformation z 7→ ∇φ(z), meaning∫

f(x)dµ(x) =

∫
f(∇φ(z))e−φ(z)dz, (9)

for any µ-integrable function f . The convexity of φ ensures that the map z 7→ ∇φ(z) is
invertible and the measure e−φ(z)dz is log-concave. From the perspective of the optimal
transport theory, the invertible map ∇φ is precisely the Brenier map that pushes forward
the source measure e−φ(z)dz to µ and uniquely minimizes the quadratic cost

∫
∥z −

∇φ(z)∥2e−φ(z)dz.
Theorem 2 in [27] shows that any probability measure µ is a moment measure if it is

not supported on a hyperplane, and satisfies
∫
|x|dµ <∞ and

∫
xdµ = 0. Moreover, the

corresponding moment map φ is unique up to translation. The centred assumption on µ
is a mild one: if m =

∫
xdµ ̸= 0, it is sufficient to replace µ with the translated measure

dµ′(x) = dµ(x−m) to satisfy this assumption.

Theorem 2.1 (Existence of a solution to (7)). Assume that µ is the moment measure of a
convex function φ which is twice continuously differentiable. Then the field of symmetric
positive-semidefinite matrices

W (x) = Hessφ((∇φ)−1(x)), (10)

is a solution to (7) with C(µ,W ) = 1.

Proof. We recall that the Brascamp–Lieb inequality [18] states that any log-concave mea-
sure dν(z) = e−φ(z)dz satisfies Varν(f) ≤

∫
∇f⊤(Hessφ)−1∇fdν for any sufficiently

smooth function f . Following Section 4 in [31], we can write

Varµ(f) = Vare−φ(f ◦ ∇φ)

≤
∫

(∇(f ◦ ∇φ))⊤ (Hessφ)−1∇(f ◦ ∇φ)e−φdz

=

∫
(∇f ◦ ∇φ)⊤ (Hessφ) (∇f ◦ ∇φ)e−φdz

=

∫
∇f⊤ (Hessφ ◦ (∇φ)−1

)
∇fdµ.

Thus, C(µ,W ) = 1 for W defined in (10). Next, we show that W satisfies
∫
tr(W )dµ =

tr(Covµ). Theorem 2.3 in [31] ensures that W defined in (10) is a Stein kernel, meaning
that

∫
xfdµ =

∫
W∇fdµ holds for any f . Letting f going over all affine functions,
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we deduce that
∫
Wdµ =

∫
xx⊤dµ = Covµ, where we used the fact that, because µ

is a moment measure, it is necessarily centered (see Proposition 1 in [27]). This yields∫
tr(W )dµ = tr(Covµ) so that, by (8) and C(µ,W ) = 1, we have that W is a solution to

(7).

Theorem 2.1 ensures the existence (but not the uniqueness) of solutions to the opti-
mization problem (7) provided the moment map φ is sufficiently smooth. This moment
map is the solution to the toric Kähler-Einstein equation

e−φ = µ(∇φ) det(Hessφ), (11)

which can be obtained by applying the change of variable x = ∇φ(z) to the left-hand
side of (9). Note that (11) is a variant of the Monge-Ampère equation [32]. As shown in
[11], if µ is centered, supported on a compact and convex set and has density bounded
from above and below by positive constants, then φ is smooth enough so that Theorem
2.1 applies.

In principle, Theorem 2.1 offers a constructive way to build an optimal metric W :
one can first numerically solve (11) for φ and then compute W via (10). However, the
numerical solution to (11) is not an easy task in general, mostly because of the convexity
constraint of φ. Later on in Section 5, we propose an alternative way to compute W
which does not require solving (11) for φ. Nonetheless, in the particular case where µ is
a product measure, we have a closed-form expression for the optimal W .

Proposition 2. Let µ = µ1 ⊗ . . . ⊗ µL be a product probability measure on Rd where
each µℓ is a marginal probability measure on Rdℓ with d =

∑L
ℓ=1 dℓ. We denote τℓ =

(1 +
∑ℓ−1

i=1 di, . . . ,
∑ℓ

i=1 di) a multi-index with cadinality dℓ and xτℓ the vector containing
the coordinates of x associated with µℓ. Assume that, for any 1 ≤ ℓ ≤ L, there exists a
symmetric positve-semidefinite matrix field Wℓ : Rdℓ → Sdℓ

+ such that C(µℓ,Wℓ) = 1 with∫
tr(Wℓ)dµℓ = tr(Covµℓ

). Then, the block-diagonal metric

W (x) =

W1(xτ1) 0
. . .

0 WL(xτL)

 , (12)

is a solution to (7). For any τℓ with cardinality one, i.e., dℓ = 1, suppose the corresponding
µℓ has connected support on R with Covµℓ

=
∫
(xτℓ − mτℓ)

2dµ < ∞, then we have the
closed-form expression

Wℓ(xτℓ) =
1

µτℓ(xτℓ)

∫ ∞

xτℓ

(t−mτℓ)dµℓ(t). (13)

Proof. Because
∫
tr(Wℓ)dµℓ = tr(Covµℓ

), we have
∫
tr(W )dµ =

∑L
ℓ=1 tr(Covµℓ

) = tr(Covµ).
By the stability of Poincaré inequalities under tensorization, e.g., see Proposition 4.3.1 in
[7], we have C(µ,W ) = maxℓ{C(µℓ,Wℓ)} = 1, because C(µℓ,Wℓ) = 1. This way, W is a
solution to (7). Finally, for the case dℓ = 1, Theorem 6 in [51] ensures that Wℓ defined in
(13) satisfies C(µℓ,Wℓ) = 1. It remains to check that

∫
tr(Wℓ)dµℓ = tr(Covµℓ

). Applying
integration by part, we have∫

Wℓdµℓ =

∫ +∞

−∞

(∫ ∞

xτℓ

(t−mτℓ)dµℓ(t)

)
dxτℓ =

∫ +∞

−∞
(xτℓ −mτℓ)

2dµℓ(xτℓ) = Covµℓ
,

which concludes the proof.
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We give a few examples of measures where (12) and (13) have closed-form expressions.
We refer to [51, Section 3.1] for in-depth discussion.

Example 1. For the standard Gaussian measure dµN (x) ∝
∏d

i=1 exp(−|xi|2/2)dx on Rd,
we have

WN (x) =

1 0
. . .

0 1

 .

For the Laplace measure dµL(x) ∝
∏d

i=1 exp(−|xi|)dx on Rd, we have

WL(x) =

1 + |x1| 0
. . .

0 1 + |xd|

 .

The generalized Cauchy distribution dµC ∝
∏d

i=1(1 + |xi|2)−βdx on Rd with parameter
β > 1 yields

WC(x) =
1

2(β − 1)

1 + |x1|2 0
. . .

0 1 + |xd|2

 .

The following corollary characterizes the optimal metric for sums of independent ran-
dom variables.

Corollary 1. Let X, Y taking values in Rd be two independent random vectors and
consider Z = αX + βY for some α, β ∈ R. Assume there exists optimal metrics WX and
WY such that C(µX ,WX) = C(µY ,WY ) = 1, as well as

∫
tr(WX)dµX = tr(Cov(X)) and∫

tr(WY )dµY = tr(Cov(Y )). Then, the conditional expectation

WZ(z) = E
[
α2WX(X) + β2WY (Y )|Z = z

]
,

is also an optimal metric for Z. In particular, for XN = 1√
N

∑N
i=1 Xi where X1 . . . , XN

are N independent copies of X, we have

WXN
(x) = E

[
WX(X1) + . . .+WX(XN)

N

∣∣∣∣XN = x

]
. (14)

Proof. Let µ = µX⊗µY be the measure of the random vector (X, Y ). By Proposition 2 we
have an optimal metric diag(WX(X),WY (Y )) for (X, Y ). Thus, applying the Riemannian
Poincaré inequality (4) with f(x, y) = h(αx+ βy) yields

Var(h(Z)) = Var(f(X, Y ))

≤ E
[
∇f(X, Y )⊤diag(WX(X),WY (Y ))∇f(X, Y )

]
= E

[
α2∇h(Z)⊤WX(X)∇h(Z)⊤ + β2∇h(Z)⊤WY (Y )∇h(Z)⊤

]
= E

[
∇h(Z)⊤

(
α2WX(X) + β2WY (Y )

)
∇h(Z)⊤

]
.

We conclude that C(µZ ,WZ) = 1. Furthermore, using the independence of X and Y , we
have

∫
tr(WZ)dµZ = α2 tr Cov(X) + β2Cov(Y ) = Cov(Z). We conclude that WZ is an

optimal metric for Z. Then, (14) follows by recursion and concludes the proof.
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3 Characterization and properties of optimal metrics

We start with a simple characterization of the solutions to the optimization problem (7)
with C(µ,W ) = 1.

Theorem 3.1. Let W : Rd → Sd
+ satisfy

∫
tr(W )dµ = tr(Covµ). Then, C(µ,W ) = 1 if

and only if the Poincaré inequality (4) becomes an equality for all affine functions, that
is

Varµ(f) = C(µ,W )

∫
∇f⊤W∇fdµ, ∀f : affine function. (15)

In this case we have ∫
Wdµ = Covµ . (16)

Proof. First, we assume that the identity in (15) holds. Choosing f(x) = xi in (15) and
summing over 1 ≤ i ≤ d yield tr(Covµ) = C(µ,W ) tr(

∫
Wdµ), and thus C(µ,W ) = 1.

Next, we assume C(µ,W ) = 1 and show (15) by contradiction. Assume there exists an
affine function f(x) = α⊤x+ β with α ∈ Rd, β ∈ R such that Varµ(f) <

∫
∇f⊤W∇fdµ,

which is equivalent to α⊤Covµ α < α⊤ (∫ Wdµ
)
α. Define u1 = α/∥α∥ and choose vectors

u2, . . . , ud to form a unitary matrix U = [u1, . . . , ud] ∈ Rd×d. We have

tr(Covµ) =
d∑

i=1

u⊤
i Covµ ui <

d∑
i=1

u⊤
i

(∫
Wdµ

)
ui = tr

(∫
Wdµ

)
,

which contradicts
∫
tr(W )dµ = tr(Covµ). Finally, the identity in (16) is a direct conse-

quence of (15) with C(µ,W ) = 1, which concludes the proof.

Next, we show that any solutions to (7) is necessarily a Stein kernel. A Stein kernel
of a probability measure µ is a matrix field W : Rd → Rd×d (not necessarily symmetric
or positive-semidefinite) such that∫

(x−m)fdµ =

∫
W∇fdµ, (17)

for any smooth function f : Rd → R.

Theorem 3.2. If a symmetric positive-semidefinite matrix field W is a solution to the
optimization problem (7) with C(µ,W ) = 1, then W is a Stein kernel of µ.

Proof. By Theorem 3.1 we have Covµ =
∫
Wdµ. Then, for any f : Rd → R, α ∈ Rd and

h ∈ R, the function g = α⊤x+ hf satisfies

Varµ(g) = α⊤ Covµ α + 2hα⊤
∫
(x−m)fdµ+ h2Varµ(f),∫

∇g⊤W∇gdµ = α⊤ Covµ α + 2hα⊤
∫

W∇fdµ+ h2

∫
∇f⊤W∇fdµ.

Applying the Riemannian Poincaré inequality (4) to g yields

0 ≤ hα⊤
(∫

W∇fdµ−
∫
(x−m)fdµ

)
+O(h2).

For this to hold for any h ∈ R and α ∈ Rd, it is necessary that
∫
W∇fdµ−

∫
(x−m)fdµ =

0, which defines W as a Stein kernel.
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Since the seminal work [53], Stein kernels have been implicitly used in numerous
works on Stein’s method, and they have received growing attention in several recent
investigations, see [25, 28, 30] for instance. In particular, it is shown in [31, Proposition
3.1] that the so-called Stein discrepancy

Sp(µ|γ) = inf
W : Stein kernel

as in (17)

(∫
∥W − Id∥pFdµ

)1/p

,

measures the divergence from µ to the Gaussian measure γ = N (0, Id), which remarkably
bounds the Wasserstein-p distance between µ and γ for p ≥ 2, see also [36] for the original
proof for p = 2. A notable application of Stein kernels is that they often lead to non-
asymptotic central limit theorems (CLT) [8, 23]. The following corollary provides such a
CLT based on the optimal metric. The proof is given in Appendix B.

Corollary 2. Let X1, . . . , XN be independent copies of X ∼ µ such that E[X] = 0 and
Cov(X) = Id, and let µN be the measure of XN = 1√

N

∑
Xi. Consider the Wasserstein-p

distance between µN and γ = N (0, Id) given by

Wp(µN , γ) =

(
inf

π∈Π(µN ,γ)

∫
∥x− y∥pπ(dx, dy)

)1/p

,

where Π(µN , γ) denotes the set of couplings between µN and γ. Then, for any p ≥ 2, we
have

Wp(µN , γ) ≤
Cpd

1−2/p

√
N

(∫
∥W (X)− Id∥ppdµ

)1/p

,

where W is a solution to (7) with C(µ,W ) = 1 and Cp is a constant depending only on
p and where ∥ · ∥p is the matrix norm defined by ∥A∥pp =

∑
ij A

p
ij.

Compared to Theorem 3.3 in [31], the main improvement of Corollary 2 is that it
does not require µ to be log-concave. It applies to more general probability measures, for
example, those heavy-tail distributions in Example 1, as long as the optimal metric W
for the underlying moment measure µ satisfies E[∥W (X)− Id∥pF ] <∞ for the chosen p.

Another immediate property of Stein kernels is that they permit to derive a lower
bound on the variance of a function. The following corollary is a generalization of the
results of [20] for dimension d > 1.

Corollary 3. Let a symmetric positive-semidefinite matrix field W be a solution to (7)
with C(µ,W ) = 1. Then for any smooth function f : Rd → R we have∥∥∥∥∫ W∇fdµ

∥∥∥∥2
Cov−1

µ

≤ Varµ(f) ≤
∫
∇f⊤W∇fdµ, (18)

where ∥v∥2
Cov−1

µ
= v⊤Cov−1

µ v.

Proof. By Theorem 3.2, W is a Stein kernel of µ. The Cauchy–Schwarz inequality yields∣∣∣∣α⊤
∫

W∇fdµ
∣∣∣∣2 (17)

=

∣∣∣∣α⊤
∫

(x−m)

(
f −

∫
fdµ

)
dµ

∣∣∣∣2 ≤ (α⊤Covµ α
)
Varµ(f),

for any α ∈ Rd. Taking the supremum over α ∈ Rd such that α⊤ Covµ α = 1 yields
the left-hand side of (18). The right-hand side of (18) is just the Riemmanian Poincaré
inequality (4) with C(µ,W ) = 1.
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We conclude this section with an excursion. Let f be a 1-Lipschitz function so that
∥∇f(x)∥ ≤ 1. The right inequality of (18) yields Varµ(f) ≤

∫
λmax(W )∥∇f∥2dµ ≤∫

λmax(W )dµ. Maximizing over the set of 1-Lipschitz function then yields

sup
f :Rd→R

1-Lipschitz

Varµ(f) ≤
∫

λmax(W )dµ. (19)

This gives an upper bound on the maximal variance of 1-Lipschitz function, which is
known to be a difficult question related to the isoperimetric problem [12].

4 Convex analysis and spectral gap

While Theorem 3.1 gives a necessary and sufficient condition for C(µ,W ) = 1, it does
not provide any constructive way to build such an optimal metric W . In the following,
we discuss how to numerically obtain W using optimization methods. Toward this goal,
we introduce the following Sobolev spaces

L2(µ) =

{
f : Rd → R : ∥f∥2L2(µ) =

∫
f 2dµ <∞

}
,

H1(µ,W ) =

{
f : Rd → R : ∥f∥2H1(µ,W ) =

∫
f 2dµ+

∫
∇f⊤W∇fdµ <∞

}
.

The space H1(µ,W ) corresponds to the largest function space for f for which the terms
Varµ(f) and

∫
∇f⊤W∇fdµ of (4) are both finite. The Poincaré constant C(µ,W ) can

thus be expressed as
1

C(µ,W )
= inf

f∈H1(µ,W )∫
fdµ=0

∫
∇f⊤W∇fdµ∫

f 2dµ
. (20)

The next proposition shows that the variational problem (7) can be solved by a convex
optimization problem.

Proposition 3. The function W 7→ C(µ,W )−1 is concave over the convex cone of sym-
metric positive-semidefinite matrix field W . Furthermore, for any symmetric positive-
semidefinite matrix fields W and W ′ such that W ′ ⪯ ΩW for some constant Ω, we have

1

C(µ,W ′)
≤ 1

C(µ,W )
+

∫
tr ((W ′ −W )G) dµ, (21)

for any G ∈ G(W ) where

G(W ) = conv

∇u∇u
⊤∫

u2dµ
: u ∈ argmin

f∈H1(µ,W )∫
fdµ=0

∫
∇f⊤W∇fdµ∫

f 2dµ

 . (22)

Here conv{·} denotes the convex hull of a set.

Proof. For any symmetric positive-semidefinite matrix field W0,W1 and any 0 < t < 1,
we have that Wt = tW1 +(1− t)W0 is a symmetric positive-semidefinite matrix field. By
construction, for any f ∈ H1(µ,Wt) we have

∥f∥2H1(µ,Wt)
= t∥f∥2H1(µ,W1)

+ (1− t)∥f∥2H1(µ,W0)
,

9



so that ∥f∥2H1(µ,W1)
≤ t−1∥f∥2H1(µ,Wt)

and ∥f∥2H1(µ,W0)
≤ (1− t)−1∥f∥2H1(µ,Wt)

. We deduce

that H(µ,Wt) ⊆ H(µ,W0) and H(µ,Wt) ⊆ H(µ,W1), and thus we can write

1

C(µ,Wt)
= inf

f∈H1(µ,Wt)∫
fdµ=0

∫
∇f⊤Wt∇fdµ∫

f 2dµ

≥ t inf
f∈H1(µ,Wt)∫

fdµ=0

∫
∇f⊤W1∇fdµ∫

f 2dµ
+ (1− t) inf

f∈H1(µ,Wt)∫
fdµ=0

∫
∇f⊤W0∇fdµ∫

f 2dµ

≥ t inf
f∈H1(µ,W1)∫

fdµ=0

∫
∇f⊤W1∇fdµ∫

f 2dµ
+ (1− t) inf

f∈H1(µ,W0)∫
fdµ=0

∫
∇f⊤W0∇fdµ∫

f 2dµ

=
t

C(µ,W1)
+

1− t

C(µ,W0)
,

which shows that W 7→ C(µ,W )−1 is concave. To show (21), we first notice that assump-
tion W ′ ⪯ ΩW permits to write

∥f∥2H1(µ,W ′) ≤
∫

f 2dµ+ Ω

∫
∇f⊤W∇fdµ ≤ (1 + Ω)∥f∥2H1(µ,W ),

so that H1(µ,W ) ⊆ H1(µ,W ′). Next, we let G ∈ G(W ) be such that

G =
m∑
i=1

ωi
∇ui∇u⊤

i∫
u2
idµ

,

for somem ≥ 1, where ωi ≥ 0 are such that
∑m

i=1 ωi = 1 and where ui ∈ argmin{
∫
∇f⊤W∇fdµ∫

f2dµ
:

f ∈ H1(µ,W ),
∫
fdµ = 0}. Because ui ∈ H1(µ,W ) ⊆ H1(µ,W ′) we can write

1

C(µ,W ′)
= inf

f∈H1(µ,W ′)∫
fdµ=0

∫
∇f⊤W∇fdµ∫

f 2dµ
+

∫
∇f⊤(W ′ −W )∇fdµ∫

f 2dµ

≤
∫
∇u⊤

i W∇uidµ∫
u2
idµ

+

∫
∇u⊤

i (W
′ −W )∇uidµ∫
u2
idµ

=
1

C(µ,W )
+

∫
tr

(
(W ′ −W )

∇ui∇u⊤
i∫

u2
idµ

)
dµ.

Multiplying the above inequality with ωi ≥ 0 and summing over i = 1, . . . ,m yields (21)
and concludes the proof.

Let us comment on Proposition 3. First, because W 7→ C(µ,W )−1 is concave, it
admits a superdifferential ∂W (C(µ,W )−1) at any W . The superdifferential is the set of
all G such that (21) holds for any W ′, see e.g. [17, 48]. Here, the superdifferential is
identified using the scalar product ⟨W,G⟩ =

∫
tr(WG)dµ. The set G(W ) as in (22) is

thus a subset of ∂W (C(µ,W )−1). This will be used later on in Section 5.1 to propose a
gradient algorithm for solving (7). Second, the definition (22) of G(W ) requires that a

minimizer of
∫
∇f⊤W∇fdµ∫

f2dµ
over f ∈ H1(µ,W ) exists. To analyze the existence of these

minimizers, let us introduce the linear operator LW
µ from H1(µ,W ) to its dual defined by∫

fLW
µ gdµ = −

∫
∇f⊤W∇gdµ, (23)

10



for any f, g ∈ H1(µ,W ). The operator LW
µ is the infinitesimal generator associated with

the SDE (5). Using one itegration by part, LW
µ can be expressed as

LW
µ f = W : ∇2f + (div(W ) +W∇ log µ)⊤∇f,

where W : ∇2f =
∑d

i,j=1Wi,j∂
2
i,jf . The following proposition relates C(µ,W ) with the

spectrum of LW
µ , and ensures that minimizers of

∫
∇f⊤W∇fdµ∫

f2dµ
over f ∈ H1(µ,W ) exists.

Proposition 4. Assume that W is such that the injection of H1(µ,W ) in L2(µ) is
compact and that H1(µ,W ) is dense in L2(µ). Then, if C(µ,W ) < ∞, there exists an
orthonormal basis {uW

i }∞i=1 of L2(µ) which forms an eigenbasis for −LW
µ such that

−LW
µ uW

i = λW
i uW

i , (24)

where λW
i ≥ 0 is the i-th smallest eigenvalue of −LW

µ . In addition we have that:

1. the eigenvalues λW
i tends to +∞ when i→ +∞,

2. the first eigenvalue is trivial λW
1 = 0 and the associated eigenfunction is the constant

function uW
1 = 1,

3. the second eigenvalue is positive λW
2 > 0 and satisfies

λW
2 =

1

C(µ,W )
. (25)

4. the set of minimizers of
∫
∇f⊤W∇fdµ∫

f2dµ
over f ∈ H1(µ,W ),

∫
fdµ = 0, is the eigenspace

span{uW
2 , . . . , uW

m+1} associated with the eigenvalue λW
2 , and its dimension m is

necessarily finite. Moreover, the superdifferential of the concave function W 7→ λW
2

is given by

∂WλW
2 = conv

{
∇u∇u⊤∫

u2dµ
: u ∈ span{uW

2 , . . . , uW
m+1}

}
. (26)

where (·) denotes the closure with respect to the topology induced by the L2(µ;Rd×d)-
norm on the matrix field ∥A∥L2(µ;Rd×d) = (

∫
∥A∥2Fdµ)1/2. In particular ifm = 1 then

λW
2 is differentiable and

∇λW
2

m=1
=

(∇uW
2 )(∇uW

2 )⊤∫
(uW

2 )2dµ
. (27)

Proof. To show that−LW
µ admits the eigendecomposition (24), it is sufficient to show that

the bi-linear form (f, g) 7→
∫
f(−LW

µ )gdµ =
∫
∇f⊤W∇gdµ is continuous and coercive

on H1(µ,W ) ⊂ L2(µ), see e.g. Theorem 7.3.2 in [2]. To show the continuity, a Cauchy-
Schwarz inequality permits to write∣∣∣∣∫ f(−LW

µ )gdµ−
∫

f ′(−LW
µ )g′dµ

∣∣∣∣
=

∣∣∣∣∫ (
√
W∇f)⊤(

√
W (∇g −∇g′))dµ−

∫
(
√
W (∇f ′ −∇f))⊤

√
W∇g′dµ

∣∣∣∣
≤ ∥g − g′∥H1(µ,W )

(∫
∇f⊤W∇fdµ

)1/2

+ ∥f − f ′∥H1(µ,W )

(∫
∇g′⊤W∇g′dµ

)1/2

.

11



Then
∫
f(−LW

µ )gdµ →
∫
f ′(−LW

µ )g′dµ whenever f → f ′ and g → g′ in H1(µ,W ). The
coercivity is a direct consequence of C(µ,W ) <∞ since

∥f∥2H1(µ,W ) =

∫
f 2dµ+

∫
∇f⊤W∇fdµ ≤ (C(µ,W ) + 1)

∫
f(−LW

µ )fdµ,

holds for any f ∈ H1(µ,W ). Next, because the injection of H1(µ,W ) in L2(µ) is compact
and that H1(µ,W ) is dense in L2(µ), Theorem 7.3.2 in [2] ensures that −LW

µ admits the
eigendecomposition (24) and that λW

i → +∞ when i→ +∞. By (23), the first eigenpaire
is trivial with λW

1 = 0 and uW
1 = 1. Using the Courant-Fischer-Weyl min-max principle,

we have

λW
2 = inf

f∈H1(µ,W )∫
fuW

1 dµ=0

∫
f(−LW

µ )fdµ∫
f 2dµ

,

which, by (20), gives (25). Because λW
i → +∞, we have that the multiplicity m of λW

2 is
necessarily finite. As a consequence, the set of the minizers of∫

f(−LW
µ )fdµ∫

f 2dµ
=

∫
tr

(
W
∇f∇f⊤∫

f 2dµ

)
dµ,

over f ∈ H1(µ,W ) with
∫
fdµ = 0 is exactly span{uW

2 , . . . , uW
m+1}. Thus, Theorem 2.4.18

from [58] establishes that (26) holds. Finally, (27) is a direct consequence of (26), which
concludes the proof.

Let us comment on the assumptions of Proposition 4. First, the density of H1(µ,W )
in L2(µ) is classically obtained by showing that C∞c (Rd), the space of functions of class
C∞ with compact support in Rd, is dense in both H1(µ,W ) and L2(µ). In the case of
classical (unweighted) Sobolev space, it is well known that C∞c (Rd) is dense in L2(Rd)
and in H1(Rd), see e.g. Theorem 4.12 and Corollary 9.8 from [19]. For weighted Sobolev
spaces, the result still holds under the assumption that the Lebesgue density of µ is in
the Muckenhoupt’s A2-class, see Theorem 1.1 in [40]. In particular, any measure µ with
bounded support Ω = supp(µ) and whose Lebesgue density is bounded away from 0 and
from +∞ is in the Muckenhoupt’s A2-class. If we further assume that αId ⪯ W ⪯ βId
for some constant 0 < α ≤ β <∞, then H1(µ,W ) = H1(µ) is dense in L2(µ).

Second, the compact injection of H1(µ,W ) in L2(µ) can be obtain via the Rel-
lich–Kondrachov theorem, see Theorem 9.16 [19]. This theorem states that if Ω ⊂ Rd is a
bounded subset of class C1, then the injection of the (unweighted) Sobolev space H1(Ω)
in L2(Ω) is compact. Therefore, if Ω = supp(µ) and αId ⪯ W ⪯ βId and α ≤ dµ

dx
≤ β for

some constant 0 < α ≤ β <∞, then the H1(Ω) = H1(µ,W ) is dense in L2(Ω) = L2(µ).

5 Solution algorithm

In order to account for the two contraints W (x) ∈ Sd
+ and

∫
tr(W )dµ = tr(Covµ) in

Problem (7), we propose to use the following parametrization of W

W (x) = V (x)2
tr(Covµ)∫
∥V ∥2Fdµ

, (28)

where V : Rd → Sd is a matrix field to be determined. Here, Sd ⊂ Rd×d denotes
the set of symmetric matrices and ∥ · ∥F denotes the Frobenius matrix norm such that

12



∥A∥2F = tr(A⊤A). Because any W : Rd → Sd
+ with

∫
tr(W )dµ = tr(Covµ) can be written

as in (28) for some V , we have that any maximizer of

J(V ) = inf
f∈H1(µ,V 2)∫

fdµ=0

∫
∇f⊤V 2∇fdµ

(
∫
∥V ∥2Fdµ)(

∫
f 2dµ)

(20)&(28)
=

1

tr(Covµ)C(µ,W )
, (29)

yields a solution W to (7). By parametrizing W with V , we loose the concavity of the
constrained problem (7) (recall Proposition 3) but instead we obtain an unconstrained
maximization problem

max
V :Rd→Sd

J(V ), (30)

which is much easier to solve with in practice.

5.1 Gradient ascent algorithms

Proposition 4 permits to write J(V ) = λV 2

2 /
∫
∥V ∥2Fdµ, where λV 2

2 denotes the first

nonzero eigenvalue of the operator LV 2

µ as in (23). If we assume that λV 2

2 has multiplicity
one, then W 7→ λW

2 is differentiable around W = V 2. In this case, J is also differentiable
around V as the product and composition of differentiable functions, and its gradient is
given by

∇J(V ) =
GV + V G− 2J(V )V∫

∥V ∥2Fdµ
, with G =

(∇uV 2

2 )(∇uV 2

2 )⊤∫
(uV 2

2 )2dµ
. (31)

If the multiplicity of λV 2

2 is larger than one, then J is no longer differentiable nor admits
a superdifferential (because J is not concave). Still, J possesses a generalized gradient in
the sense of [26, Chapter 10] which is given with a similar expression at in (31), albeit G
now belonging to the superdifferential ∂W (λV 2

2 ). This is, however, not further analyzed
in the present article.

The gradient ascent algorithm with constant step size ρ ≥ 0 consists in defining a
sequence of {V (k)}k≥0 as follow

V (k+1/2) = V (k) + ρ∇J(V (k)), (32)

V (k+1) =
V (k+1/2)

(
∫
∥V (k+1/2)∥2Fdµ)1/2

. (33)

Since J(αV ) = J(V ) for all α ̸= 0, the last step above permits to normalize the iterates
without modifying the value of the objective J(V (k+1)) = J(V (k+1/2)). While gradient
ascent is universally popular, alternative methods such as momentum [47] and Nesterov’s
Accelerated Gradient [41] can result in significantly faster convergence to the optimum.
The momentum algorithm is

D(k+1) = αD(k) + ρ∇J(V (k)), (34)

V (k+1/2) = V (k) +D(k+1), (35)

V (k+1) =
V (k+1/2)

(
∫
∥V (k+1/2)∥2Fdµ)1/2

. (36)

It consists in continuing updating along the previous update direction D(k), scaled by a
factor 0 ≤ α < 1. The Nesterov’s Accelerated Gradient algorithm replaces (34) with

D(k+1) = αkD
(k) + ρ∇J(V (k) + αkD

(k)), (37)
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where 0 ≤ αk < 1 is now depending on the iteration number, see [54]. Nesterov proposed
αk = 1− 3/(5 + k), which we adopt in our experiments.

In the previous equations, we compute the gradient ∇J(V (k)) as in (31), which as-

sumes λ
(V (k))2

2 has multiplicity one. As shown in the numerical results, the first two
nonzero eigenvalues cross each other several times during the iteration process and, at
optimality, they tend to be equal. Even though the first two nonzero eigenvalues are al-
ways numerically different, this indicates that the objective function J possesses several
edges (discontinuities in the gradient). The use of either the momentum algorithm or
NAG turns out to be very efficient for solving (30) when the iterates approach optimality.

5.2 Finite element discretization

In order to numerically compute the gradient ∇J(V (k)) in (31), we employ the finite
element method [2, 59]. We consider a triangulation TM of the support of µ made with
M simplices (i.e. triangles when d = 2) and N nodes such that supp(µ) = ω1 ∪ . . .∪ωM .
Here, we assume that the support of µ is bounded. We define the finite element space
VN ⊂ H1(µ,W ) as

VN = span{ϕ1, . . . , ϕN}, ϕi : continuous and piecewise affine,

such that ϕi(xj) = δi,j, where xj is the j-th node of TM . The function

JN(V ) = inf
f∈VN∫
fdµ=0

∫
∇f⊤V 2∇fdµ

(
∫
∥V ∥2Fdµ)(

∫
f 2dµ)

,

yields an approximation to J(V ) such that JN(V ) → J(V ) when N → ∞, see e.g.
Theorem 7.4.4 from [2]. We propose to replace J by JN in the gradient algorithms (32),
(34) and (37). Next, we show how to compute ∇JN(V ).

For a given matrix field W as in (28), we let KW ∈ RN×N and M ∈ RN×N be the
matrices defined by

KW
i,j =

∫
∇ϕ⊤

i W∇ϕjdµ, and Mi,j =

∫
ϕiϕjdµ, (38)

for all 1 ≤ i, j ≤ N . Consider the generalized eigendecomposition of the matrix pair
(KW ,M)

KWUW
i = λW

N,iMUW
i ,

where (UW
j )⊤MUW

i = δi,j for any 1 ≤ i, j ≤ N and where the eigenvalues λW
N,1, . . . , λ

W
N,N

are listed in the increasing order. Because the finite element space VN contains the
constant function, the first eigenvalue is trivial λW

N,1 = 0 and the corresponding eigenvector

UW
1 = U1 = (1, . . . , 1)⊤ represents the constant function 1 =

∑N
i=1 U1,iϕi onto the finite

element basis. Also, because
∫
fdµ = U⊤MU1 for any f =

∑N
i=1 Uiϕi, we can express

JN(V ) as follow

JN(V ) =
1∫
∥V ∥22dµ

inf
U∈RN

U⊤MU1=0

U⊤KV 2
U

U⊤MU
=

λV 2

N,2∫
∥V ∥22dµ

.
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As in Equation (31), if the multiplicity of λV 2

N,2 is one, then JN admits a gradient at V
which is given by

∇JN(V ) =
GNV + V GN − 2JN(V )V∫

∥V ∥2Fdµ
,

with GN =

(∑N
i=1(U

V 2

2 )i∇ϕi

)(∑N
i=1(U

V 2

2 )i∇ϕi

)⊤
(UV 2

2 )⊤M(UV 2

2 )
.

(39)

Thus, to compute ∇JN(V ), one needs first to assemble the finite element matrices KV 2

and M and to compute the second smallest generalized eigenpair (λV 2

2 , UV 2

2 ) of (KV 2
,M).

Then, ∇JN(V ) is assembled according to (39). Notice that, because ϕi are piecewise
affine, the matrix field GN is piecewise constant on each element ωi of the mesh. In
addition, if the field V is also piecewise constant of the form of

V (x) =
M∑

m=1

Vm1ωm(x), where Vm ∈ Rd×d, (40)

then ∇JN(V ) as in (39) is also piecewise constant. Here, 1ωm is the indicator function
of the m-th element ωm. Therefore, any of the iterates of the gradient algorithms in
Equations (32)–(37) remains piecewise constant, and so is the resulting symmetric positive
field W given by (28). The resulting algorithm is summarized in Algorithm 1.

6 Numerical experiments

We demonstrate the proposed method on three benchmarks, each of them in dimension
d = 2. Code for reproducing all of these numerical results is available online2. The first
is a Gaussian mixture of the form of

dµ1(x) ∝
3∑

i=1

exp

(
−∥x− xi∥2

σ2

)
dx,

where σ2 = 0.025, x1 = (0, 0.5), x2 = (
√
3/4,
√
3/4) and x3 = (−

√
3/4,
√
3/4). The

second distribution is concentrated on a ring of radius r and is defined by

dµ2(x) ∝ exp

(
−(∥x∥ − r)2

σ2

)
dx,

where σ2 = 0.0032 and r = 0.65. The third is a uniform measure on a H-shaped domain
Ω ⊂ R2, meaning

dµ3(x) ∝ 1Ω(x)dx.

The fourth is a slight modification of µ3 which consists in enlarging the support of µ3 to
the convex hull conv(Ω) of the H-shaped Ω as follow

dµ4(x) ∝ dµ3(x) + ε1conv(Ω)(x)dx,

2https://gitlab.inria.fr/ozahm/optimal-riemannian-metric-for-poincare-inequalities.

git
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Algorithm 1 Optimal metric using finite element method and momentum algorithm

1: Input: measure µ, finite element partition supp(µ) = ω1 ∪ . . . ∪ ωM , step size ρ > 0
and momentum parameter 0 ≤ α < 1.

2: Define the finite element space VN = span{ϕ1, . . . , ϕN} of piecewise affine functions.
3: For all i, j ≤ N and m ≤M , precompute

µm =

∫
ωm

dµ and Mi,j =

∫
ϕiϕjdµ and Ki,j,m =

∫
ωm

∇ϕi∇ϕ⊤
j dµ ∈ Rd×d.

4: For all m ≤M , initialize V
(0)
m = Id/d and D

(0)
m = 0.

5: Set k = 0.
6: while not converged do
7: For all m ≤M , compute the metric (see Equation (28))

W (k)
m = (V (k)

m )2
tr(Covµ)∑M

m=1 ∥V
(k)
m ∥2Fµm

8: Assemble the matrix K(k) ∈ RN×N given by (see Equation (38))

K
(k)
i,j =

M∑
i=1

tr
(
Ki,j,mW

(k)
m

)
9: Compute the smallest non-zero generalized eigenpaire (λ(k), U (k)) ∈ R>0 × RN

solution to
K(k)U (k) = λ(k)MU (k)

10: For all m ≤M , compute (see Equation (39))

G(k)
m =

∑N
i,j=1 U

(k)
i U

(k)
j Ki,j,m∑N

i,j=1 U
(k)
i U

(k)
j Mi,j

and then ∇J (k)
m = G

(k)
m V

(k)
m + V

(k)
m G

(k)
m − 2λ(k)V

(k)
m

11: Compute the increment D
(k+1)
m = αD

(k)
m + ρ∇J (k)

m (see Equation (34))

12: Update V
(k+1/2)
m = V

(k)
m +D

(k+1)
m (see Equation (35))

13: Normalize V
(k+1)
m = V

(k+1/2)
m /(

∑M
m′=1 ∥V

(k)
m′ ∥2Fµm′)1/2 (see Equation (36))

14: k ← k + 1
15: end while
16: Output: Metric W (k) =

∑M
m=1 W

(k)
m 1ωm and the associated Poincaré constant

C(µ,W (k)) = 1/λ(k).

where ε = 10−7. The goal is to create a measure which is close to µ3 while being supported
on a convex domain. That way, µ4 satisfies the (sufficient) conditions for being a moment
measure with a smooth enough convex potential φ so that Theorem 2.1 applies, see [11].
This will be illustrated later on Figure 4.

The measures µ1, . . . , µ4 as well as the finite element discretizations of their supports,
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(a) Tri-modal µ1 (b) Ring µ2 (c) H-shaped µ3 (d) H-shaped µ4

Figure 1: The three benchmark measures and the finite element discretization of their
support (cyan indicates low probability and purple high probability). The number of
elements in the mesh are respectively M1 = 5718, M2 = 10256, M3 = 4610 and M4 =
5742.
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Figure 2: (Tri-modal µ1) Evoluation of the five first nonzero eigenvalues of the diffusion
operator LW

µ during the iteration process of the gradient-ascent methods, with ρ = 0.01
and α = 0 (Gradient ascent), α = 0.5 (Momentum) and αk = 1− 3/(5 + k) (NAG).

are represented on Figure 1. The Poincaré constant of these measures are respectively

C(µ1) = 61.79, C(µ2) = 1.971, C(µ3) = 15.01, C(µ4) = 15.01.

6.1 Gradient ascent methods on the tri-modal measure

Figure 2 reports the evolution of the spectrum of LW
µ1

during the optimization process.
We observe that all the gradient-ascent methods we considered yield λ1 ≥ 0.9 (and
therefore C(µ,W ) ≤ 1.12) after 15 iterations. Notice the oscillations between of the two
first nonzero eigenvalues λ2 and λ3, which indicates that those eigenvalues are constantly
crossing each other during the iterations. When approaching optimality λ2, λ3 → 1, the
NAG yields more stable behaviour of the iterates compared to the alternative methods.
Running the NAG algorithm for k = 100 iterations, we obtain λ

(k)
2 = 0.9998, showing

that one can bring the Poincaré constant C(µ,W (k)) arbitrarily close to 1.
Figure 3 represents the first 5 nontrivial eigenvectors of LW

µ1
for the (initial) constant

metric W (0) = Id tr(Covµ)/d and the (final) metric W (k) obtained using NAG with k =

17



(a) λ2 = 0.0162 (b) λ3 = 0.0162 (c) λ4 = 10.9513 (d) λ5 = 10.9517 (e) λ6 = 11.0290

(f) λ2 = 0.9998 (g) λ3 = 1.0002 (h) λ4 = 3.0973 (i) λ5 = 3.1311 (j) λ6 = 3.8463

Figure 3: (Tri-modal µ1) Eigenvectors uW
2 , . . . , uW

6 of the diffusion operator LW
µ1

for the

constant metricW (0) = Id
tr(Covµ)

d
(top row) and the computed metricW (k) obtained using

k = 100 iterations of NAG.

100 iterations. We observe that the first two eigenvectors are affine functions which,
according to Theorem 3.1, reflects the optimality of W (k).

6.2 Optimal metrics

Figure 4 represents the optimal metric W on the four considered test cases. To represent
a field of 2×2 positive matrices, we plot the trace of W (in log-scale to increase visibility)
and, to represent the anisotropy in the field W , we plot the ellipses whose main directions
are the eigenvectors of W (x).

For the tri-modal measure µ1, we see on Figure 4a that W is low and isotropic around
the three modes, and significantly high and anisotripic accross the modes. For the ring
measure µ2, we observe on Figure 4b that W admits a singularity at the origin (tr(W ) ≈
1010) and is anisotropic where µ2 is high (the ring of radius r).

For the H-shaped measure µ3, Figure 4c indicates a high value of W in the “bridge”
connecting the left and right parts of the domain. It is important to notice that, for this
benchmark, the resulting Poincaré constant is C(µ3,W ) = 0.9166 which is significantly
far from 1. A credible explanation for this is that µ3 is not a moment measure, and so
Theorem 2.1 does not apply. In contrast, the measure µ4 ≈ µ3 has a convex support,
and our algorithm yields a Poincaré constant C(µ4,W

(k)) = 0.9989 which can be made
arbitrarily close to 1. We notice that in the region of low-probability (dµ4 ≈ εdx), the
metric W degenerates (tr(W ) ≈ ε−1) and is highly anisotropic.

6.3 Application to the unadjusted Langevin algorithm (ULA)

We consider now the Euler-Maruyama discretization of the Riemannian Langevin dy-
namic dXt = (div(W )−W∇V )dt+

√
2WdBt as in (5), which writes

Xn+1 = Xn + (divW (Xn)−W (Xn)∇V (Xn))∆t+
√

2∆tW (Xn)Zn, (41)
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(a) Tri-modal µ1, C(µ1,W
(k)) = 0.9998 (b) Ring µ2, C(µ2,W

(k)) = 0.9994

(c) H-shaped µ3, C(µ3,W
(k)) = 0.9166 (d) H-shaped µ4, C(µ4,W

(k)) = 0.9989

Figure 4: Metric W (k) computed with k = 100 iterations of NAG. The colorbar cor-
responds to log10(tr(W

(k))), which is the amplitude of W (k) in log-scale. The ellipses
represent the local anisotropy of W (k).
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(a) Tri-modal µ1, W ∝ Id (b) Tri-modal µ1, optimal W (c) H-shaped µ3, optimal W

(d) Ring µ2, W ∝ Id (e) Ring µ2, optimal W (f) H-shaped µ4, optimal W

Figure 5: Drift (div(W ) −W∇Vi) for the four considered measures dµi ∝ exp(−Vi)dx,
i = 1, . . . , 4, with either the constant metric W ∝ Id (Figures 5a and 5d) or the optimal
metric W .

for some time step ∆t > 0. Here, Z1, Z2, . . . are independent random vector drawn from
N (0, Id). While Figure 4 already represents the diffusion term

√
2W of the Riemannian

Langevin SDE, Figure 5 represents the drift term div(W ) − W∇V . From it, we can
observe how the new drift field connects different high probability region. In particular,
from Figure 5a, we observe the non-preconditioned drift ∇V points towards the centers
of the mixture components. While such drift pushes the particle Xt in high probability
regions, it also prevent jumps from one mode to another. In comparison, the new drift
field on Figure 5b connects the different mixture components by pushing the particles
to escape the modes, which intuitively improves the mixing speed of the SDE. Likewise,
on Figure 5d, the drift ∇V only leads towards the high probability region, but not
circulating along the ring. The drift field on Figure 5e actually suggests leaving the high
probability region to the center of the ring, where it will be directed to other area of the
ring. Regarding the uniform measure µ3 for which ∇V = 0, we see on Figure 5c that the
optimal metric W creates a drift divW which pushes the particles towards the bottleneck
of distribution so they can get to the other side. Regarding µ4, the cyan area on Figure
5f provides additional leeway for the mixing to happen.

Finally, Figure 6 represents the trace of 5000 iterations of the ULA algorithm (41).
We observe that the unpreconditioned ULA (top row) has a large bias compared to
the preconditioned ULA (middle row). In particular, the preconditioned ULA is more
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(a) ∆t = 0.015 (b) ∆t = 0.015 (c) ∆t = 0.01 (d) ∆t = 0.005

(e) ∆t = 0.015 (f) ∆t = 0.015 (g) ∆t = 0.01 (h) ∆t = 0.005

Figure 6: Trace of 5000 iterations of ULA (41) for different ∆t using either the unprecon-
ditioned ULA (W ∝ Id, top row) or the precondtionned ULA (optimal W , bottom row).

robust with respect to large time steps ∆t compared to the non-preconditioned ULA, see
for instance the difference between Figure 6b and Figure 6f. For the ring measure µ2,
having an anisotropic diffusion term (remember Figure 4b) permits a better mixing of
the particules.

7 Conclusion

This paper considers adding a Riemannian metric in the Poincaré inequality, and investi-
gates the notion of optimal metric by minimizing the associated Poincaré constant. Sev-
eral important properties of the optimal metric has been obtained and a gradient-based
numerical algorithm is further proposed to compute it. It is applied in four different
2D distributions, where the optimal matrix field reveals the geometric structure of the
distributions. These metrics are then exploited to precondition the Langevin SDE.

While this work has shown various important properties and benefits of the optimal
metric, much is left to be done, especially in the computational side. Next we explain a
few possible directions for further developments:

• Although Theorem 2.1 establishes the existence of an optimal metric, the issue of
its uniqueness remains unresolved. Given that optimal metrics must be positive-
semidefinite Stein kernels (as per Theorem 3.2), one approach to investigating
uniqueness would be to ascertain whether positive-semidefinite Stein kernels are
indeed unique or not.

• Stein kernels have proven effective in constructing statistical tests to discern whether
data samples originate from a particular distribution [39]. Assessing whether the
positive-semidefinite Stein kernel we obtain via the optimal metric improves upon
existing statistical tests is of natural interest.
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• While algorithm 1 permits to accurately compute the optimal metric, its applica-
tion to large scale problems requires further investigations. In particular, the finite
element methods we employed becomes prominently expensive if the underlying di-
mension d is high, which makes it inapplicable for high-dimension problems. Kernel
based as in [45] or neural network based methods in the spirit of [10] may be able
to face the dimensionality issue.

• An additional concern regarding Algorithm 1 is its dependency on global knowl-
edge of µ, which may not be readily available beforehand. Algorithms capable of
estimating W using available data (e.g. few samples or moments from µ) or dy-
namically adapting to new information (e.g. during an MCMC procedure which
samples from µ) would present a more compelling approach.
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A Proof of Proposition 1

The Fokker-Planck equation satisfied by the density µt ∝ exp(−Vt) of Xt solution to (5)
writes

∂tµt = −∇ · ((div(W )−W∇V )µt) +∇ · (div(Wµt))

= −∇ · ((div(W )−W∇V )µt) +∇ · (div(W )µt +W∇µt)

= −∇ · (−(W∇V )µt −W∇µt)

= −∇ · (µtW (∇Vt −∇V )). (42)

Because χ2(µt, µ) =
∫
(µt

µ
)2dµ− 1 we can write

∂tχ
2(µt, µ) = 2

∫
∂t

(
µt

µ

)
µtdx

(42)
= −2

∫
∇ · (µtW (∇Vt −∇V ))

(
µt

µ

)
dx

= 2

∫
(µtW (∇Vt −∇V ))⊤∇

(
µt

µ

)
dx

= −2
∫

µt∇ log

(
µt

µ

)⊤

W∇
(
µt

µ

)
dx

= −2
∫
∇
(
µt

µ

)⊤

W∇
(
µt

µ

)
dµ (43)
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To show that C(µ,W ) ≤ C implies (6), we apply the Riemannian Poincaré inequality (4)
to (43) to obtain

∂tχ
2(µt, µ)

(4)

≤ − 2

C
Varµ(µt/µ) = −

2

C
χ2(µt, µ). (44)

This shows that the function t 7→ e2t/Cχ2(µt, µ) is decreasing (because its derivative
2/Ce2t/Cχ2(µt, µ)+e2t/C∂tχ

2(µt, µ) ≤ 0 is nonpositive) so that χ2(µ0, µ) ≥ e2t/Cχ2(µt, µ),
which is (6).

We now show that if (6) holds for any probability measure µ0 then C(µ,W ) ≤ C.
Let f0 be a positive function such that

∫
f0dµ = 1. Letting dµ0 = f0dµ, inequality (6)

becomes χ2(µt, µ) ≤ e−2t/C Varµ(f0). A Taylor expansion around t = 0 yields

χ2(µ0, µ) + ∂tχ
2(µt, µ)|t=0t+O(t2) ≤ (1− 2t/C)Varµ(f0) +O(t2), (45)

for any t ≥ 0. By (43) we have ∂tχ
2(µt, µ)|t=0 = −2

∫
∇f⊤

0 W∇f0dµ so that (45) yields

Varµ(f0) ≤ C

∫
∇f⊤

0 W∇f0dµ, (46)

for any positive function f0 such that
∫
f0dµ = 1. It remains to show that it also holds

for any smooth function f with
∫
∇f⊤W∇fdµ < ∞. If such a f is lower bounded,

then f0 = (f − inf f)/α with α =
∫
fdµ − inf f is a positive function with

∫
f0dµ = 1

and so (46) yields α−2Varµ(f) ≤ α−2C
∫
∇f⊤W∇fdµ. We conclude that any smooth

lower-bounded f satisfies the Riemannian Poincaré inequality. Finally, if f is not lower
bounded, we introduce the sequence of lower-bounded function fn = max{f ;−n} so that

Varµ(fn) ≤ C

∫
∇f⊤

n W∇fndµ.

Taking the limit when n→∞ we obtain Varµ(f) ≤ C
∫
∇f⊤W∇fdµ.

B Proof of Corollary 2

The proof is a simple adaptation of the proof of Theorem 3.3 in [31]. By Theorem 3.2,
WN defined in (14) is a Stein kernel so that

Sp(µN |γ)p ≤
∫ ∥∥∥∥∥E

[
N∑
i=1

W (Xi)− Id
N

∣∣∣∣∣XN

]∥∥∥∥∥
p

F

dµN

(Jensen’s inequality) ≤
∫

E

[∥∥∥∥∥
N∑
i=1

W (Xi)− Id
N

∥∥∥∥∥
p

F

∣∣∣∣∣XN

]
dµN

= E

[∥∥∥∥∥
N∑
i=1

W (Xi)− Id
N

∥∥∥∥∥
p

F

]
,
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Letting Yikl = Wkl(Xi)− δkl, we deduce

Sp(µN |γ)p ≤ E


 1

d2

d∑
kl=1

d2

(
1

N

N∑
i=1

Yikl

)2
p/2


(Jensen’s inequality) ≤ 1

d2

d∑
kl=1

E


d2

(
1

N

N∑
i=1

Yikl

)2
p/2


= dp−2N−p

d∑
kl=1

E

[(
N∑
i=1

Yikl

)p]

(Rosenthal) ≤ dp−2N−p

d∑
kl=1

Kp max


N∑
i=1

E[Y p
ikl];

(
N∑
i=1

E[Y 2
ikl]

)p/2


where we applied the Rosenthal inequality [35] in the last step. Here, Kp is a constant

depending only on p. On one side we have
∑N

i=1 E[Y
p
ikl] = NE [(Wkl(X)− δkl)

p] and, on
the other side, a Hölder inequality yields(

N∑
i=1

E[Y 2
ikl]

)p/2

= Np/2E[(Wkl(X)− δkl)
2]p/2 ≤ Np/2E[(Wkl(X)− δkl)

p].

Thus we deduce

Sp(µN |γ)p ≤ dp−2N−p

d∑
kl=1

KpE[(Wkl(X)− δkl)
p] max

{
N ;Np/2

}
= dp−2N−p/2Kp

∫ d∑
kl=1

(Wkl(X)− δkl)
pdµ

Together with Proposition 3.1 in [31], which establishes Wp(µN , γ) ≤ C ′
pSp(µN |γ) for

another constant C ′
p depending only on p, we conclude the proof.
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