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Approximation Error of Sobolev Regular
Functions with tanh Neural Networks:

Theoretical Impact on PINNs

Benjamin Girault, Rémi Emonet, Amaury Habrard, Jordan Patracone, and
Marc Sebban

Université Jean Monnet Saint-Etienne, CNRS, Institut d’Optique Graduate School,
Inria, Laboratoire Hubert Curien UMR 5516, F-42023, SAINT- ETIENNE, France

Abstract. Considering the key role played by derivatives in Partial
Differential Equations (PDEs), using the tanh activation function in
Physics-Informed Neural Networks (PINNs) yields useful smoothness
properties to derive theoretical guarantees in Sobolev norm. In this pa-
per, we conduct an extensive functional analysis, unveiling tighter ap-
proximation bounds compared to prior works, especially for higher order
PDEs. These better guarantees translate into smaller PINN architectures
and improved generalization error with arbitrarily small Sobolev norms
of the PDE residuals.

Keywords: Approximation error · Sobolev space · Physics-informed
neural network · tanh activation function.

1 Introduction

Physics-informed Machine Learning [8,11] is an emerging topic that has received
a tremendous interest from the scientific community. It consists in leveraging
and embedding physical laws that govern some dynamical system into data-
driven models. Ignoring the fundamental principles of the underlying theory
may indeed lead to ill-posed problems and thus, yet optimal, implausible solu-
tions yielding poor generalization. This domain knowledge can be exploited in
various ways in deep-learning for (i) designing suitable physics-regularized loss
functions, (ii) initializing models with meaningful parameters, (iii) guiding the
design of consistent neural architectures, or (iv) building (theory`data)-driven
hybrid models. A recent deep learning framework reflecting this new paradigm
is the family of physics-informed neural networks (PINNs) [12] that are trained
to predict solutions of a dynamical system while respecting partial differential
equations (PDE). Despite a remarkable effectiveness, PINNs have been shown
to also face pathological behaviors. In particular, they can be subject to over-
fitting phenomena, as illustrated in [1,6]. In this context, it has become crucial
to study the theoretical properties of this new deep learning framework to gain
a comprehensive grasp of its capabilities and limitations. However, despite an
increasing interest in the past few years, the theoretical foundation of PINNs is
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still at its early stage. Like any other machine learning model, in addition to the
optimization error (which is hard to bound due to the highly non-convex nature
of the optimization problem), the total error of PINNs depends on two main
sources: (a) estimation error and (b) approximation error.

The estimation error (a) is mainly due to the finite amount of data available
for learning, raising the question of the derivation of convergence/consistency
guarantees. In [6], the risk consistency of PINNs is proved by employing a ridge
regularization. This result ensures in an asymptotic regime that minimizing the
empirical PDE residuals amounts to minimizing the corresponding generalization
risk. Moreover, the authors show that plugging an additional Sobolev regulariza-
tion allows to guarantee a strong convergence (in Sobolev norm) of the minimizer
of the empirical risk to the (supposedly unique) solution of the PDE. In [4], the
same kind of convergence results is provided for the Navier-Stokes PDE but this
time, in L2-norm and resorting to a quadrature rule instead of concentration
inequalities. In [13], by following the Schauder approach, the authors prove an
upper bound of the expected Hölder regularized PINN loss for linear second or-
der elliptic and parabolic PDEs. In [14], the Rademacher complexity is used in
an analysis based on the uniform law of large numbers to derive error estimates
for linear PDEs. Following the work of [13], [15] presents a convergence analysis
in H2-norm when minimizing a Lipschitz regularized PINN loss function. Fi-
nally, in [6], the authors present the first theoretical analysis for hybrid models
involving (observation or simulation) labelled data and physical knowledge.

The approximation error (b) is induced by the possibly limited capacity of
the chosen function class. Fortunately, deep neural networks have been shown
to be universal approximators [10]. On the other hand, as pointed out in [5],
the universality results do not give bounds on the width of the networks. Due
to this limitation, in the last few years, an abundant literature aimed at es-
tablishing quantitative results on the expressivity of neural networks (e.g., see
[7,9,16]). Most of these papers addressed the case of ReLU networks with error
estimates either in L8 or Sobolev norm. However, since this activation function
is piece-wise linear with vanishing derivatives, it cannot be efficiently used to
solve PDEs that often require high-order derivatives. Beyond its use in recurrent
neural networks, the tanh activation function has been shown to be a very good
smooth candidate for PINNs for which measuring approximation errors in high-
order Sobolev norm is crucial. In [5], the authors present the first expressivity
guarantees in this setting by giving explicit bounds on the size of the PINN
required for the network to be provably accurate.

Saving the question of convergence for future investigations, we focus in this
paper on the approximation error of shallow neural networks and illustrate its
impact on PINNs. Following and extending the line of work introduced in [5],
our contribution is three-fold:

1. Through a rigorous functional analysis, we derive tighter approximation
bounds of Sobolev-regular functions using 2-layer neural networks.
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2. We show that our results hold not only for tanh but also for a larger family
of activation functions that share common properties for ensuring the
approximation guarantees.

3. We study the impact of the aforementioned results on PINNs illustrated in
the case of the tanh function. We prove that making the PDE residuals
small requires much less neurons compared to prior works. We study
this behavior on the Navier-Stokes equations.

The rest of the paper is organized as follows: sec. 2 is dedicated to the pre-
sentation of the notations and background knowledge on PINNs. sec. 3 presents
then our approximation bound and showcases its theoretical impact on PINNs.
Finally, in sec. 4 and sec. 5, we conduct a rigorous study of the derivatives of
the tanh function and demonstrate how these insights can be applied to tighten
the approximation bound.

2 Preliminary Background and Notations

In this section, we introduce the definitions and notations necessary for the
understanding of the rest of this paper. We also recall that deriving approxima-
tion guarantees of Physics-informed neural networks (PINNs) [12] boils down to
analyzing K-times continuously differentiable functions that correspond to the
residuals of the considered partial differential equations (PDEs).

2.1 PINNs and Functional Analysis

PINNs are neural architectures that are trained by integrating the information
from both data measurements and physical knowledge in the form of PDEs.
To illustrate how PINNs work, let us take the example of the incompressible
Navier-Stokes equations that are defined as follows:

Bu

Bt
` pu ¨ ∇qu “ ´

1

ρ
∇p ` ν∇2u ∇ ¨ u “ 0, (1)

where u is the velocity vector field, p is the pressure, ρ is the fluid density, and ν
is the kinematic viscosity. The equation set contains a momentum conservation
equation, describing the evolution of velocity u over time, alongside a divergence
constraint ensuring incompressibility. Together, these equations, augmented by
appropriate boundary and initial conditions, provide a rigorous modeling of fluid
motion across various scales. We will notably leverage these equations to illus-
trate the impact of our improved approximation guarantees derived in this paper.

The solutions to these equations can be parameterized by NNs, denoted as û
and p̂, which take any spatio-temporal location as input and output the corre-
sponding approximation of u and p at that location. An unregularized algorithm
for training these NNs with PDE knowledge aims at learning the parameters
of NNs û and p̂ by minimizing a loss function that includes a first term of
measurements from the suitable initial and boundary conditions and a second
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one representing the interior residuals measured at so-called collocations points.
Those residuals, that characterize the amount of violation of the physical laws,
are defined from (1) as follows:

pR1 “
Bû

Bt
` pû ¨ ∇qû `

1

ρ
∇p̂ ´ ν∇2û pR2 “ ∇ ¨ û. (2)

The tanh activation function is usually preferred over the piece-wise linear
ReLU to train PINNs in order to benefit from its smoothness and non vanish-
ing derivatives. Despite being often very effective, PINNs have been shown to
be subject to overfitting phenomena, as illustrated in [6] where examples are
depicted with exploding derivatives and an L2-norm of the PINN parameters
tending to infinity while satisfying the PDE. In this context, it has become cru-
cial to study the theoretical properties of this new deep learning framework.
In this paper, we address this task from the approximation error perspective,
i.e. by upper bounding the residuals, as defined by pR1 and pR2 in the case of
the Navier-Stokes PDEs, and that are supposed to be equal to 0 by virtue of
(1) (i.e. R1 “ R2 “ 0q. To do so and considering that K-order derivatives are
involved in the residual functions, we need to perform a functional analysis in
Sobolev norm so as to penalize poor estimates of high-order derivatives.

For the sake of generality, let us consider the general goal of approximating
a function f on the compact space Ω Ă Rd by tanh based window functions in
the context of windowed polynomial approximation of the form:

pfpxq “
ÿ

i

Φipxqqipxq. (3)

To approximate f by pf , Ω is partitioned into hypercubes Ii, and each window Φi

is an approximate window of this hypercube. Under some hypotheses (see sec. 4),
it is then enough for qi to be an approximation of f where Φi is (approximately)
non-zero to obtain an accurate approximation f̂ of f on Ω.

In [5], the authors use this setting to build a 2-layer tanh network with ar-
bitrarily small approximation error for differentiable functions. In this context,
studying the windows is therefore not enough, and an analysis of the derivatives
involved in the equation is tantamount to quantifying and controlling the ap-
proximation error of the solution obtained. More precisely, these windows serve
the combined role of a window on hypercubes and of a smoothing operator for
the approximations and their derivatives. In [4], the authors alter this setting by
restricting the maximum derivative order being approximated to 2, while better
approximating power functions within the network. They then apply it to obtain
approximation guarantees for a solution of a PDE.

Our goal here is twofold: (i) generalizing the notion of window Φi, and (ii) per-
forming a careful functional analysis of the tanh-based windows and their deriva-
tives to derive tighter guarantees compared to [4,5]. Note that we do not study
the impact of the individual approximations tqiui, but only that of the win-
dows (we refer the interested reader to [4,5] for details on the impact of these
approximations).
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2.2 Notations

We use bold lower case letter for vectors, bold upper case letters for matrices and
fraktur lower case letters (e.g., a) for multi-indices. A multi-index is a tuple of
non-negative integers and is typically used to compactly express (higher) order
derivatives and multivariate monomials. For a multivariate function f with d-
dimensional input, a partial derivative of order |a| :“

ř
l al is defined as

Daf :“
B|a|f

Bxa1
1 ¨ ¨ ¨ Bxad

d

,

where al is thus the order of differentiation with respect to the variable xl.
Similarly, xa :“

ř
l x

al

l defines a monomial.
To facilitate the reading of the following sections, we regroup here the main

notations of the paper:

– K: largest derivative order to approximate (K “ 2 for Navier-Stokes PDEs),
– m: maximum order of derivatives used in the Sobolev norm,
– k ď m: order of a derivative,
– n: finite difference order used to approximate products using tanh networks,
– d: dimension of the input space (typically d “ 3 for NS),
– Ω “

Śd
l“1: separable input space,

– Ωl “ ral0, a
l
0 ` δ ¨ Nls Ă R: input domain along dimension l,

– δ: length of an hypercube Ii,
– Nl: number of subdivisions along dimension l,
– Ii “

Śd
l“1 I

l
il
: hypercube indexed with multi-index i,

– I li “ rali´1, a
l
is: interval along dimension l, with ali “ al0 ` iδ,

– |a| “
ř

l al: absolute value, or sum, of a multi-index,
– Pn,d “ ta P Nd : |a| “ nu: set of multi-indices, all d-tuples summing to n,
– |Pn,d| “ p n`d´1

n q: number of d-tuples summing to n.
– tDaf : a P Pn,du: set of partial derivatives of order n, in d dimension.

The Sobolev space of order k of functions with domain Ω Ď Rd and with
respect to the LppΩq-norm is defined as the set of functions having all its deriva-
tives of order up to k having finite LppΩq-norm:

W k,ppΩq “ tf P LppΩq : @|a| ď k,Daf P LppΩqu.

Taking the ℓp-norm of the vector of derivatives of order exactly k equips the
Sobolev space with a semi-norm denoted as |f |Wk,p

pΩq :“ p
ř

|a|“k }Daf}pLp
pΩqq1{p

if p ă 8, and |f |Wk,ppΩq :“ max|a|“k }Daf}L8pΩq otherwise. Further aggregat-
ing all the semi-norms up to order m (using again the ℓp-norm) finally defines
Sobolev norm }f}Wm,ppΩq :“ }t|f |Wk,ppΩq : k ď mu}p “ p

ř
|aďm }Daf}

p
LppΩq

q1{p.

3 Approximation Bound for Sobolev Functions

In this section, we introduce the main contribution of this paper: a tighter ap-
proximation bound for Sobolev-regular functions using 2-layer tanh neural net-
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works. Intuitively, this bound is constructed by quantifying two intertwined ap-
proximations: the approximation of f by a windowed polynomial approximation
(see eq. (3)), and to what extent the latter can be modeled by a shallow tanh
neural network. As such, the capacity to represent windows using a tanh net-
work has significant implications. This will be manifested in our bound through
a window parameter α (see sec. 4) whose value is discussed in sec. 3.2. Finally,
this result serves as the foundation for devising approximation guarantees of
PINNs, explored in sec. 3.3, in the context of Navier-Stokes PDEs.

3.1 General Bound for tanh Networks

We present in the following thm. 1 our main approximation bound valid for any
Sobolev norm of order K.

Theorem 1. Let d, n ě 2, K ě 1, m ě K ` 1, ζ ą 0, f P Wm,2pΩq. Then for
every 0 ă δ ď 1 creating a partition of Ω, there exists a tanh neural network f̂δ

with 2 hidden layers of widths at most 3rm`n´2
2 s|Pm´1,d`1| `

ř
l
µpΩlq

δ 1, and at
most 3rd`n

2 s|Pd`1,d`1|
µpΩq

δd
, where µp.q returns the volume of a space, and such

that @0 ď k ď K, we have:

}f ´ f̂δ}Wk,2pΩq ď Crapproxs

k,m,d ∆
rtanhs

k,m,d pδ;αϵ,δq|f |Wm,2pΩq (4)

where ϵ “ 3dδm`d{µpΩq, Pk is tanh specific and given lem. 3, αϵ,δ is also tanh
specific and key to study the impact of δ, and:

∆
rtanhs

k,m,d pδ;αϵ,δq “ Pd
kα

k
ϵ,δδ

m (5)

Crapproxs

k,m,d “ 2minp1,2kq3
3d{2p1 ` ζqCk,m,d (6)

Ck,m,d “ max
0ďlďk

ˆ
d ` l ´ 1

l

˙ 1
2

˜
pm ´ lq!

`
rm´l

d s!
˘2

¸ 1
2

˜
3
?
d

π

¸m´l

. (7)

Before presenting the proof of this result, we propose to discuss the improve-
ments achieved over [4,5]. First, compared to [4, thm. B.7] and as mentioned
above, our theorem generalizes to any maximum Sobolev norm of order K with-
out the limitation to K ď 2 [4] or n “ 2 [5]. This generalization is obtained
at the price of an additional factor of 2k that comes from the upper bound in
lem. 3 for arbitrary values of K. We also have a 3d{2 term from aggregating all
Sobolev norms on each cube Ij. Another important point is that we also make
explicit in this theorem the dependence on tanh activation function and on the
associated window parameter α (see sec. 4), such that the bound can be instan-
tiated with our two proposed methods from sec. 4.2. Importantly, this constant
α does not depend on f anymore, given that ϵ is now independent from f . In
other words, the tanh windows involved are now defined independently of the
function f being approximated.
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Remark 1. It is unclear why the term 3d{2 does not appear in [4, thm. B.7],
especially when working with respect to the W k,2 Sobolev space instead of W k,8

as in [5].

We now present the proof of thm. 1 below. This proof requires some lemmas
that are presented later in the paper, and rely on the assumptions in def. 1.

Proof. This proof follows most of the principles of that of [4, thm. B.7], but using
our key contributions and extending to any order K. First, the approximation
error is rewritten using the triangular inequality with:

}f ´ f̂δ}Wk,2pΩq ď }fp1 ´
ÿ

i

Φiq}Wk,2pΩq ` }
ÿ

i

pf ´ qδi qΦi}Wk,2pΩq

` }
ÿ

i

pˆ ´ p̂qpqδi , ρ
1
i1 , . . . , ρ

d
id

q}Wk,2pΩq (8)

where ˆ is the function returning the product of its inputs and p̂ the corre-
sponding approximation with a shallow tanh network. Using lem. 1, we obtain
that the first norm is zero, and we are left with upper bounding the two remain-
ing norms. To that end, we consider a hypercube Ij for multiindex j not related
to i in the sums above, and compute the norms over each of these sets.

Adapting [4, eq. (B.30)], using lem. 4 instead of [4, lem. B.3] for k ě 1:

}
ÿ

i

pf ´ qδi qΦi}Wk,2pIjq

ď 2k3d
´
Crjs
k,m,dpfqδm´K `

η

δk

¯
αk2k´1Pd

k ` 2k
µpΩq

δd
pCrjs

k,m,dpfq ` ηqαk2k´1Pd
k ϵ

ď αkδm22kPd
k3

dCrjs
k,m,dpfqp1 `

ζ

2
q, (9)

when δ ď 1 and when we choose:

η ď δmCrjs
k,m,dpfqζ{2 and ϵ ď δm`d3d{µpΩq. (10)

For k “ 0, using |σpxq| ď 1 leads to:

}
ÿ

i

pf ´ qδi qΦi}W 0,2pIjq ď 3d
´
Crjs
0,m,dpfqδm ` η

¯
`

µpΩq

δd
pCrjs

0,m,dpfq ` ηqϵ

ď 2δm3dCrjs
0,m,dpfqp1 `

ζ

2
q, (11)

when η ď δmCrjs
0,m,dpfqζ{2.

We now adapt [4, eq. (B.32)], using lem. 4 instead of [4, lem. B.3], and using
lem. 5 instead of [4, lem. A.6]:

}
ÿ

i

pˆ ´ p̂qpqδi ,ρ
1
i1 , . . . , ρ

d
id

q}Wk,2pΩq

ď δ´dpµpΩqq
3{2Crwins

k,d h
`
αk2k´1Pd

k ` }qi}Wk,8pΩq

˘k

ď αkδm22kPd
k3

dCk,m,dpfq
ζ

2
, (12)
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when

h ď max
1ďkďK

αk2minp1,2kqPd
kδ

m`d3dCk,m,d
ζ
2

pµpΩqq
3{2Crwins

k,d

`
αk2minp0,k´1qPd

k ` }qi}Wk,8pΩq

˘k . (13)

This choice of constant h is still valid for k “ 0.
More precisely, the constant Crjs

k,m,dpfq is the approximation error from the
Bramble-Hilbert lemma on the polynomial approximation of degree m ´ 1 of f
on the cube Jj composed of Ij and its neighbors [4, lem. A.4]. We have then:

Crjs
k,m,dpfq “ Ck,m,d|f |Wm,2pJjq.

Further decomposing the semi-norm of f above on the smaller cubes Ij, and
summing the upper bounds of the squared norms in eq. (9) and (12) over all
cubes Ij, we obtain the bound of the statement by noticing that each of these
semi-norms is involved in at most 3d terms. [\

3.2 Instantiation for our Proposed Methods for Choosing α

We now study the bound in thm. 1 with respect to the window’s length δ by
leveraging our proposed methods to derive α in sec. 4.2. Our objective is to
illustrate the gain brought by them. More precisely, we are interested in the
term ∆rtanhs

k,m,d pδ;αq involved in (4). We first discuss it as a function of δ on the
example shown on fig. 1, and then introduce two corollaries giving the asymptotic
behavior of ∆rtanhs

k,m,d pδ;αq as δ goes to 0. In order to facilitate the presentation, we
propose to consider in this part the two methods for deriving α as black-boxes:
the first method introduced in thm. 3 is labeled as "Simple" and the second one
provided in thm. 4 is denoted as "Lambert".

First, fig. 1 shows ∆rtanhs
k,m,d pδ;αq as a function of δ, for a polynomial approxi-

mation of degree m ´ 1 “ K, and a space of unit volume and dimension d “ 3.
There are several key observations to be made. First of all, this term is a de-
creasing function only below some threshold. This shows the three regimes for
∆rtanhs

k,m,d pδ;αq: (i) when δ is large, α can be small, and the tanh step function
and its derivative are smooth, thus with a contained magnitude, (ii) when δ is
small, the asymptotic behavior applies, and the non-smoothness of the deriva-
tives of the tanh step function (αk large) is balanced by the vanishing δm term,
and (iii) in the intermediate regime, the term αk grows too quickly compared to
δm vanishing, and ∆rtanhs

k,m,d pδ;αq increases when δ decreases. More precisely, the
worse error is attained for a cube length of 0.1, and decreasing this error requires
either increasing this length but without the possibility to decrease the error as
much as desired, or decreasing this length significantly at the cost of increasing
the size of the network. Indeed, the size of the layers are in the order 1{δ and
1{δd, thus significantly increasing as δ decreases.

Interestingly, fig. 1 shows that our proposed methods for choosing α allow
for larger values of δ for a given error ∆rtanhs

k,m,d pδ;αq. For example, for K “ 2, we
can have δ be larger up to one order of magnitude, which in turn decreases the
size of the network.
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δ

∆
rta

n
h
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K

,K
`1

,d
pδ;

α
q“

α
K
δK

`1 K “ 2

[5]
Simple (ξ “ 1)

Lambert
K “ 4

[5]
Simple (ξ “ 1)

Lambert

Fig. 1: Values of ∆rtanhs
k,m,d pδ;αq in (4) as a function of δ for K “ 2 and K “ 4,

d “ 3, m “ K ` 1, and the two methods proposed in sec. 4.2, compared to the
method from [5]. In all cases, the value of ϵ is given by thm. 1.

The rest of this section is devoted to asymptotic equivalences for ∆rtanhs
k,m,d pδ;αq

with both our proposed methods. In particular, the cor. 1 fixes the issue with
[4, lem. B.4] (see rem. 2). Interestingly, the two corollaries below are very sim-
ilar, with the simple method having the same asymptotic equivalence than the
method based on the Lambert W Function, but when ξ goes to 2. In other words,
using the Lambert W Function avoids this parameter ξ.

Corollary 1. If δ is small enough, using thm. 3 yields the upper bound:

∆
rtanhs

k,m,d pδ;α
rsimples

ϵ,δ pξqq “

ˆ
m ` d ` K

ξ

˙k

lnk
ˆ
1

δ

˙
δm´k ` o

ˆ
lnk

ˆ
1

δ

˙
δm´k

˙
.

Corollary 2. Using thm. 4, the upper bound of thm. 1 becomes:

∆
rtanhs

k,m,d pδ;α
rLamberts

ϵ,δ q “

ˆ
m ` d ` K

2

˙k

lnk
ˆ
1

δ

˙
δm´k ` o

ˆ
lnk

ˆ
1

δ

˙
δm´k

˙
.

3.3 Theoretical Impact on PINNs: the Case of Navier-Stokes PDEs

The functional analysis in Sobolev norm conducted above is now applied to
upper bound the Navier-Stokes (NS) PDEs residuals, pR1 and pR2 as stated in
sec. 2.

To fully characterize the PDEs, we need to specify boundary and initial con-
ditions. Hereafter, we assume periodic boundary conditions so that Ω “ Td´1ˆ

r0, T s where Td´1 “ r0, 1qd´1 denotes the pd´1q-dimensional torus and T ą 0 is
some time horizon. We also consider an initial condition u0 P W r,2pTd´1q with
Sobolev regularity r P N.

The following bound is derived by directly leveraging our novel approximation
bound into the proof of [4, thm. 3.1.].
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Theorem 2. Let n ě 2, d ě 2, r ě 1, m ě 3, and let u0 P W r,2pTd´1q with
r ą d

2 ` 2m and ∇ ¨ u0 “ 0. It holds that:

– there exist T ą 0 and a classical solution u to the NS equations such that
u P Wm,2pΩq, ∇p P Wm´1,2pΩq, Ω “ Td´1 ˆ r0, T s, and upt “ 0q “ u0

– for every δ P p0, 1q creating a partition of Td´1, there exist tanh neu-
ral networks ûl, 1 ď l ď d ´ 1, and pp, each with two hidden layers, of
widths 3

P
m`n´2

2

T
|Pm´1,d`1| ` rTδ´1s ` pd´1qδ´1 ´1 for the first layer and

3
P
d`n
2

T
|Pd`1,d`1|rTδ91sδ9pd91q for the next, such that for every 1 ď l ď d91,

››› pR1

›››
L2pΩq

“

››››
Bûl

Bt
` pû ¨ ∇qûl `

1

ρ
p∇p̂ql ´ ν∇2ûl

››››
L2pΩq

ď C1 (14)

››› pR2

›››
L2pΩq

“ }∇ ¨ û}L2pΩq ď C2 (15)

}pu0ql ´ ûlpt “ 0q}L2pTd´1q
ď C3, (16)

with the upper-bounds C1, C2, C3 being defined as follows

C1 “ Crapproxs

0,m,d ∆
rtanhs

0,m,d pδ;αϵ,δq|u|Wm,2pΩq}ul}W 1,8pΩq

?
d ´ 1

` Crapproxs

1,m,d ∆
rtanhs

1,m,d pδ;αϵ,δq|u|Wm,2pΩqp1 `
?
d ´ 1max

l
}ûl}W 0,8pΩqq

` Crapproxs

1,m´1,d∆
rtanhs

1,m´1,dpδ;αϵ,δq|p|Wm´1,2pΩqρ
´1

` Crapproxs

2,m,d ∆
rtanhs

2,m,d pδ;αϵ,δq|u|Wm,2pΩqν
?
d ´ 1 (17)

C2 “ Crapproxs

1,m,d ∆
rtanhs

1,m,d pδ;αϵ,δq|u|Wm,2pΩq

?
d ´ 1 (18)

C3 “ Crapproxs

1,m,d ∆
rtanhs

1,m,d pδ;αϵ,δq|u|Wm,2pΩq

d
2maxt2diampΩq, du

radpΩq
, (19)

where diampΩq is the diameter of Ω and radpΩq is the radius of the largest
d-dimensional ball that can be inscribed into Ω.

In light of cor. 1 and 2, the upper-bounds C1, C2, C3 vary in ln2pδ´1qδm´2,
lnpδ´1qδm´1 and lnpδ´1qδm´1, respectively. Our bound additionally improves
upon [4] by having tighter multiplicative constants and decouples the multiplica-
tive constants from the functions u and p. Specifically, our analysis illustrated in
fig. 1 implies that, for the same approximation errors as in [4], we can afford δ
one order of magnitude greater, thus significantly reducing the size of the
PINNs’ layers.

4 Differentiable Smoothing Windows

In this section, we focus on the approximation of the smoothing windows tΦiui,
appearing in eq.(3) with a shallow neural network of activation function σ. These
windows should verify the following properties:
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– @x P Ii,
ř

jPNdpiq Φjpxq « 1: the value of f̂ on Ii is determined by the hyper-
cube Ii and its neighbors,

– @x P Ii,
ř

jRNdpiq Φjpxq « 0: the influence of all other hypercubes on the value
of f̂ on Ii is negligible,

where Ndpiq is the set of hypercube indices corresponding to i and its neighbors
(sharing at least a vertex with Ii). Intuitively, in order to construct smooth 1D
windows, the activation function σ should be step-like: smooth windows can be
obtained by averaging a left and right smooth step function γ : y ÞÑ σpαyq

for some window parameter α ą 0. Intuitively, the goal is to build a smooth
step-like building block from a shallow network as defined in def. 1, and linearly
combine these building blocks to get smooth 1D windows def. 2, and finally
multidimensional windows def. 3.

In def. 1, we precisely identify the 6 conditions that must be satisfied by
the step function. Then, leveraging sec. 5, we conduct an in-depth study based
on the tanh activation function, and devise the appropriate value for the shared
parameter α. In appendix C, we propose an alternative definition of step function
with most of the properties set forth by def. 1 proved (while the missing being
left as a conjecture, but verified in practice).

4.1 General Step Function and Differentiable Windows Φi

The definition below formalizes the key properties for these step functions:

Definition 1 (1D Differentiable Step Function). Let K ě 1. For a window
of size δ, a 1D K-times differentiable step function is a function γ verifying for
some sharpness ϵ ą 0 and for all 1 ď k ď K:

rA1s 1 ´ γ and |γpkq| are decreasing on rδ,`8q,
rA2s 1 ´ γpδq ď ϵ,
rA3s |γpkqpδq| ď ϵ,
rA4s γ is odd: @x, γp´xq “ ´γpxq,
rA5s lim`8 γ “ 1,
rA6s @x, |γpxq| ď 1.

To define the 1D windows below, we extend the partition
ŤNl

i“1 I
l
i of Ωl to

R with sI li “ rsali´1,salis where sal0 “ ´8, salNl
“ 8, and sali “ ali otherwise. These

windows are then defined on the whole space Rd, and sum to 1 everywhere.

Definition 2 (1D Differentiable Smoothing Window). Let γ as in def. 1
with sharpness ϵ, and sI li “ rsali´1,salis be an interval of length δ. Then ρi is a 1D
differentiable smoothing window of sharpness ϵ defined as:

ρipxq “
γ

`
x ´ sali´1

˘
` γ

`
sali ´ x

˘

2
,

with the convention γp8q “ lim8 γ.
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Intuitively, assumption rA1s states that the smoothing window ρi and its
derivatives, while being defined on R and possibly non-monotonous, are de-
creasing at distance at least δ from either end of the interval sIi. In addition
assumptions rA2s and rA3s, state that at distance exactly δ from sIi, the mag-
nitude of the window is no greater than its sharpness ϵ. Assumption rA5s is
enough to ensure that the limit exists, and coupled with assumption rA4s, it
ensures that the average of both steps does not diverge at the limit. Finally,
assumption rA6s ensures an overall bound for γ. Therefore, these conditions en-
sure minimal influence of the window ρi outside on any interval Ij that is not a
neighbor of i (j R N piq). The following definition generalizes the 1D window to
a multidimensional separable window:

Definition 3 (Multidimensional Window Function). Let Ii be a d-dimen-
sional hypercube of length δ. Let tρlilul be a set of 1D windows of sharpness ϵ as
in def. 2 for 1D windows of length δ. Let Φi be the separable multidimensional
window defined using the 1D windows of def. 2:

Φipxq “

dź

l“1

ρlilpxlq.

Lemma 1. The windows of def. 3 verify:

@x P Rd,
ř

i Φipxq “ 1.

Proof. Using the separability of Φi and summing over all the windows we obtain:

ÿ

i

Φipxq “
ÿ

i

dź

l“1

ρlilpxlq “

dź

l“1

Nlÿ

il“1

ρlilpxlq “

dź

l“1

1

2

`
γpx ´ sal0q ` γpsalNl

´ xq
˘

“ 1,

where we used assumption rA4s to cancel terms in successive windows, and
assumption rA5s or the last equality. [\

In the next section, we study the peculiar case of tanh-based step function.
Additionally, in appendix C, we introduce a novel piecewise polynomial step
function verifying the constraints of def. 1, even for ϵ “ 0.

4.2 tanh-Based Step Function

We now devise a step function γpyq “ σpαyq built from the hyperbolic tangent
function σpxq “ ex´e´x

ex`e´x , with α ą 0, so that the properties in def. 1 are satisfied.
This function verifies assumptions rA4s to rA6s while the remaining assump-

tions of def. 1 are met for an appropriate choice of α depending on δ and ϵ. Here,
we improve upon [5] by proposing two novel methods to achieve smaller values
of α. Proofs are deferred to appendix B.

Theorem 3. Let K ą 0. For any ξ P p0, 2q, the step function γpyq “ σpαyq

verifies all hypotheses of def. 1 with α chosen as:

α “
1

δ
max

˜
RK , κK ,

1

2
ln

„
2 ´ ϵ

ϵ

ȷ
,
1

ξ
ln

«
2

ϵ

ˆ
2K

p2 ´ ξqeδ

˙K
ff¸

.
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The case ξ “ 1 roughly corresponds to [5, eq. (A.21)]. However, since our
upper bound for σpkq is tighter than [5], the value of α given by thm. 3 is smaller.
For example, for K “ 2, δ “ 0.1, and ϵ “ 0.1 we obtain α “ 83.8, while [5] gives
α “ 97.6, and for K “ 4, we obtain α “ 165.3 vs α “ 220.7.

Notice also the range of x on which the bound is verified: They are identical
for k ď 5 since κ5 “ ´8, but our bound is more restrictive for larger values of
k. PDEs of order larger than 4 are however not often encountered in practice.

Remark 2. The value of α given in [4] is incorrect. For example, when δ “ 0.1
(N “ 10 using [4, lem. B.4] notation) and ϵ “ 0.1, [4, lem. B.4] yields α « 62.95,
which in turn yields α2|σp2qpαδq| « 0.108 ą ϵ, thus violating the constraints set
to choose α.

Below, we propose a novel approach to define α, where we avoid to bound
xk expp´xq to get a tighter bound on the derivatives of the tanh step function
γ, and a smaller value of α.

Theorem 4. The step function γpyq “ σpαyq verifies all hypotheses of def. 1
with α chosen as:

α “
1

δ
max

ˆ
RK , κK ,

1

2
ln

„
2 ´ ϵ

ϵ

ȷ
,´

K

2
W´1

ˆ
´ K

c
ϵ

2

δ

K

˙˙
,

with 0 ă ϵ ď 2
`
K
eδ

˘K, and where W´1 is the -1 branch of the Lambert W Function.

The condition on ϵ above is actually mild. For example, for K “ 2 (e.g.
Navier-Stokes) and δ “ 1, the upper bound is ϵ ď 1.08, and if δ ă 0.2 (condition
stated in [4]), we have ϵ ď 759.5. The smallest condition on ϵ is for K “ 1 and
δ “ 1 with ϵ ď 0.735.

5 Novel tanh Derivatives Analysis

In this section, we derive new properties for the hyperbolic tangent activation
function that plays a key role in PINNs. At the core of this functional analysis
lies the classical ODE solved by this function: σ1pxq “ 1 ´ σ2pxq. The theorem
below leverages it to derive a novel expression for the derivatives of the tanh at
any order. We then derive an overall upper bound for the magnitude of these
derivatives (lem. 3), and an asymptotic upper bound for x large enough (thm. 6).

Theorem 5. Let k ě 1. The kth derivative of the tanh function verifies:

@x P R, σpkqpxq “ p´2qk´1σpxqpkpσpxqq, (20)

where pkrXs is a polynomial of degree k ´ 1 verifying:

pkrXs “

#
1 if k “ 1,
Xpk´1rXs ´ 1

2 p1 ´ X2qp1
k´1rXs otherwise.

(21)
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p5pxq

Fig. 2: Graphs of (left) the hyperbolic tangent and its derivatives, and (right) of
the polynomials pk defined in thm. 5.

Proof. The relation is trivially true for k “ 1.
Let us suppose that the relation is true for k ´ 1.

σpkqpxq “
dσpk´1q

dx
pxq

“ p´2qk´2
“
σ2pxqpk´1pσpxqq ` σ1pxqσ1pxqp1

k´1pσpxqq
‰

“ p´2qk´2
“
´2σ1pxqσpxqpk´1pσpxqq ` σ1pxq2p1

k´1pσpxqq
‰

“ p´2qk´1σ1pxq
“
σpxqpk´1pσpxqq ´ 1{2p1 ´ σ2pxqqp1

k´1pσpxqq
‰

(22)

where we used the relation σ1 “ 1´σ2 for the third equality. Therefore, we have
degppkq “ degppk´1q ` 1 “ k ´ 1 and the desired recurrence relation. [\

Lemma 2. For any k ě 1, we have pkp1q “ 1 and p1
kp1q “ 2k´1 ´ 1.

Proof. The property is trivially true for k “ 1 since p1rXs “ 1. Suppose that
pk´1p1q “ 1 and p1

k´1p1q “ 2k´2 ´ 1. Then pkp1q “ 1pk´1p1q ´ 0 “ 1, and

p1
kp1q “ pk´1p1q ` p1

k´1p1q ´ 1{2
`
´2p1

k´1p1q ` 0p2
k´1p1q

˘

“ 1 ` 2p1
k´1p1q “ 2k´1 ´ 1. [\

Lemma 3. For any k ě 1, let Pk “ maxr´1,1s |pk|. It holds:

@x P R, |σpkqpxq| ď 2k`1 minpe´2x, e2xqPk.

Proof. Using assumption rA4s, we first observe that |σ1pxq| ď 22 minpe´2x, e2xq,
such that |σpkq| ď 2k`1 minpe´2x, e2xq|pkpσpxqq|. Finally, the statement follows
from @x, σpxq P p´1, 1q. [\

Lemma 4. For any k ě 1, it holds:

@x P R, |σpkqpxq| ď 2k´1Pk.

Proof. Immediate after observing that |σ1pxq| ď 1. [\

Remark 3. We also have |σ2pxq| ď 1 [4, lem. B.3], however, this does generalize
since |σp3qp0.4q| ą 22.
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Table 1: Values of pk and its roots (thm. 5), and the corresponding Rk depending
on k (thm. 7). Values of κk (thm. 6) are obtained through computation of the
extrema of pk (none in p´1, 1q for k ď 5, with k “ 6 the first for which κk ‰ ´8).

k pk κk Pk Roots pk Rk

1 1 ´8 1 H 0
2 X ´8 1 t0u atanhp1{?

3q
3 1

2
p3X2 ´ 1q ´8 1 t˘1{?

3u atanhpa
2{3q

4 Xp3X2 ´ 2q ´8 1 t0,˘a
2{3u atanhpa

1{2 ` ?
105{30q

5 15
2
X2pX2 ´ 1q ` 1 ´8 1 t˘a

1{2 ˘ ?
105{30u atanhpa

2{3 ` 1{?
15q

6 15
2
XpX2 ´ 1qp3X2 ´ 1q ` X t0,˘a

2{3 ˘ 1{?
15u

Theorem 6. For any k ě 1, there exists κk P R Y t´8u such that:

@x P pκk,`8q, |σpkqpxq| ď 2k`1 minpe´2x, e2xq.

Proof. Using lem. 3, we are left to bound the magnitude of pk. Since p1pxq “ 1
is constant, choosing κ1 “ ´8 verifies the statement. For k ą 1, since pk is
continuously differentiable and p1

kp1q ą 0 (lem. 2), then there exists ρ ă 1 such
that p1

kpρq ą 0. Therefore, pk is strictly increasing on rρ, 1s, and for any θ P rρ, 1q,
we have pkpθq ă pkp1q “ 1 (lem. 2), and there exists θ P rρ, 1q such that we also
have pkpθq ą ´1. Choosing κk “ σ´1pmaxp´1, θqq is enough. [\

Remark 4. For k ď 5, thm. 6 gives an upper bound to the kth derivative of tanh
for x P R, thus strictly improving the bound [5, lem. A.4] by a factor of kk`1

(8 for k “ 2, 81 for k “ 3, and 1024 for k “ 4). For larger values of k, the two
results are not comparable since our upper bound is not valid for any value of
x. However, PDEs of order 6 or more are not often encountered in practice.

Theorem 7. Let k ě 1. Let yk be the largest zero of pk`1 on r0, 1q, or 0 if
it has none in this interval. Then σpkq is monotonous on rRk,`8q with Rk “

atanhpykq.

Proof. Finding Rk such that σpkq is monotonous on rRk,8q is equivalent to
finding the largest zero of its derivative σpk`1q. Using thm. 5, σpk`1qpxq “

p´2qkσ1pxqpk`1pσpxqq, and its zeros coincides with the zeros of pk`1pσpxqq since
σ1 is positive. Therefore, either pk`1 has no zero on r0, 1q, in which case σpkq

is monotonous on r0,`8q, or we can choose yk to be its largest zero in r0, 1q.
Setting Rk “ atanhpykq ensures that σpk`1q has no zero in pRk,8q, and σpkq is
monotonous on this interval. [\

6 Conclusion

In this paper, we presented a series of theoretical contributions for the analysis
of the approximation error of tanh neural networks adapted to PINNs. We no-
tably provided a tighter approximation bound that stands for Sobolev-regular
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functions at any order, and instantiated it for the case of Navier-Stokes PDEs.
This bound comes with a decrease of the required size of the network. Our anal-
ysis is general enough to consider possible extensions of these results to different
activation functions and a large set of PDE-based models of physical phenomena.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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A Proofs for Asymptotic Guarantees of ∆

Proof (cor. 1). If using thm. 3, and assuming δ small enough for α being defined
by the last term in the max, we obtain using the value of ϵ given by thm. 1:

αkδm “ δm´k 1

ξk
lnk

ˆ
2µpΩqp2KqK

3dp2 ´ ξqe

1

δm`d`K

˙

The statement follows after refactoring the bound. [\

Proof (cor. 2). Let δ ą 0 be small enough such that α is given by the last term
in the max in thm. 4. Using the asymptotic formula of W´1 from [3], we have
the following asymptotic relation for α as δ goes to 0:

α “
´K

2δ

ˆ
L1 ´ L2 ` O

ˆ
L2

L1

˙˙
(23)

where L1 “ lnp K
a

ϵ
2

δ
K q and L2 “ lnp´L1q. Further developing these values with

ϵ “ 3d

µpΩq
δm`d as in thm. 1 yields:

L1 “

˜
C :“ ln

˜
1

K
K

d
3d

2µpΩq

¸¸
`

ˆ
1 `

m ` d

K

˙
lnpδq (24)

L2 “ ln

ˆ
1 `

m ` d

K

˙
` lnp´ lnpδqq ` ln

ˆ
1 `

KC

pm ` d ` Kq

1

lnpδq

˙
. (25)

In particular, we obtain as δ Ñ 0:

L2

L1
„

K

m ` d ` K

lnp´ lnpδqq

lnpδq
ÝÝÝÑ
δÑ0

0. (26)

This yields:

α “
9K
2δ

„
m ` d ` K

K
lnpδq ´ lnp9 lnpδqq ` BK

d,mpΩq ` O

ˆ
lnp9 lnpδqq

lnpδq

˙ȷ
(27)

BK
d,mpΩq “ ln

˜
1

m ` d ` K
K

d
3d

2µpΩq

¸
, (28)

and the asymptotic behavior follows. [\

B Proofs for Tanh-Based Step Functions

Proof (thm. 3). Choosing δα ě RK , assumption rA1s is verified using thm. 7 for
derivatives of order k ě 1, while σpxq is increasing on R.

For assumption rA2s to be verified, it is enough to have:

1 ´ γpδq “
2e´2αδ

1 ` e´2αδ
ď ϵ. (29)
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This condition is verified with the third term in the max of the theorem state-
ment.

Let 1 ď k ď K, ξ P p0, 2q, and β “ αδ P pκk,`8q, then:

|γpkqpδq| “ pβ{δqk|σpkqpβq|

ď 2k`1pβ{δqk expp´2βq

“
2k`1

δkp2 ´ ξqk
pp2 ´ ξqβq

k
expp´p2 ´ ξqβq expp´ξβq

ď
2k`1

δkp2 ´ ξqk
kke´k expp´ξβq (30)

where we used thm. 6 for the first inequality, and maxxě0 x
k expp´xq ď kke´k

for the last inequality. Therefore, for assumption rA3s to be verified, it is enough
to choose β such that:

2k`1

δkp2 ´ ξqk
kke´k expp´ξβq ď ϵ (31)

which is the case for the third term in the max above. [\

Proof (thm. 4). Proof of thm. 3 already shows that this value of α is such that
assumptions rA1s, rA2s and rA4s to rA6s are verified.

Let k ě 1 and β “ αδ. Using thm. 6, it is then enough to choose β ě Rk

such that:

|γpkqpδq| “ pβ{δqk|σpkqpβq| ď 2k`1pβ{δqk expp´2βq “ ϵ. (32)

We rewrite this equality in the form x exppxq “ y:
ˆ

´
2

k
β

˙
exp

ˆ
´
2

k
β

˙
“ k

c
ϵ

2

´δ

k
(33)

which is solved using Lambert W Function of parameter ´1:

β “ ´
k

2
W´1

ˆ
´ k

c
ϵ

2

δ

k

˙
(34)

where parameter ´1 to the Lambert W function is chosen since Wp must be
decreasing for β to increase as ϵ goes to 0. To complete the proof, note that W´1

is defined only on r´1{e,8q, giving the condition ϵ ď 2 pk{eδq
k. [\

C Piecewise Polynomial Step Alternative to Tanh

Our goal in this section is to create a piecewise polynomial window using def. 2
and a step function verifying all assumptions of def. 1. Let γ be the piecewise
step function verifying:

γpyq “

$
’&
’%

´1 if x ă ´η{2

gKp2y{ηq if x P r ´ η{2, η{2s

1 if x ą η{2,
(35)
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Table 2: Coefficients gp,K (p ď K) of gK for K ď 5.
K 0 1 2 3 4 5

0 1
1 3{2 ´ 1{2
2 15{8 ´ 5{4 3{8
3 35{16 ´ 35{16 21{16 ´ 5{16
4 315{128 ´ 105{32 189{64 ´ 45{32 35{128
5 693{256 ´ 1155{256 693{128 ´ 495{128 385{256 ´ 63{256

with the constraints that γ and its derivatives up to order K are continuous,
especially for y “ ˘η{2, and that gK is an odd polynomial function. This last
condition ensures that assumption rA4s is verified with ϵ “ 0. If 2η ă δ, then
γpyq for |y| ą δ, γ is constant, and assumptions rA1s to rA3s and rA5s are
verified. Assumption rA6s is left as a conjecture. We now show that how to build
the polynomial gK from these constraints.

Oddness and continuity of γ and its derivatives are then ensured with the
following conditions:

– gKp´zq “ ´gKpzq,
– gKp´1q “ ´1,
– gKp1q “ 1,
– g

pkq

K p˘1q “ 0, for any 1 ď k ď K.

Since gK is a polynomial, the first condition is equivalent to gK having no coef-
ficient of even degree:

gKpzq “ z
Pÿ

p“0

gp,Kz2p. (36)

We notice that the remaining conditions, for a given 0 ď k ď K, form couples of
equivalent conditions (gpkq

K p´1q “ 0 ô g
pkq

K p1q “ 0). Therefore, we have a system
of K ` 1 equations with P ` 1 unknowns whose solution is a spline. Choosing
P “ K is then enough. Table 2 gives the exact polynomial coefficients up to
K “ 5.

D Sobolev Norm of Compositions, with Windows

The following lemma improves upon [5, lem. A.7] for the specific case of approx-
imating the composition of two functions where the innermost one has all but
one output that are univariate. This corresponds to the second tanh layer of
neural network construction in [5]. In addition, the more complex expression for
the constant yields in this case an improvement of several orders of magnitude.
In the particular case of a 2D Navier-Stockes PDE solution (d “ 3, K “ 2), we
get 3 orders of magnitude (1.3 ¨ 105 instead of 2.9 ¨ 108) in addition to the power
1 instead of k on the max term.
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3 3.5 4 4.5 5 5.5 6 6.5 7

0

0.5

1 r4, 5s Window
K “ 1

K “ 2

K “ 4

r5, 6s Window
K “ 4

Fig. 3: Polynomial windows with η “ 0.4, δ “ 1.

Lemma 5. Let X be a d-dimensional space, and Y a d ` 1-dimensional space.
Let f P CkpY,Rq and g “ rgr1s, . . . , grds, grd`1ss P CkpX ,Yq such that for the
first d components grls, l ď d of g verify grlspxq “ ρlpxlq, for some functions
ρl P CkpR,Rq. We have then

}f ˝ g}Wk,8pX q ď C
rwins

k,d }f}Wk,8pYq max

ˆ
max
1ďlďd

}grls}kWk,8pRq, }grd`1s}kWk,8pX q

˙

where the constant Crwins

k,d (with "win" for window) is upper bounded with:

C
rwins

k,d ď k!|Pk,k||Pk,d`2|

kÿ

i“0

ˆ
k
i

˙
pdpk ` 1qq

k´i
|Pk,pd´1qi`k`1|. (37)

Proof. This proof follows the same idea of [5, lem. A.7], but taking into account
the specific properties of g in the composition h “ f ˝ g.

We start with the multivariate Faà di Bruno’s Formula from [2]:

Dapf ˝ gq “ pa!q
ÿ

1ď|b|ďk

Dbf
ÿ

ppa,bq

kź

j“1

pDlrjs
gqr

rjs

prrjs!qplrjs!q|rrjs|
(38)

where the set ppa, bq is defined as:

ppa, bq “

!
prr1s, . . . , rrks, lr1s, . . . , lrksq : D1 ď s ď k (39)

@1 ď j ď k ´ s, rrjs “ 0 and lrjs “ 0 (40)

@k ´ s ` 1 ď j ď k, |rrjs| ą 0 (41)

0 ă lrk´s`1s ă ¨ ¨ ¨ ă lrks (42)
kÿ

j“1

rrjs “ b and
kÿ

j“1

|rrjs|lrjs “ a
)

(43)

where e ă f when either |e| ă |f|, or e precedes f according to the lexicographic
order, and xe “ pxe1

1 , . . . q.
We observe in the product above that anytime one of the term is zero, the

whole product is zero, such that our goal is to find the corresponding elements of
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ppa, bq that lead to term equal to zero. Let j be such that |rrjs| ą 0. Let p ď d be
an index such that rrrjssp ą 0. Then, for the whole product to be non-zero, we
need Dlrjs

grps to be non-zero. Given that grps depends only on xp, this implies
that l

rjs
q “ 0 for any q ‰ p. Therefore:

rrjs “ p0, . . . , 0, r
rjs

d`1q or lrjs “ p0, . . . , 0, lrjs
p , 0, . . . , 0q (44)

Moreover, since |rrjs| ą 0, then |lrjs| ą 0 (ordering constraint), such that
lrjs

p ą 0. Therefore, if there were q ‰ p such that rrrjssp ą 0, then Dlrjs
grqs “

Blrjs
p grqs{Bx

lrjs
p
p “ 0, which would lead to a zero term in the product. Therefore:

#
rrjs “ p0, . . . , 0, r

rjs

d`1q

lrjs unconstrainted
or

#
rrjs “ p0, . . . , 0, r

rjs
p , 0, . . . , 0, r

rjs

d`1q

lrjs “ p0, . . . , 0, l
rjs
p , 0, . . . , 0q

(45)

Using the property
řk

j“1 |rrjs| “ |b| ď k, that there are P|b|,k ď Pk,k choices
for t|rrjs|uj . For each of these choices, there are at most p1`dqk choices for tpjuj

(with pj “ 0 corresponding to left choice type above). Finally, for each of these
choices where there is a value for pj , there are |rrjs| ď k choices for rrjs

pj . We obtain
an upper bound Pk,kp1 ` dkqk on the number of values for r “ prr1s, . . . , rrd`1sq.
Developing the power, we obtain a sum where i “ |tj : pj “ 0uj |:

|tru| ď Pk,k

kÿ

i“0

ˆ
k
i

˙
pdpk ` 1qq

k´i . (46)

For l “ plr1s, . . . , lrdsq, when there are i unconstrained choices for lrjs, and
k ´ i choices lrjs where they are almost all zero except for entry pj , we have
di`k´ i non-zero coefficients to choose for l, with all coefficients location being
constrained. In addition, the last summation constraint in the definition of ppa, bq

implies that
řk

j“1 |lrjs| ď k, such that |l| ď k. Therefore, the number of choices
for l is upper bounded by

kÿ

t“1

Pt,di`k´i “ Pk,di`k´i`1 ´ 1 ď Pk,pd´1qi`k`1. (47)

This yields the following upper bound:

|ppa, bq| ď Pk,k

kÿ

i“0

ˆ
k
i

˙
pdpk ` 1qq

k´i
Pk,pd´1qi`k`1 (48)

The rest of the proof follows [5, lem. A.7], using |tb : 1 ď |b| ď ku| ď Pk,d`2,
a! ď k!, maxX |Dbf | ď }f}Wk,8pYq, and

ˇ̌
ˇ̌
ˇ

kź

j“1

pDlrjs
gqr

rjs

prrjs!qplrjs!q|rrjs|

ˇ̌
ˇ̌
ˇ ď

´
max

1ďlďd`1
}grls}Wk,8pX q

¯k

(49)

ď max
´
max
1ďlďd

}grls}Wk,8pRq, }grd`1s}Wk,8pX q

¯k

(50)

using the property |
řk

j“1 r
rjs| “ |b| ď k. [\
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0 π{2 π 3π{2 2π

´1

0

1

Target interval
Window
Left step

Right step
Adjacent window

(a) Window construction (α “ 5).

0 π{2 π 3π{2 2π

´1

0

1 q1pxq
q2pxq
q3pxq
q4pxq
q5pxq
xsinpxq
sinpxq

(b) Sine approximation.

0 π{2 π 3π{2 2π

´1

0

1

ysinpxq
ysin1pxq
ysin2pxq

(c) Approximation xsin and its derivatives.

0 π{2 π 3π{2 2π

´1

0

1 α “ 1
α “ 5
α “ 50

(d) Approximation xsin for various values of α.

Fig. 4: Construction of a tanh window Φ2pxq from averaging two tanh steps,
with the other windows displayed with thin lines. Approximation xsinpxq “ř

i qipxqΦipxq of one period of the sine function, using 5 windows of length π{2,
and polynomial approximations qi of degree at most 2 from the series of sine
and cosine.
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