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OPTIMISED CORRECTION POLYNOMIAL FUNCTIONS FOR THE FLUX

RECONSTRUCTION METHOD IN TIME-HARMONIC ELECTROMAGNETISM

Matthias Rivet1, Sébastien Pernet2 and Sébastien Tordeux3

Abstract. The Flux Reconstruction (FR) method is classically used in the Computational Fluid
Dynamics field. However, its use for the simulation of electromagnetic wave propagation is not as
developed yet. Following on from the development of a priori error estimates for the 1D wave equations,
we introduce optimisation problems to allow an adaptation of the FR correction polynomial functions to
the discretisation parameters. Showing notable accuracy gains in 1D, especially in the preasymptotic
regime, we generalise this procedure to the 3D Maxwell’s equations, leading to similar interesting
possibilities to reduce the computational cost for a given accuracy.
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03/04/2024.

1. Introduction

This article is interested in the 3D time-harmonic Maxwell’s equations equipped with impedance Boundary
Conditions (BCs). For an orthogonal parallelepiped domain Ω ⊂ R3 of boundary ∂Ω, their hyperbolic form
stands as:

Problem 1.1 (Time-harmonic Maxwell problem). Find the electromagnetic field E := (e,h) ∈
[
L2(Ω)

]6
s.t. iκME +

3∑
j=1

∂ϕj

∂xj
= 0 with ϕj = FjE in Ω,

γt[n∂Ω]e + Z∂Ω γ×[n∂Ω]h = g on ∂Ω,

(1)

by denoting the fluxes in each direction j ∈ J1, 3K as ϕj , in addition to

M =

[
εrI3 03

03 µrI3

]
and Fj =

[
03 −Γ×[ej ]

Γ×[ej ] 03

]
with ∀ n = (n1, n2, n3) ∈ R3, Γ×[n] =

 0 −n3 n2

n3 0 −n1

−n2 n1 0

 ,

(2)
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3 EPI Makutu, Inria, Université de Pau et des Pays de l’Adour, TotalEnergies, CNRS UMR 5142



2 OPTIMISED CORRECTION POLYNOMIAL FUNCTIONS FOR THE FR METHOD IN HARMONIC ELECTROMAGNETISM

where εr and µr are the relative permittivity and permeability, Z∂Ω ∈ L∞(∂Ω) denotes the boundary impedance

that we suppose constant on each face, g is a tangential vector field of
[
L2(∂Ω)

]3
, (e1, e2, e3) is the canonical

basis of R3 and I3 and 03 stand for the identity and null matrices of C3×3.
The tangential component and trace of w are denoted on ∂Ω as

γt[n∂Ω]w = w − (w · n∂Ω) n∂Ω = (n∂Ω ×w)× n∂Ω and γ×[n∂Ω]w = n∂Ω ×w, (3)

where n∂Ω stands for the unitary outgoing normal from the domain Ω.

Remark 1.2. The question of the well-posedness of Problem 1.1 has been studied in the reference book [4].
Then, a large variety of numerical methods were developed to deal with the simulation of electromagnetic
waves propagation, as the Finite Difference Method [10], the Finite Element Method [1] and the Discontinuous
Galerkin [2].

Yet, instead of focusing on one of these classical methods, we chose to adapt the Flux Reconstruction method
(FR) [3] to this time-harmonic framework for a Cartesian mesh Th of Ω. Indeed, the FR method was introduced
and is widely used in the Computational Fluid Dynamics community, but is not as common for wave propagation
simulation.
It relies on the strong form of the hyperbolic problem (1) by approximating the solution E and the fluxes ϕj by

piecewise polynomial functions Eh and ϕ̃j
h such that for all T ∈ Th, Eh|T ∈ [Qk]

6
and ϕ̃j

h|T ∈ [Qk + xj Qk]
6
,

where k := (k1, k2, k3) and Qk is the polynomial space of degree at most kj in direction j, which verify

iκMEh +

3∑
j=1

∂ϕ̃j
h

∂xj
= 0 in T. (4)

To close the system (4), it remains to define ϕ̃j
h which is obtained from a polynomial correction of ϕj

h = FjEh.
This correction will be chosen to ensure the respect of the BCs and the flux continuity properties.
For any x = (x1, x2, x3) of a cell T whose ’left’ and ’right’ boundaries (in the x1 direction) are denoted as F+

and F− respectively (corresponding to x1 = xT,+
1 and x1 = xT,−

1 respectively), such a correction takes the form

ϕ̃1
h = ϕ1

h + δ1,→h,F+ + δ1,←h,F− in T with δ1,⇄h,F±(x) =
(
ϕ̂1

h,F± − ϕ1
h|F±

)
(x2, x3) P

1,⇄
T (x1), (5)

where ϕ̂1
h,F± stands for a Riemann flux on F± (see [6, Sections 1-2] for a more general introduction and numerical

trace definitions) and P 1,⇄
T = P 1,⇄ ◦ τT , with the reference flux correction polynomial functions P 1,⇄ lying in

the admissible space

Pk1

adm =
{
(P→, P←) ∈ [Pk1+1(0, 1)]

2
, P→(0) = 1, P→(1) = 0, P←(0) = 0 and P←(1) = 1

}
, (6)

where Pk1+1(0, 1) stands for the space of polynomial functions of degree at most k1 + 1, and

∀ x1 ∈
[
xT,+
1 , xT,−

1

]
, τT (x1) =

[
x1 − xT,+

1

] [
xT,−
1 − xT,+

1

]−1
. (7)

In particular, the FR framework allows to retrieve classic methods such as nodal Discontinuous Galerkin (DG)
and Spectral Difference (SD) in less expensive ways, for specific flux correction polynomial functions [3]. In
this article, we investigate the question of the optimisation of the correction polynomial functions, aiming at
improving the properties of the FR method.
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2. A new class of optimised correction polynomial functions for 1D
Maxwell’s equations

The Cartesian structure of the discretisation allows to define efficient 3D methods thanks to optimisations
that take place in a 1D framework, on which we will focus first. The efficiency of the associated FR methods
are then compared to a nodal DG method for general BCs.

2.1. Construction strategy based on a specific 1D Maxwell problem

In this part, we consider the homogeneous time-harmonic 1D Maxwell’s equations (the 1D wave equations)
in a homogeneous material with incoming BCs, which can be written as:

Problem 2.1 (Time-harmonic 1D wave problem). Let Ω := [0, L] ⊂ R be an interval and κ > 0 be the

wavenumber. Find y = (u, v)T ∈
[
H1(Ω)

]2
such that

iκy +
dϕ

dx
= 0 with ϕ = Fy in Ω, u(0) − Z1 v(0) = g1 and u(L) + Z2 v(L) = g2, (8)

with the linear flux operator F =

(
0 −1
−1 0

)
, Z1 = Z2 = 1 (modeling incoming BCs) and (g1, g2) ∈ C2.

We consider the associated FR formulation, equipped with numerical traces detailed in [6, section 3.1] for a
uniform mesh of cell size h, whose solution is denoted as yh. In particular, in what follows, we will only consider
correction polynomial couples that respect the ’symmetry property’ [3, 9]

∀ x ∈ [0, 1], P←(x) = P→(1− x). (9)

In [6], we derived a quasi-optimal asymptotic a priori estimate of the error εh = y− yh in the L2-norm, which
can be synthesised as:

∥εh∥2L2(Ω) ≲ κ−1 (κL) (κh)2k+2 Casymp(κ, L, P
→)

(
|g1|2 + |g2|2

)
, (10)

where the dependencies of Casymp in terms of its parameters are explicitly known, and the notation A ≲ B
means that there exists a constant C > 0, independent of κ, L, h and P→, such that we have A ≤ B C.
Our optimisation strategy will then involve the choice of the polynomial function that minimizes Casymp, i.e.

P→asymp := argmin
P̃∈Pk

adm

Casymp

(
κ, L, P̃

)
. (11)

Yet, this bounding is sharp only for very small values of h: for coarse meshes, it may be irrelevant to define
optimised correction polynomial functions. Consequently, we propose to resort to a preasymptotic estimate,
obtained thanks to the integration of the error expression (132), in addition to (103) and (124) of [6]:

Proposition 2.2. We have the mesh-dependent error estimate

∥εh∥2L2(Ω) ≲ Crefin(κ, h, L, P
→)

(
|g1|2 + |g2|2

)
, (12)

where

Crefin(κ, h, L, P
→) = h

N∑
n=1

[ ∣∣∣∣α→κh,kT→k+1

∣∣∣∣2 (κh)
2k+2 (

1 + γ→κh,k
)2(n−1) ∫ 1

0

|J→κh(x)|
2
dx +

((
1 + γ→κh,k

)n−1 − 1
)2

+ 2

∣∣∣∣α→κh,kT→k+1

∣∣∣∣ (κh)k+1
(
1 + γ→κh,k

)n−1 ((
1 + γ→κh,k

)n−1 − 1
)∫ 1

0

|J→κh(x)|dx
]
,

(13)
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κ L Z1 Z2 g1 g2
2π 10 0.2 - 1.7 i 2.4 + 1.5i 2.3 + 0.4i -1.2i

Table 1. Common characteristics to the 1D simulation configuration.

with

∀ l ∈ J0, k + 1K, T→l = (P→)
(l)

(0) , α→κh,k = (κh)−(k+1) |T→k+1|

∣∣∣∣∣
k+1∑
l=0

(−iκh)−l T→l

∣∣∣∣∣
−1

,

∀ x ∈ [0, 1], J→κh(x) = 1 +

∫ x

0

(P→)
(1)

(t) eiκht dt and γ→κh,k = α→κh,k (κh)k+1 |J→κh(1)|
|T→k+1|

.

(14)

Similarly to (11), we then introduce the associated optimisation problem

P→refin := argmin
P̃∈Pk

adm

Crefin

(
κ, h, L, P̃

)
. (15)

We will refer to the FR methods associated to these ’optimised’ polynomials as FR optiAsymp and FR opti
respectively.

Remark 2.3. The optimisation problems (11) and (15) are not easy to solve analytically, and different algo-
rithms from the Scipy [8] library were considered for a numerical estimation of the optimum: the ’minimize’
function without gradient, with gradient and with the Conjugate Gradient method [5, pp. 120-122], in addi-
tion to a differential evolution algorithm [7]. Yet, convergence issues led us to consider the use of all these
optimisation algorithms before selecting the result having the smallest gradient norm value.

2.2. Numerical results

After introducing the asymptotic and refined optimised correction polynomial functions, we will illustrate
their abilities for a general 1D configuration (i.e. for Z1, Z2 ∈ C).
To do so, we take back Problem 2.1 in a domain Ω = [0, L], with a uniform mesh of N ∈ N∗ cells of size
h = L N−1. In all the following experiments, we consider the parameters summarised in Table 1 with uniform
polynomial degree k and flux correction polynomial function in all the cells.
We aim at comparing the optimised correction polynomials to the classic choice of Radau polynomials, that

we take as a reference: the associated FR Radau method can be interpreted as a nodal DG method [3].

Table 2 gathers an illustration of the performances of the optimised correction polynomial functions for the
1D wave equations with BCs described in Table 1 for L = 10 (in terms of wavelengths). We present, according
to the number of degrees of freedom (dofs) per wavelength, Ndof/λ, the L2-norm of the error relatively to the
exact solution and the FR Radau error. Three regimes can be showcased:

1. for k = 1 (that we did not illustrate due to its limited interest), both the optimisations show no
perceptible difference with the FR Radau configuration.

2. for k = 2, FR opti shows a quasi-asymptotic behaviour even for small values of Ndof/λ, which allows to
present interesting accuracy gains in the preasymptotic regime. Yet, in the asymptotic limit, FR opti
and FR Radau tend to exhibit similar performances. The interest of FR optiAsymp is more debatable
and is likely to appear only in the asymptotic regime (as it may be expected).

3. The same conclusions stand for k ≥ 3 putting aside the fact that the asymptotic behaviour of FR opti
remains better than the one of FR Radau, especially when the polynomial degree k increases.

Thus, the optimisation process allows up to 90% accuracy gains for the L2-norm, especially in the preasymptotic
regime. Moreover, high polynomial degrees allow a 15% gain in the asymptotic regime.
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k k = 2 k = 3 k = 4 k = 5

∥ε
h
∥r

e
l

L
2
(Ω

)

10−4

10−2

100

1
3

10−8

10−4

100

1
4

10−10

10−5

100

1
5

10−11

10−5

101

1
6

∥ε
h
∥r

e
l,
F
R

R
a
d
a
u

L
2
(Ω

)

3 10 100
0.1

1

10

Ndof/λ

3 10 100
0.1

1

10

Ndof/λ

3 10 100
0.1

1

10

Ndof/λ

3 10 100
0.1

1

10

Ndof/λ

Table 2. Performances of the correction polynomial optimisations on the FR method ac-
cording to the number of dofs per wavelength Ndof/λ for L = 10 and general BCs: L2-error
with respect to the exact solution (row 1) and with respect to the FR Radau error (row 2),
for different polynomial degrees k ∈ J2, 5K and corrections (FR Radau ( ), FR opti ( ),
FR optiAsymp ( )).

Remark 2.4. We highlight the fact the results are presented for general BCs, even if the optimisation process
leans on incoming BCs. Moreover, it remains valid for smaller domains, with L = 1 for example. The asymptotic
regime appearing quicker then, the remarkable preasymptotic behaviour of FR opti is less visible and we focused
here on a larger configuration. In particular, we point out that the early quasi-optimal behaviour of FR opti
appears in spite of a new optimisation for every configuration (contrary to classic choices, where the correction
polynomial functions do not evolve with the mesh refinement).

Remark 2.5. One may observe a discontinuity in the behaviour of FR opti for Ndof/λ = 160 and k = 5: this is
likely to be due to issues in the optimisation process to determine the correction polynomial function. Yet, we
point out that this configuration is far from real use configurations. On the contrary, the preasymptotic gain
would allow to obtain relatively precise solutions at a lower cost in more usual cases of interest.

3. Direction-wise optimisation for 3D Maxwell’s equations

As the FR method for the 3D Maxwell’s equations relies on the choice of correction polynomial functions
in each direction, we consider the direct extension to 3D by optimising according to the parameters of each
direction. Due to its more regular performances in 1D, we will restrict to the FR opti method.

Then, we consider the same approach with parameters, and then correction polynomial functions, relative to
each direction (as expected in (5)), leading to the three optimisation problems:

∀ j ∈ J1, 3K, min
P j,→∈P

kj
adm

C→refin
(
κj , hj , Lj , P

j,→)
. (16)
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k k = 2 k = 3 k = 4 k = 5

∥ε
h
∥r

e
l

L
2
(Ω

)

10−2

10−1

100

1
3

10−3

10−2

10−1

100

1
4 10−3

10−1

1
5 10−3

10−1

1
6

∥ε
h
∥r

e
l,
F
R

R
a
d
a
u

L
2
(Ω

)

10
0.4

1

8

Ndof/λ

10
0.5

1

2

Ndof/λ

10
0.5

1

2

Ndof/λ

10
0.5

1

2

Ndof/λ

Table 3. Performances of the FR methods according to the number of dof per wavelength for
L = 5: L2-error with respect to the exact solution (row 1) and the FR Radau error (row 2),
for different polynomial degrees k ∈ J2, 5K and corrections (FR Radau ( ), FR opti1( ),
FR optiSqrt( ), FR optiMean ( )).

Yet, while the domain length Lj or mesh step hj have a clear sense in each direction j ∈ J1, 3K, this is not
the case for the wave number κj : only the global value κ is defined. Thus, we propose to introduce correction
coefficients δκ such that the considered wave number for each direction is computed as κj = δκκ:

1. δ1κ = 1 allows to consider the original value of κ in each direction, not taking into account the volumic
propagation: it is referred as FR opti1.

2. δ2κ = 3−1/2 is associated to a plane wave whose propagation would be along the diagonal of a cubic
volume and could be seen as the most extreme case on average: it is referred as FR optiSqrt.

3. δ3κ = 0.5
(
δ1κ + δ2κ

)
is the mean of the two previous cases: it is referred as FR optiMean.

The numerical experiments are realised in a domain Ω = [0, L]3, with a uniform mesh of N ∈ N∗ cells of size
h = L N−1 in each direction. In all the following experiments, we consider κ = 2π and εr = µr = 1 with
uniform polynomial degree k and flux correction polynomial functions in all the cells and every direction (even
if direction-wise choices could have been made). For an exact solution Eexa = (eexa,hexa) made of a sum of six
random plane waves, we consider the associated BCs with random positive values of Z∂Ω constant on each face:

g = γt[n∂Ω]eexa + Z∂Ω γ×[n∂Ω]hexa on ∂Ω. (17)

Then, Table 3 gathers an illustration of the performances of the optimised correction polynomial functions
for the 3D Maxwell’s equations with general BCs for L = 5 (in terms of wavelengths). We present, according to
the number of dofs per wavelength, the L2-norm of the error relatively to the exact solution and the FR Radau
error for k ≥ 2, as the 1D conclusion for k = 1 remains valid in 3D.
One can observe that the general observations of the 1D case remain pertinent: the optimised correction
allows accuracy gains, especially in the preasymptotic regime. Yet, concerning the wavenumber modification,
FR optiSqrt shows irregular gains, in particular in the asymptotic regime, while FR opti1 shows limited abilities
for coarse meshes at low polynomial order. Finally, the FR optiMean seems to gather the advantages of these
two approaches, showing interesting gains for every mesh refinement and polynomial degree: it appears as a
robust and pertinent approach which offers as much as a 40% accuracy gain with respect to FR Radau.
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Remark 3.1. We highlight the fact an optimisation is needed for each direction (even if a unique one can be
realised in the case of an homogeneous mesh) and every configuration. Yet, this optimisation process has needed
negligible computation time with respect to the linear system resolution in all the simulations we conducted
(in particular, the differential evolution algorithm, which is the most consuming optimisation technique we
considered, has only shown interest for the asymptotic configurations we faced in 1D and its use could be
avoided for reasonable 3D cases).

4. Conclusion

We introduced optimisation processes for the correction polynomial functions on which relies the Flux Recon-
struction method for the 1D wave equations. Leaning on a priori error estimates, they allowed noticeable gains
in the L2-norm for all polynomial degrees and mesh refinements, in particular in the preasymptotic regime.
As the 3D FR approach leans on correction in each direction, such an optimisation was realised direction-wise
with different propositions for the wanenumber modification. A reasonable choice of such a modification al-
lowed to keep the interesting 1D gains in this 3D framework, and could reduce the computational cost for this
electromagnetic wave propagation problem in general configurations.
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