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Abstract

To encode prior information in a regression problem, statisticians may use a weighted LASSO,
in which variables can have different weights in the penalization. In this paper, we propose an
alternative method called semi-LASSO, which solves a specific case of weighted LASSO designed
for the integration of known regressors in linear model. The optimization procedure is divided
in two steps: the first one is an ordinary least squares method and the second one a classic
LASSO procedure in lower dimension. Numerical experiments are performed on synthetic data
to compare the performances of this new method with the usual weighted LASSO implemented
in glmnet. The results show an improvement of the sensitivity, the variable selection and the
prediction capability when using semi-LASSO.
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1 Introduction21

The LASSO (Tibshirani 1996) is a widely used technique when it comes to perform both estimation22

of parameters and variable selection for a linear model. The penalty on the 𝑙1 norm allows indeed23

to shrink some coefficients to 0. Moreover, it allows the user to handle cases where the number of24

variables 𝑝 is greater than the number of observations 𝑛 and thus is particularly convenient when25

one has to deal with large datasets like genomic data. This is why a lot of methods using LASSO26

and its derivative, like the adaptive LASSO (Zou 2006) or group LASSO (Yuan and Lin 2006) have27

been developed in particular to infer gene regulatory networks (Siahpirani, Chasman, and Roy 2019;28

Grzegorczyk, Aderhold, and Husmeier 2019), which depict the relationships between genes. In these29

references, a regression model for each gene 𝑗 ∈ [1, 𝑝] is built, giving for each gene a list of regressors30

linked to it in the network. But inferring this network using only transcriptomic data can be a31

delicate task due to the massive amount of genes (𝑝 ≈ 20000) present in the data compared to the32

small number of samples 𝑛: the LASSO is then a good tool to select the most relevant regressors33

among the genes.34

In some cases, some prior biological information can be available and therefore be integrated in the35

model to improve the results. For example, protein-protein interactions are experimentaly tested36

and the results are publicly available on the online databases of interacting proteins (Xenarios et al.37

2000). When using a LASSO, one way to perform prior information integration is to specify different38

penalty strengths for each gene/variable during the estimation of parameters, which is referred as39

the weighted LASSO and has been applied in various references. Bergersen, Glad, and Lyng (2011)40

use two different weights to add prior knowledge in their model : the first one is based on the41

correlation between gene expression and gene copy numbers, the second one relies on the association42

of gene copy number with survival. A weighted graphical LASSO is performed by Charbonnier,43

Chiquet, and Ambroise (2010) where prior information on the topology of the network is used.44

Greenfield, Hafemeister, and Bonneau (2013) rely on the elastic-net algorithm (Zou and Hastie 2005),45

and modifies the 𝑙1 norm to add prior knowledge on genes interactions. Moreover, it has been shown46

that optimizing the amount of prior knowledge included into the model gives significantly better47

results (Cassan et al. 2023). From a larger perspective, specifying different penalty weights can be48

useful in any regression problem where prior information on the potential regressors is available.49

The R package glmnet (Friedman, Hastie, and Tibshirani 2010) allows the user to do it, by tuning the50

penalty.factor parameter.51

In this paper, we focus on a penalized linear regression model with prior information. We assume52

that this prior knowledge takes the form of a certainty that some potential regressors must belong to53

the model. In this particular case, their penalty strength is set to 0 as we want to be sure to include54

them in the model. Concerning the other potential regressors for which we have no information,55

we assume that their penalty strength is the same for all. The number of known regressors should56

not exceed the number of observations 𝑛, otherwise the method we propose would be inapplicable.57

As opposed to the procedure used in glmnet, which consists in optimizing the objective function58

directly with a cyclical coordinate descent method, we propose to first transform the problem to59

divide the optimization procedure in two steps, one which is an ordinary least squares method and60

the second one being a classic LASSO procedure in lower dimension. We will see that this procedure61

actually improves the parameters estimation, the true positive variables selection and reduces the62
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error of prediction.63

The paper is organized as follows. In Section 2, we introduce the LASSO and weighted LASSO, and64

explain how to deal with the glmnet package. Section 3 presents our method called semi-LASSO.65

Finally, we compare the performance of glmnet and semi-LASSO on simulated datasets in Section 466

and discuss the results in Section 5.67

2 LASSO and weighted LASSO68

We suppose that we have a set of 𝑝 explicative variables (𝑋1, … , 𝑋𝑝) ∈ ℝ𝑝 and a response variable69

𝑌 ∈ ℝ such that:70

𝑌 = 𝛽0 +
𝑝
∑
𝑗=1

𝛽𝑗𝑋𝑗 + 𝜖 , (1)

with 𝜖 ∼ 𝒩 (0, 𝜎2) a centered noise and 𝛽 = (𝛽0, 𝛽1, ..., 𝛽𝑝) ∈ ℝ𝑝+1 the coefficients of the model,71

potentially equal to zero. We also assume having 𝑛 realizations of 𝑋1, … , 𝑋𝑝 and 𝑌: we note x = (𝑥𝑖𝑗)72

the 𝑛 × (𝑝 + 1) matrix of observations, the first column being filled with ones, and y ∈ ℝ𝑛 the73

observations of 𝑌. Then the penalized LASSO regression is:74

min
(𝛽0,𝛽1,…,𝛽𝑝)

1
2𝑛

||𝑦 − 𝑥𝛽||22 + 𝜆P(𝛽) , (2)

with 𝜆 a positive regularization parameter and P(𝛽) the LASSO penalty defined by:75

P(𝛽) =
𝑝
∑
𝑗=1

|𝛽𝑗| . (3)

The bigger 𝜆 is, the more the coefficients 𝛽 are penalized, which leads to more 0 coefficients and76

a sparser model. To solve Equation 2, two methods can be used. The first one, called the LARS77

algorithm (Efron et al. 2004) and implemented in the R package lars, relies on the correlation between78

the explicative variables and 𝑌, and is not discussed here. The second one is a coordinate gradient79

descent directly applied on the objective function, as done in the R package glmnet (Friedman, Hastie,80

and Tibshirani 2010). In Equation 3, all 𝛽𝑗 coefficients are treated the same way and are equally81

penalized, as the data is beforehand normalized before solving the optimization problem in glmnet.82

A possible extension for the LASSO is to add a different weight for each variable. The objective lying83

behind these weights can either be:84

• to reduce the conflict between optimal prediction and consistent variable selection, thus85

achieving some theoretical properties. This is the adaptive LASSO, introduced by Zou (2006).86

In this case, the weights are first determined and linked to the data, then iteratively refined to87

reach some oracle properties.88

• to add some prior information on the potential regressors of the model (Bergersen, Glad, and89

Lyng 2011; Charbonnier, Chiquet, and Ambroise 2010; Greenfield, Hafemeister, and Bonneau90

2013), as detailed in Section 1. This method is called the weighted LASSO. This variant of the91

LASSO can also resolve the issue raised by variables with similar profiles: only one of them92

is generally included into the model, not always the most relevant one. By including prior93

knowledge and so different weights in the objective function, the optimization step leads to a94

more relevant variables selection.95

In these cases, the penalty function becomes:96
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P𝑤 (𝛽) =
𝑝
∑
𝑗=1

𝑤𝑗 |𝛽𝑗| . (4)

where 𝑤 = (𝑤1, … , 𝑤𝑝) ∈ (ℝ+)𝑝 is the weights vector. A coefficient with a small weight will be97

less penalized than a coefficient with a big one, and is more likely to be included into the final98

model. This new problem can be solved with the same gradient descent method of glmnet used to99

solve Equation 2. When using this R package, it is possible to specify particular weights with the100

penalty.factor parameter.101

3 Semi-LASSO, a specific weighted LASSO with a priori knowledge102

3.1 Adding prior information into the model103

Linear regression models with penalization are very used in the field of gene network inference104

(Siahpirani, Chasman, and Roy 2019; Grzegorczyk, Aderhold, and Husmeier 2019; Huynh-Thu and105

Sanguinetti 2019). First because they can deal with big data especially when 𝑛 ≪ 𝑝, then because106

they can select only a few interesting genes as regressors. Biologists are indeed aware that gene107

regulatory networks are sparse (Leclerc 2008), which makes of the LASSO an interesting method as108

it offers the possibility to perform variable selection among thousands of genes. But today, a lot of109

biological information is available concerning the links existing between genes. This information can110

be added in the model by using a weighted LASSO as described in Section 2, with carefully chosen111

weights.112

For this purpose, we focus in this paper on a specific case of weighted LASSO, where the weights113

can be either 0, which means no penalization, or 1, as in the usual LASSO. Concretely, a weight114

equals to 0 means that the variable associated to this weight will always be included in the model:115

the associated regression coefficient 𝛽𝑗 will generically be non-zero. It corresponds to the variable116

for which we are certain that it has a relationship with 𝑌, for example a known protein-protein117

interaction.118

The variables X are then divided into two groups:119

• 𝐺𝐾 -K for Known-, the set of variables for which we are certain they are part of the model, as120

we have prior knowledge on their relationship with 𝑌. The method does not penalize these121

variables and their weight will be set to 0.122

123

• 𝐺𝑈 -U for Unknown-, the set of variables for which we have no prior information on their124

relationship with 𝑌. Their weights will be set to 1, each of them being penalized the same way125

by the parameter 𝜆.126

As it seems reasonable to assume the presence of an intercept in the majority of real data modeling,127

the variable corresponding to the parameter 𝛽0 in Equation 1 is always set in 𝐺𝐾. The sum of cardinals128

of the two groups is 𝐺𝐾 and 𝐺𝑈 is 𝑝 + 1 and we also assume in what follows that the number of129

variables in 𝐺𝐾 never exceeds 𝑛, otherwise the method we propose would be inapplicable.130

3.2 Mathematical formulation131

Using the notations above and those of Section 2, the problem we want to find the argmin in the132

following minimization problem:133

min
(𝛽0,𝛽1,…,𝛽𝑝)

1
2𝑛

||𝑦 − 𝑥𝛽||22 + 𝜆P1(𝛽) , (5)
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with :134

P1 (𝛽) =
𝑝
∑
𝑗=1

𝟙𝑋𝑗∈𝐺𝑈 |𝛽𝑗| = ∑
𝑗, 𝑋𝑗∈𝐺𝑈

|𝛽𝑗| .

We note 𝛽𝐾 (respectively 𝛽𝑈), the vector 𝛽𝐾 = (𝛽𝑗, 𝑋𝑗 ∈ 𝐺𝐾) (respectively 𝛽𝑈 = (𝛽𝑗, 𝑋𝑗 ∈ 𝐺𝑈)). In135

a similar way, we denote by x𝐾 (respectively x𝑈) the matrix containing the 𝑛 observations of the136

variables in 𝐺𝐾 (respectively 𝐺𝑈). Equation 5 can be rewritten as:137

min
𝛽𝑈

(min
𝛽𝐾

( 1
2𝑛

||𝑦 − 𝑥𝛽||22) + 𝜆 ∑
𝑗, 𝑋𝑗∈𝐺𝑈

|𝛽𝑗|) .

The minimum in 𝛽𝐾 takes the form of :138

min
𝛽𝐾

1
2𝑛

||𝑦 − 𝑥𝛽||22 = min
𝛽𝐾

1
2𝑛

𝑛
∑
𝑖=1

(𝑦𝑖 − 𝛽0 − ∑
𝑗, 𝑋𝑗∈𝐺𝑈

𝑥𝑖𝑗𝛽𝑗 − ∑
𝑗, 𝑋𝑗∈𝐺𝐾

𝑥𝑖𝑗𝛽𝑗)2

= min
𝛽𝐾

1
2𝑛

𝑛
∑
𝑖=1

(𝑧𝑖 − 𝛽0 − ∑
𝑗, 𝑋𝑗∈𝐺𝐾

𝑥𝑖𝑗𝛽𝑗)2 ,
(6)

with z = (𝑧𝑖)1≤𝑖≤𝑛 = (𝑦𝑖 − ∑
𝑗∈𝐺𝑈

𝑥𝑖𝑗𝛽𝑗)1≤𝑖≤𝑛 = y − x𝑈𝛽𝑈 . The minimum above is reached when 𝛽𝐾 is139

the ordinary least squares estimator, under the assumption that x𝑡𝐾x𝐾 is invertible, which implies in140

particular that the cardinal of 𝐺𝐾 is lower than 𝑛. We have:141

𝛽𝐾 = 𝛽𝐾(𝛽𝑈) = (x𝑡𝐾x𝐾)
−1x𝑡𝐾z . (7)

Using this expression for 𝛽𝐾, Equation 6 becomes:142

min
𝛽𝐾

1
2𝑛

||𝑦 − 𝑥𝛽||22 =
1
2𝑛

||y − x𝑈𝛽𝑈 − x𝐾(x𝑡𝐾x𝐾)
−1x𝑡𝐾(y − x𝑈𝛽𝑈)||

2
2

= 1
2𝑛

||(𝐼𝑛 − x𝐾(x𝑡𝐾x𝐾)
−1x𝑡𝐾)y − (x𝑈 − x𝐾(x𝑡𝐾x𝐾)

−1x𝑡𝐾x𝑈)𝛽𝑈||
2
2

= 1
2𝑛

||u − v𝛽𝑈||
2
2 ,

with u = (𝐼𝑛 − x𝐾(x𝑡𝐾x𝐾)
−1x𝑡𝐾)y and v = x𝑈 − x𝐾(x𝑇𝐾x𝐾)

−1x𝑡𝐾x𝑈. Equation 5 becomes :143

min
𝛽𝑈

( 1
2𝑛

||u − v𝛽𝑈||
2
2 + 𝜆 ∑

𝑗, 𝑋𝑗∈𝐺𝑈

|𝛽𝑗|) . (8)

Hence the minimization problem above corresponds to the classic objective function of the LASSO,144

and only depends on 𝛽𝑈. The solution of Equation 8 can thus be found numerically, using glmnet for145

example. Once the solution 𝛽𝑈 is computed, we can obtain 𝛽𝐾 by injecting the obtained value for 𝛽𝑈146

in Equation 7. The pseudocode corresponding to this procedure of estimation, called semi-LASSO, is147

given below in Algorithm 1 .148

An alternative solution would be to use glmnet directly, by specifying 0 and 1 weights in the149

penalty.factor argument: this procedure will be refered as 0-1 weighted LASSO in what follows.150

The semi-LASSO method can be more efficient than the 0-1 weighted LASSO for the following151

reasons. By separating the variables in two distinct groups before numerically optimizing the152

objective function Equation 5, we find ourselves solving two different minimization problems. The153
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first one is an ordinary least squares regression, which has a well-known analytical solution, and154

the second one is a classic LASSO regression. This second problem will be solved numerically, but155

in a space of smaller dimension (less variables) compared to the 0-1 weighted LASSO. We will see156

in the next sections that our semi-LASSO method actually improves the parameter estimation, the157

sensititvity and reduces the error of prediction.158

Algorithm 1 Semi-LASSO

1: Inputs:
2: 𝐺𝐾 and 𝐺𝑈 the groups of variables
3: x ∈ ℳ𝑛×𝑝(ℝ) the data matrix
4: y ∈ ℝ𝑛 the vector of observed values for 𝑌
5:

6: Output:
7: 𝛽 the vector of coefficients
8:

9: if 𝐺𝐾 = ∅ then ▷ No prior information is known
10: 𝛽 obtained with classical LASSO
11:

12: else if 𝐺𝑈 = ∅ & |𝐺𝐾| ≤ 𝑛 then ▷ All regressors are known
13: 𝛽 obtained with classical regression
14:

15: else
16: compute x𝐾 and x𝑈 from x
17: add a column of 1 in x𝐾 for the intercept estimation
18: compute u = (𝐼𝑛 − x𝐾(x𝑡𝐾x𝐾)

−1x𝑡𝐾)y and v = x𝑈 − x𝐾(x𝑇𝐾x𝐾)
−1x𝑡𝐾x𝑈

19: solve min𝛽𝑈 (
1
2𝑛 ||u − 𝛽𝑈v||

2
2, +𝜆∑𝑗, 𝑋𝑗∈𝐺𝑈

|𝛽𝑗|) with glmnet to obtain 𝛽𝑈
20: deduce 𝛽𝐾
21: end if

4 Numerical experiments159

To compare our method of parameters estimation with the one of 0-1 weighted LASSO, we perform160

numerical simulations. We focus on simulations where the number of observations 𝑛 = 100 and the161

number of covariates 𝑝 = 500. We also choose to run simulations where the explanatory variables162

(𝑋1, … , 𝑋𝑝) are correlated, to put our algorithm in a more challenging situation. Finally, only 𝑝𝑢 = 40163

variables are actually used to build the model which means only 40 coordinates of 𝛽 ∈ ℝ𝑝 are really164

used to construct 𝑌.165

4.1 Data simulation166

To simulate correlated data in a realistic way, we rely on the work by Friguet (2010). We first divide167

the 𝑝 variables in 𝐻 independent groups. For each group ℎ, a covariance matrix is computed using168

gaussian latent variables to determine correlations between variables, and a dataset of size 𝑛 × 𝑝
𝐻 is169

sampled from a multivariate normal distribution. The data generated for each group ℎ ∈ [1, 𝐻] are170

then merged together in a single dataset. The structure of the global covariance matrix of the data171

is thus block diagonal. An excerpt of this matrix is presented Figure 1 as an example. The code to172

generate the data, based on page 123 of Friguet (2010), is given below, the parameter 𝐻 being set to 5.173

library(mvtnorm)
library(corrplot,quietly = TRUE)

6



corrplot 0.92 loaded174

p = 500
n = 100
H = 5
constant = 10 # intercept
q = rep(4,H) # number of latent variables in each group
strength = 7/10 # level of the correlation between variables of the same group
data = matrix(rep(0, n*p), ncol = p, nrow = n)
for (h in 1:H){
B_k = strength*rmvnorm(p/H, mean = rep(0, q[h]), sigma = diag(q[h]))
Sigma_k = apply(B_k^2, 1, sum) + rep(1, p/H)
B_k = diag(1/sqrt(Sigma_k))%*%B_k
Psi_k = diag(1/Sigma_k)
# matrix of var-covar
Var_k = B_k %*% t(B_k) + Psi_k
# data generation
X_k = rmvnorm (n, mean = rep(0,p/H), sigma = Var_k) # mean 0
data[,((h-1)*p/H+1):(h*p/H)] = X_k

}
data = as.data.frame(data)

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Figure 1: Correlation matrix of the variables of the model. Only the first 20 variables of each group
are plotted.

Once we got the data matrix 𝑥, we compute y using the 8 first variables of each group. The coefficients175

𝛽𝑗 which are not 0 go from 1 to 8 in each group. Our final model for the numerical simulations is176

thus:177

𝑦 = 𝛽0 +
8
∑
𝑗=1

𝛽𝑗𝑥𝑗 +
108
∑
𝑗=101

𝛽𝑗𝑥𝑗 +
208
∑
𝑗=201

𝛽𝑗𝑥𝑗 +
308
∑
𝑗=301

𝛽𝑗𝑥𝑗 +
408
∑
𝑗=401

𝛽𝑗𝑥𝑗 + 𝜖 ,

with 𝛽1 = 𝛽101 = ⋯ = 𝛽401 = 1, … , 𝛽8 = 𝛽108 = ⋯ = 𝛽408 = 8 and 𝜖 ∼ 𝒩 (0, 4).178
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library(expm,quietly = TRUE)

179

Attaching package: 'expm'180

The following object is masked from 'package:Matrix':181

182

expm183

standard_d = 2
beta = rep(c(1:8,rep(0,92)),5)
Y = as.matrix(data)%*%beta + rnorm(n, mean = 0, sd = standard_d) + rep(constant, n)
colnames(Y) = "Y"
data = cbind(data,Y)

4.2 Introduction of a priori knowledge184

To see how the semi-LASSO algorithm performs with different levels of prior knowledge, we pro-185

gressively add variables from the 𝐺𝑈 group to the 𝐺𝐾 group. 11 scenarii are tested, starting with186

with 𝐺𝐾 = ∅ where no regressor is known. We then add 4 variables (corresponding to 10% of true187

regressors) in 𝐺𝐾 several times to finally reach 𝐺𝐾 = (𝑋𝑗1 , … , 𝑋𝑗𝑝𝑢) where 𝑋𝑗1 , … , 𝑋𝑗𝑝𝑢 are the 𝑝𝑢188

variables used to build the model (𝑗1 = 1,… , 𝑗8 = 8, 𝑗9 = 101, ..., 𝑗40 = 408), as explained in Table 1.189

One variable of each group ℎ ∈ [1, 𝐻 − 1] is added in scenarii 𝑠1 to 𝑠8, then four variables of the last190

group ℎ = 𝐻 are added in 𝑠9 and 𝑠10. In scenario 𝑠10, all 𝑝𝑢 variables have been added to 𝐺𝐾.191

Table 1: Description of each scenario to estimate the 𝛽 coefficients

Scenario % of prior knowledge Variables in 𝐺𝐾 Variables in 𝐺𝑈
𝑠0 0 0 500
𝑠1 10 4 496
𝑠2 20 8 492
𝑠3 30 12 488
𝑠4 40 16 484
𝑠5 50 20 480
𝑠6 60 24 476
𝑠7 70 28 472
𝑠8 80 32 468
𝑠9 90 36 464
𝑠10 100 40 460

# Construction of the vector of prior knowledge used to progressively add variables in G_K
prior_know = c()
for (h in 1:(H-1)){
# for the first 4 groups, the first 8 variables will be progressively added to G_K
# (corresponding to scenarii s_1 to s_8)
prior_know_h = c(1/10*1:8, rep("not used",92))
# for the variables not used in the model, prior_know is set to `not used`.
# It means they will never be included as prior knowledge in the model
prior_know = c(prior_know, prior_know_h)

}
# Concerning the last group (h=5), the first 8 variables will be added in s_9 and s_10
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prior_know = c(prior_know, rep(0.9,4),rep(1,4), rep("not used",92))
names(prior_know) = colnames(data[,-dim(data)[2]])

The vector of prior knowledge is then used to iteratively construct the groups 𝐺𝐾 and 𝐺𝑈 for each192

scenario :193

Groups_construction <- function (prior,partial_know){
# prior : vector of the prior knowledge indicating when the variable enters into the G_K group
# partial_know : proportion of partial knowledge to include (between 0 and 1)
G_K = c()
G_U = c()
# G_K = group with a priori
# G_U = group with no a priori
for (j in 1:length(prior)){

if((prior[j]<= partial_know)){
G_K = c(G_K, names(prior)[j])

}
else{

G_U = c(G_U, names(prior)[j])
}

}
list(G_K, G_U)

}

4.3 Estimation of the parameters194

To select an appropriate value for the parameter 𝜆, we use, both in semi-LASSO and 0-1 weighted195

LASSO methods, the cv.glmnet function which performs 10-fold cross-validation. 𝐾 = 50 datasets196

are generated following the scheme of Section 4.1. A parameters estimation is performed for each197

simulation in order to evaluate the variability coming both from the noise 𝜖 in Equation 1 at the198

step of data generation and the cross-validation in cv.glmnet . We use both semi-LASSO and 0-1199

weighted LASSO to estimate 𝛽 given a dataset and a scenario of Table 1. All the results presented200

in Section 5 are shown as boxplots relative to these 50 replica. The code below shows how the201

parameters estimation is performed for a particular dataset.202

Loaded glmnet 4.1-8203

load("data/Data.RData")
options( "digits"=5, "scipen"=0)
# loading of the list containing the K = 50 datasets
# We show how the estimation works using only the first dataset
data_K = Data[[1]]

# semi-LASSO
regressors_list_by_knowledge = list() # creation of the list of regressors
# each element of the list will correspond to a particular scenario
index = 1
for (l in seq(0, 1, by = 0.1)){ # levels of prior knowledge
A_priori_group = Groups_construction(prior_know,l) # construction of G_K and G_U
result = semi_LASSO(A_priori_group[[1]], A_priori_group[[2]], data_K,

colnames(data_K)[length(colnames(data_K))],
inter = TRUE)
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regressors_list_by_knowledge[[index]] = result[[1]]
index = index + 1

}
names(regressors_list_by_knowledge) = seq(0, 1, by = 0.1)

# 0-1 weighted LASSO
regressors_list_by_knowledge_glmnet = list()
index = 1
for (l in seq(0,1, by = 0.1)){
weights = as.numeric(prior_know>l) # transformation of prior_know into 0-1 weights
# the p+1th variable in data_K is Y
reg = cv.glmnet(x = as.matrix(data_K[,-(p+1)]), y = as.matrix(data_K[,(p+1)]), penalty.factor = weights, grouped=FALSE, alpha=1, intercept=TRUE)
result = coef(reg)[-1,] # reorder the position of the intercept estimation
result = c(result, coef(reg)[1,])
names(result)[p+1] = "Intercept"
regressors_list_by_knowledge_glmnet[[index]] = result
index = index + 1

}
names(regressors_list_by_knowledge_glmnet)<-seq(0, 1, by = 0.1)

# The first 8 estimated coefficients by semi-LASSO, for a prior knowledge of 20%
regressors_list_by_knowledge[[3]][1:8]

V1 V2 V3 V4 V5 V6 V7 V8204

0.41737 2.45429 0.00000 0.00000 0.00000 6.75924 2.24398 3.21918205

# The first 8 estimated coefficients by 0-1 weighted LASSO, for a prior knowledge of 20%
regressors_list_by_knowledge_glmnet[[3]][1:8]

V1 V2 V3 V4 V5 V6 V7 V8206

0.18738 2.94932 0.00000 0.00000 0.00000 7.25378 0.39463 2.50380207

4.4 Criteria used to compare the methods208

To compare the results from semi-LASSO and the 0-1 weighted LASSO, we use the following indica-209

tors:210

• The sensitivity (true positive rate), defined as:211

se = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

=
|{𝛽𝑗 ≠ 0}⋂{𝛽𝑗 ≠ 0}|

|{𝛽𝑗 ≠ 0}|
,

with 𝛽𝑗 the estimated parameters of the model. TP is the number of true positives, i.e. the212

number of true regressors of the model that are correctly selected by the method, and FN is the213

number of false negatives, i.e the number of true regressors of the model that are not selected214

by the method. It measures the proportion of true regressors of the model correctly selected215

by the method among all the true regressors of the model .216

• The specificity (true negative rate), defined as:217

sp = 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

|{𝛽𝑗 = 0}⋂{𝛽𝑗 = 0}|
|{𝛽𝑗 = 0}|

,
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with TN the number of true negatives, i.e. the variables which are not regressors in the model218

and not found as such by the method, and FP the false positives, i.e. the variables which are219

not regressors in the model but found as such by the method. It measures the proportion of220

variables which are not regressors in the model and that the method correctly identify as such.221

• The Root Mean Square Error, defined as:222

RMSE =
√

1
𝑛

𝑛
∑
𝑖=1

(𝑦𝑖 − ̂𝑦𝑖)2,

with ̂𝑦𝑖 = ∑𝑝
𝑗=1 𝛽𝑖𝑥𝑖 the prediction of 𝑦𝑖. It measures the capacity of prediction of the fitted223

model. It is calculated on a new dataset of size 𝑛, constructed with the procedure described in224

Section 4.1. This dataset was not used to perform the parameters estimation.225

• Individual coefficients estimation, defined as the gap between the estimated value 𝛽𝑗 and226

the true one 𝛽𝑗, to identify which method performs better in finding the true value of the227

coefficients, and the impact of the prior knowledge on the estimation.228

The first two criteria concern the ability of the fitted model to select the true regressors whereas229

the third one assesses the capacity to predict 𝑌. As for the fourth one, it measures the quality of the230

estimation of a particular 𝛽𝑗. We also want to see the impact of the prior knowledge level on these231

indicators.232

5 Results233

We present here the results of the simulations introduced in Section 4.234

library(ggplot2)
load("data/Data_final.RData") # load the RData containing
# - parameters estimations for semi-LASSO and 0-1 weighted LASSO
# - sensitivity
# - specificity
# - RMSE on the test dataset

5.1 Sensitivity and specificity235

We first give the results about the performance of variables selection, which is emphasized by the236

sensitivity and specificity described in Section 4.4.237

Figure 2 and Figure 3 present respectively the sensibility and the specifity for the semi-LASSO and238

0-1 weighted LASSO methods. Each boxplot corresponds to the 50 replica described in Section 4.1,239

done for both methods (blue for 0-1 weighted LASSO, yellow for semi-LASSO) and a prior knowledge240

given in abscissa (see Table 1).241

We can first notice that in Figure 2 the sensitivity increases with prior knowledge for both methods,242

which seems coherent with the fact that we force relevant variables to be included into the model.243

With a level of prior knowledge lower than 80%, the semi-LASSO method seems to be more efficient244

in finding true positive regressors. In the semi-LASSO method, we first remove the influence of the245

variables of 𝐺𝐾 before solving a LASSO problem on the remaining variables (see the expressions of u246

and v in Section 3). This suggests that this additional step allows the final LASSO procedure to be247

more efficient in finding true regressors among the remaining variables. When the prior knowledge248

level is high enough (> 90%), the given information is sufficient for both methods to perform equally249

well in terms of sensitivity.250
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ggplot(Data_final, aes(x = PriorKnowledge, y = Sensitivity)) +
geom_boxplot(aes(fill = Method), position = position_dodge(0.9)) +
scale_fill_manual(values = c("#00AFBB", "#E7B800")) +
geom_hline(aes(yintercept = 1), color = "red") + expand_limits(y=c(0, 1)) +
labs(x = "% of prior knowledge", y = "Sensitivity")
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Figure 2: Boxplots of the sensitivity for each prior knowledge scenario and each method of parameters
estimation.

Looking at the specificity in Figure 3, we see that it is high for bothmethods and prior knowledge levels.251

The 0-1 weighted LASSO method seems to perform better when the prior knowledge level increases,252

and to limit the number of false positive into the model. The step of LASSO in the semi-LASSO253

algorithm is performed in a smaller space, and tries to find non-zero values for some coefficients.254

When the prior knowledge information increases, there are less and less correct regressors to find,255

whichmeans the LASSOwill includemore andmore irrelevant variables in themodel. It is particularly256

true when the prior knowledge is set to 1 and all correct regressors have been put in 𝐺𝐾. In the257

0-1 weighted LASSO, the optimization is done directly in ℝ𝑝+1, which restricts the number of false258

positives. In both cases, the global specificity never goes below 0.85, which is satisfying.259

ggplot(Data_final, aes(x = PriorKnowledge, y = Specificity)) +
geom_boxplot(aes(fill = Method), position = position_dodge(0.9)) +
scale_fill_manual(values = c("#00AFBB", "#E7B800")) +
geom_hline(aes(yintercept = 1),color = "red") + expand_limits(y=c(0,1)) +
labs(x = "% of prior knowledge", y = "Specificity")
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Figure 3: Boxplots of the specificity for each prior knowledge scenario and each method of parameters
estimation.

5.2 RMSE260

Regarding the RMSE values plotted in Figure 4, we can see that the semi-LASSO has a lower prediction261

error than the 0-1 weighted LASSO for a prior knowledge level smaller than 80%. For higher values,262

the 2 methods are similar, with a slight advantage for the 0-1 weighted LASSO. This can be explained263

one more time by the irrelevant variables added into the model by the semi-LASSO method when264

the prior knowledge level is high.265

ggplot(Data_final, aes(x = PriorKnowledge, y = RMSEtest)) +
geom_boxplot(aes(fill = Method), position = position_dodge(0.9)) +
scale_fill_manual(values = c("#00AFBB", "#E7B800")) +
labs(x = "% of prior knowledge", y = "RMSE")
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Figure 4: Boxplots of the RMSE calculated on a test dataset for each prior knowledge scenario and
each method of parameters estimation.

5.3 Parameters estimation266

To illustrate how the methods perform in estimating the parameters, we plot on Figure 5, the267

estimation of the parameter 𝛽7 = 7, associated to the variable 𝑋7. The horizontal red line indicates268

the true value of the coefficient, whereas the vertical one shows the first scenario where the variable269

𝑋7 is added to 𝐺𝐾 (see Table 1).270

Until the prior knowledge level reaches 70%, the semi-LASSO estimates 𝛽7 using a classic LASSO, as271

𝑋7 is in 𝐺𝑈. Nevertheless, other variables are progressively added to 𝐺𝐾 when the prior knowledge272

level increases. We can see that the estimation based on the semi-LASSO is better than the one made273

with the 0-1 weighted LASSO. This difference certainly follows from the fact that the optimization274

performed on a smaller space in the semi-LASSO than the one from the 0-1 weighted LASSO,275

performed on ℝ𝑝+1. After we reach 70% of prior knowledge, 𝑋7 belongs to 𝐺𝐾, which means it has276

a 0 weight in the 0-1 weighted LASSO, and is estimated via ordinary least squares estimator in277

semi-LASSO. At this point, both methods perform equally well for the estimation of 𝛽7, since we278

force the variable to be part of the model.279

One can notice that for some levels of prior knowledge (20% to 40%), glmnet often does not include280

the variable into the model, i.e. the estimated parameter 𝛽7 is equal to zero, and thus generates some281

false negatives which impacts the sensitivity on Figure 2. This is not the case for the semi-LASSO282

method.283

ggplot(Data_final, aes(x = PriorKnowledge, y = V7)) +
geom_boxplot(aes(fill = Method), position = position_dodge(0.9)) +
scale_fill_manual(values = c("#00AFBB", "#E7B800")) +
geom_hline(aes(yintercept = 7), color = "red") +
geom_vline(aes(xintercept = 8), color = "red") +
labs(x = "% of prior knowledge", y = "X7")
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Figure 5: Boxplots of the estimated values for a coefficient of the model, for each prior knowledge
scenario and each method of parameters estimation.

5.4 Other tests and some possible extensions284

Similar results as the ones presented in Section 5 were obtained with different settings including :285

• The number of observations 𝑛 being set to 1000 to have 𝑝 < 𝑛.286

• Independent variables (𝑋𝑗, 𝑗 ∈ [1, 𝑝]) instead of correlated ones.287

• A model without intercept2.288

• Non-centered variables (𝑋𝑗, 𝑗 ∈ [1, 𝑝]).289

• Different values for 𝜎.290

In all cases, the obtained graphs show similar behaviors as the ones presented here and are thus not291

included in the paper.292

Several extensions are possible using the framework of the semi-LASSO method. We can think at293

first of a weighted elasticnet method (Zou and Hastie 2005), with 0 and 1 weights. The mathematical294

formulation presented in Section 3 can indeed be generalized to this type of penalization.295

Another possible extension would be a classic weighted LASSO with some 0 weights and other296

weights not all equal to 1. In this case, we could again use the decomposition of Section 3, but the297

classical LASSO in the semi-LASSO algorithm would be replaced by a weighted LASSO.298

6 Conclusion299

This paper introduces a new weighted LASSO method, called semi-LASSO, designed for the inte-300

gration of prior knowledge into the model. It relies on the R package glmnet, but does not use301

the penalty.factor allowing to specify weights. Instead of that, it first transforms the problem to302

2During the redaction of this paper, we tested several options in glmnet, in particular the intercept parameter that
we set to FALSE. It seems that when the data given in entry of the function is not centered beforehands, glmnet does not
produce convincing results. We then found ourselves with significantly better results using the semi-LASSO algorithm. It
appears that this issue was raised years ago, but do not seem to be fixed.
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divide the optimization procedure into two steps. The first one is an ordinary least square method,303

which allows to reduce the space dimension for the second one: a classic LASSO procedure. The304

reduction of dimension in the semi-LASSO procedure gives significantly better results than the use305

of penalty.factor implemented in glmnet both on the proportion of true regressors detected by306

the method and on the prediction error. We can also see a better coefficient estimation with the307

semi-LASSO. These improvements come with a size restriction: our method can only be applied if308

|𝐺𝐾| ≤ 𝑛 because the first step is an ordinary least squares problem.309

Moreover, in terms of model selection, increasing the true positive rate using the semi-LASSO means310

decreasing the true negative rate, compared to the 0-1 weighted LASSO. Depending on the problem311

the user tries to solve, it is left to his discretion to use either semi-LASSO or glmnet to reduce the312

most important rate at his eyes. The semi-LASSO procedure can also be applied in some extensions313

like weighted LASSO with different weights, or an elastic-net penalization.314
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