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Abstract

In this paper we consider a general scheme to solve two different
inverse problems related to oceanography, that is retrieving either a
tsunami or the shape of the seabed from the measurement of the free
surface perturbation. We consider two dimensional geometries and
linear potential models in the frequency regime. Such general scheme
consists in firstly recovering the potential in the whole domain and
secondly compute the seeked parameter at the bottom of the ocean,
which in the two inverse problems is a function involved in a more or less
complicated boundary condition. The first step amounts to solve an ill-
posed Cauchy problem for the Laplace or Helmholtz equation, which we
regularize by using a mixed formulation of the Tikhonov regularization
and the Morozov principle to compute the regularization parameter.
The computation of such Tikhonov-Morozov solution is based on an
iterative method consisting in solving a sequence of weak formulations
which are discretized with the help of a simple Lagrange type Finite
Element Method. In the particular case of the acoustic model, we need
to solve a Laplace-type equation associated with the noisy Neumann
boundary data and compute the noise amplitude of its solution. A
probabilistic method is proposed to obtain such amplitude of noise.
Some numerical experiments show the feasibility of our strategy.

1 Introduction

This paper is devoted to two different inverse problems which arise in oceanog-
raphy. The first one is the identification of a tsunami from measurements of
the free surface deformation, such tsunami being characterized by a brutal
displacement of the bottom surface of the ocean. The second one is the
bathymetry problem, which consists in recovering the underwater depth by
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using the same measurements as in the previous problem. In these two prob-
lems, the goal is to retrieve some sea bottom parameters from surface data,
but while the loading is passive in the first problem (the tsunami is a natural
phenomenon), it is active in the second one (a source artificially generated
is required).

Concerning the literature on tsunamis, there is a large amount of contri-
butions related to the forward modeling of tsunamis, for example [30, 31, 33].
In particular, a comprehensive study of the behaviour of a tsunami at all
steps of its “life” and of the best models to use at each of these steps is
exposed in [17]. However, the identification of tsunamis from surface mea-
surements is far less addressed in the literature. In this direction, let us
mention [23], in which a shallow-water model is handled and a least-square
method is proposed, and [21], which is based on a machine-learning algo-
rithm. For the simpler linear water wave problem in the presence of a flat
bottom, in [13] a numerical approach based on integral transforms with re-
spect to the horizontal directions and with respect to time is successfully
used to invert experimental data. This paves the way to real applications of
inverse problems in oceanography. The literature on bathymetry seen as an
inverse problem is also quite poor. Let us mention [32], in which a numerical
reconstruction procedure is conducted, in the presence of a nonlinear water
wave model and by using periodic boundary conditions in the horizontal di-
rections. We also mention [20, 29], which address the theoretical question
of uniqueness/stability for the inverse problem in the context of the nonlin-
ear water wave problem. Note that the well-posedness of the corresponding
forward problem is proved in [26].

In this contribution we address the two previous inverse problems by re-
stricting ourselves to some two-dimensional linear models in the frequency
domain. The physics of the problem is then fully governed by the scalar
velocity potential. Note that such linear models are only valid during the
first step of the tsunami generation and would not be appropriate during the
second propagation step, as emphasized in [17]. The two inverse problems,
which are strongly ill-posed, are attacked by using the same strategy, which
consists in two steps. In the first step, surface data are used to compute
an approximate velocity potential in the whole volumic domain by trans-
forming the initial ill-posed problem into a well-posed regularized one. In
the second step we use the partial derivatives of such potential on the bot-
tom of the domain to compute either the time derivative of the vertical
displacement which characterizes the tsunami (first inverse problem) or the
geometric perturbation of the bottom shape with respect to the horizontal
flat reference (second inverse problem). The novelty of our contribution is
twofold. Firstly in these two steps we use weak formulations and finite ele-
ment methods, which are well adapted to non-flat sea bottoms. We observe
that when the bottom is flat, the forward tsunami problem is often solved
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in the literature by first using a Fourier transform in the horizontal direc-
tions, which is forbidden in the presence of a variable sea bottom. Secondly
we wish to study the influence of the choice of the model on the quality
of the reconstruction at different frequencies. In this view we start from a
model which takes account of both acoustic and gravity waves, the former
being dominating at high frequencies, the latter being dominating at low
frequencies.

The main ingredient of the first step described above is the notion of
mixed formulation of the Tikhonov regularization, which is designed to reg-
ularize ill-posed Cauchy problems and can be immediately discretized with
the help of a classical Lagrange Finite Element Method. This technique was
first introduced in [4] in the case of the Cauchy problem for the Laplace
equation, then generalized to an abstract context in [11]. The Tikhonov for-
mulation involves a small regularization parameter that we choose following
the Morozov principle (see for example [25]) and compute numerically by us-
ing the Fenchel-Rockafellar duality in optimization (see the general theory in
[18]). This technique was first proposed in the context of the Morozov princi-
ple in [5, 9] again in the case of the Cauchy problem for the Laplace equation,
then generalized to an abstract setting in [10]. The duality approach leads
to the problem of minimizing a convex but non-quadratic functional, which
in practice turns out to be delicate. This is why, following an idea of [15], we
transform such problem into a sequence of quadratic minimization problems,
the solutions of which converge to the solution of the original problem. Such
quadratization technique has already been used in [10].

Our paper is organized as follows. In section 2 we present the linear model
of oceanography that we will consider, that is the so-called complete model,
and we address the corresponding forward problems, both for the tsunami
problem and the bathymetry problem. Two classical limit models deriving
from the complete model, that is the gravity model and the acoustic model,
are presented in section 3. Our two inverse problems, that is the tsunami
identification and the bathymetry problems, are introduced in section 4.
Section 5 is devoted to the abstract framework of the mixed formulation of
the Tikhonov regularization method, such framework being the core of our
strategy to solve these two inverse problems, whatever the chosen model is.
This abstract framework is then applied to the tsunami identification prob-
lem and to the bathymetry problem in sections 6 and 7, respectively. In the
case of the acoustic model, we need to convert the amplitude of noise that
contaminates a Neumann boundary data to the amplitude of noise of a vo-
lumic lifting solution of such Neumann boundary problem. To proceed, two
approaches, a deterministic and a probabilistic one, are exposed in section
8. Such section is complemented by an appendix, in which we provide more
theoretical results related to the probabilistic approach in a slightly simpler
case from the point of view of the geometry. Lastly, numerical experiments
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are presented in section 9.

2 The selected model and the forward problems

In this article, the ocean at rest is defined as a two-dimensional domain Ωθ,
given by

Ωθ � tpx, zq P R2, �H � θpxq   z   0u,
where θ is a continuous and compactly supported function which can be
considered as a perturbation of the flat bottom of equation z � �H, while
the free surface at rest is characterized by z � 0. The domain Ωθ is hence
delimited by the two curves

Γ0 � tpx, zq P R2, z � 0u, Γ�H�θ � tpx, zq P R2, z � �H � θpxqu.

2.1 The complete model

We first consider the tsunami problem. Let us denote ζpx, tq the upward nor-
mal displacement of the sea bottom, which is the only source of the problem,
and spx, tq the induced perturbation of the free surface. The velocity poten-
tial φpx, z, tq, the functions s and ζ are related to each other by the following
equations and boundary conditions:$''&

''%
p1{c2qB2tφ�∆φ � 0 in Ωθ � p0,�8q,

Btφ� g s � 0 on Γ0 � p0,�8q,
Bzφ� Bts � 0 on Γ0 � p0,�8q,

Bνφ � �Btζ on Γ�H�θ � p0,�8q
(1)

where ν is the unit outward normal to Ωθ, g is the gravitational acceleration
and c is the celerity of the acoustic waves. The system (1) has to be com-
plemented by initial conditions. Note that the two boundary conditions on
Γ0 can be merged into the single equation:

B2tφ� g Bzφ � 0. (2)

The linear model (1) is rigorously derived from the Euler equations in [16]
and corresponds to the so-called “barotropic case” in [16], with the additional
assumption that the density is constant.

In the frequency domain, which amounts to assume that φpx, z, tq �
upx, zqe�iωt, spx, tq � ηpxqe�iωt and ζpx, tq � χpxqe�iωt for some fixed fre-
quency ω ¡ 0, the forward scattering problem of the tsunami reads: for χ P
L2pΓ0q, where χ is supposed to be compactly supported, find u P H1

locpΩθq
such that $''&

''%
∆u� pω2{c2qu � 0 in Ωθ,

Bzu� pω2{gqu � 0 on Γ0,
Bνu � iωχ on Γ�H�θ,
u is outgoing.

(3)
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Here,

H1
locpΩθq � tu P D1pΩθq, ψpxqu P H1pΩθq, @ψ P C8

0 pRqu.
The last line of (3) corresponds to a radiation condition, which is necessary to
guarantee uniqueness in a scattering problem. Note that once the potential
u is known, the perturbation of the free surface is given by either of the two
formulas

η � iω

g
u, η � � 1

iω
Bzu.

The system (1) is interesting in the context of tsunamis because it relies on a
model which involves both acoustic and gravity waves, in other words both
constants g and c appear in (1) (see for example [30, 31, 33]). Such model
will be called the complete model in the following.

Now let us introduce the forward bathymetry problem: for some source
point N P Ωθ, find u P H1

locpΩθq such that$''&
''%

�∆u� pω2{c2qu � δN in Ωθ,

Bzu� pω2{gqu � 0 on Γ0,
Bνu � 0 on Γ�H�θ,
u is outgoing.

(4)

Note that in problem (4), the source term appears in the right-hand side
of the first equation, and no more in the boundary condition on the seabed
Γ�H�θ. Let us prove that the forward problems for the complete model,
both in the case of the tsunami generation (3) and the bathymetry (4), are
well-posed. In this view, we have to specify what we mean by “outgoing”
solutions in the above forward problems.

2.2 Determination of the modes

Like in the pioneering work [27], we introduce the modes, that is the solutions
in Ω0 � R� p�H, 0q in the form upx, zq � fpzqeλx to the following problem
in the absence of the source term χ or δN :$&

%
∆u� pω2{c2qu � 0 in Ω0,

Bzu� pω2{gqu � 0 on Γ0,
Bνu � 0 on Γ�H .

Finding such u amounts to find pλ, fq P C�H1p�H, 0q, f � 0, such that$&
%

f2pzq � pλ2 � ω2{c2qfpzq � 0 in p�H, 0q,
f 1p0q � pω2{gqfp0q � 0,

f 1p�Hq � 0.

Let us denote ν0 the unique positive solution to the equation

ν tanhpνHq � ω2{g, (5)
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while the sequence pνnqn¥1 is formed by the positive and increasing solutions
to the equation

ν tanpνHq � �ω2{g. (6)

Let us in addition assume the following.

Assumption 2.1. The frequency ω is such that there are no n P N, n ¥ 1,
satisfying

νn � ω{c.
Such assumption implies that there exists some P P N, such that#

νn   ω{c if 1 ¤ n ¤ P,

νn ¡ ω{c if n ¡ P.

The solutions pλ, fq to the above problem are given by:$'&
'%

�i
b
ν20 � ω2{c2, f0pzq :� A0 coshpν0pz �Hqq,

�i
a
ω2{c2 � ν2n, fnpzq :� An cospνnpz �Hqq, 1 ¤ n ¤ P,

�
a
ν2n � ω2{c2, fnpzq :� An cospνnpz �Hqq, n ¡ P,

(7)

where the An are arbitrary non zero constants. The modes are then given
by the functions

u�n px, zq � fnpzqe�βnx, (8)

where from now on the constants An of (7) are chosen such that the pfnq
form an orthonormal complete basis of L2p�H, 0q (which is possible from a
classical result of spectral theory for self-adjoint operators) and$'&

'%
β0 :� i

b
ν20 � ω2{c2,

βn :� i
a
ω2{c2 � ν2n, 1 ¤ n ¤ P,

βn :� �
a
ν2n � ω2{c2, n ¡ P.

(9)

The modes u�n are either propagating (for 0 ¤ n ¤ P ) or evanescent (for
n ¡ P ) in the right direction of Ω0, so that there are outgoing to the right.
The modes u�n are either propagating (for 0 ¤ n ¤ P ) or evanescent (for
n ¡ P ) in the left direction of Ω0, so that there are outgoing to the left.

Let us consider the problem (3) in the simplified case of the flat seabed,
that is θ � 0. It will be always the case for the tsunami problem.

2.3 Well-posedness of the tsunami problem

In order to prove the well-posedness of (3), we introduce the bounded do-
main ΩR

0 :� tpx, zq P Ω0, �R   x   Ru delimited by the transverse sec-
tions Σ�R � t�Ru � p�H, 0q, assuming that the support of χ is contained
in p�R,Rq. Classically, the problem (3) in the unbounded domain Ω0 is
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equivalent to the following problem set in the bounded domain ΩR
0 : find

u P H1pΩR
0 q such that$''&

''%
∆u� pω2{c2qu � 0 in ΩR

0 ,

Bzu� pω2{gqu � 0 on ΓR
0 ,

Bzu � �iωχ on ΓR
�H ,

�Bxu� T c
�u � 0 on Σ�R,

(10)

where ΓR
0 and ΓR

�H are the subparts of Γ0 and Γ�H delimited by the trans-
verse sections Σ�R and ΣR, respectively, while the Dirichlet-To-Neumann
operators T c

� are defined by"
T c
� : H1{2pΣ�Rq Ñ H̃�1{2pΣ�Rq

φ ÞÑ °
nPN βnpφ, fnqL2p�H,0qfn.

(11)

Here, H̃�1{2pΣ�Rq is the dual space of H1{2pΣ�Rq, the functions fn are given
by (7) and the complex numbers βn are given by (9).

An equivalent weak formulation to the strong problem (10) is: find u P
H1pΩR

0 q such that for all v P H1pΩR
0 q,

apu, vq � ℓpvq, (12)

where the sesquilinear form a and the antilinear form ℓ are given by

apu, vq �
»
ΩR

0

�
∇u �∇v � pω2{c2qu v� dxdz

� pω2{gq
»
ΓR
0

u v dx� xT c
�u, vyH�1{2pΣRq,H̃1{2pΣRq

� xT c
�u, vyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

,

(13)

where x�, �yH�1{2pΣ�Rq,H̃1{2pΣ�Rq
denotes the duality bracket betweenH�1{2pΣ�Rq

and H̃1{2pΣ�Rq and
ℓpvq � iω

»
ΓR
�H

χ v dx. (14)

We have the following well-posedness result.

Theorem 2.2. The weak formulation (12) has a unique solution.

Proof. We introduce the decomposition a � b � c, where the sesquilinear
forms b and c are given by$''''''&
''''''%

bpu, vq �
»
ΩR

0

p∇u �∇v � u vq dxdz � xT c
�u, vyH�1{2pΣRq,H̃1{2pΣRq

� xT c
�u, vyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

,

cpu, vq � �p1� pω2{c2qq
»
ΩR

0

u v dxdz � pω2{gq
»
ΓR
0

u v dx,
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and define the operators B,C : H1pΩR
0 q Ñ H1pΩR

0 q such that

pBu, vq � bpu, vq, pCu, vq � cpu, vq, @u, v P H1pΩR
0 q.

In view of (9), we have that

Retbpu, uqu � }u}2
H1pΩR

0 q
�
¸

�,n¡P

a
ν2n � ω2{c2|pu|Σ�R

, fnqL2p�H,0q|2 ¥ }u}2
H1pΩR

0 q
,

where Ret�u denotes the real part. Then B is an isomorphism while C is
a compact operator, the Fredholm alternative allows us to conclude that
in problem (12), existence is equivalent to uniqueness. In order to prove
uniqueness (having in mind that θ � 0), assume that u satisfies the problem
(10) for χ � 0. From the three first equations of (10), we obtain that u is an
infinite linear combination of the modes u�n given by (8). Since in addition
the solution u is outgoing, that is both leftgoing and rightgoing, such linear
combination is necessarily equal to 0. This complete the proof.

2.4 Well-posedness of the bathymetry problem

Now let us prove well-posedness of the problem (4). In this view, we intro-
duce the fundamental solution in the waveguide Ω0, that is for some source
point Npx1, z1q P Ω0, the solution Gcp�, Nq P L2

locpΩ0q to the problem$''&
''%

�∆Gcp�, Nq � pω2{c2qGcp�, Nq � δN in Ω0,

BzGcp�, Nq � pω2{gqGcp�, Nq � 0 on Γ0,
BzGcp�, Nq � 0 on Γ�H ,
Gcp�, Nq is outgoing.

A short computation shows that an explicit expression of Gc is given, for any
Mpx, zq, by

GcpM,Nq � �
¸
nPN

1

2βn
eβn|x�x1|fnpzqfnpz1q, (15)

where the fn and the βn are given by (7) and (9), respectively. In what
follows we will assume that the support of θ lies between Σ�R and ΣR and
that N is located such that x1   �R. By defining the incident field ui in Ωθ

by

ui �
#
Gcp�, Nq if x   �R,

0 if x ¡ �R, (16)

and by writing the problem satisfied by the corresponding outgoing scattered
field us � u�ui, we obtain that the solution u to the problem (4) also satisfies
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in ΩR
θ : $''''&

''''%

∆u� pω2{c2qu � 0 in ΩR
θ ,

Bzu� pω2{gqu � 0 on ΓR
0 ,

Bνu � 0 on ΓR
�H�θ,

�Bxu � T c
�u� 2BxGcp�, Nq on Σ�R,

Bxu � T c
�u on ΣR.

(17)

An equivalent weak formulation to the strong problem (17) is: find u P
H1pΩR

θ q such that for all v P H1pΩR
θ q,

aθpu, vq � ℓθpvq, (18)

where the sesquillinear form a and the antilinear form ℓ are given by

aθpu, vq �
»
ΩR

θ

�
∇u �∇v � pω2{c2qu v� dxdz � pω2{gq

»
ΓR
0

u v dx

� xT c
�u, vyH�1{2pΣRq,H̃1{2pΣRq

� xT c
�u, vyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

(19)
and

ℓθpvq � �2
»
Σ�R

BxGcp�, Nq v dx. (20)

We have the following well-posedness result in the Fredholm sense.

Theorem 2.3. Assume that the weak formulation (18) has at most one
solution. Then such weak formulation is well-posed.

The proof of Theorem 2.3 relies on a decomposition of the sesquilinear
form aθ of the same type as in the proof of Theorem 2.2. The difference
is that uniqueness is not guarranteed. Indeed, due to the fact that the
waveguide Ωθ is not straight, some trapped solutions may exist.

3 Two limit cases

3.1 Derivation of the two limits

Two well-known limit cases can be derived from the complete model. In
the case of the tsunami problem for example, starting from problem (3), the
gravity model (also often called the water wave model) corresponds to the
case when cÑ �8, that is the problem (3) becomes: find u P H1

locpΩθq such
that $''&

''%
∆u � 0 in Ωθ,

Bzu� pω2{gqu � 0 on Γ0,
Bνu � iωχ on Γ�H�θ,
u is outgoing.

(21)
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The acoustic model corresponds to the case when g Ñ 0, that is the problem
(3) becomes: find u P H1

locpΩθq such that$''&
''%

∆u� pω2{c2qu � 0 in Ωθ,
u � 0 on Γ0,

Bνu � iωχ on Γ�H�θ,
u is outgoing.

(22)

One can wonder which model we have to choose. To decide, we can define
two typical frequencies ωg :�

a
g{H and ωa :� c{H, such that for typical

realistic values of g, c,H we have ωa " ωg. The gravity model (21) is well
adapted for ω � ωg while the acoustic model (22) is well adapted for ω � ωa.

3.2 Analysis of the gravity case model

The results obtained for the complete model in the previous section are valid
in the gravity case, except that when cÑ �8 the modes have a simpler form.
They are given by (8), where in the definition of the fn given by (7) and the
definition of the βn given by (9) we have P � 0, which yields"

f0pzq :� A0 coshpν0pz �Hqq,
fnpzq :� An cospνnpz �Hqq, n ¥ 1,

(23)

and "
β0 :� iν0,
βn :� �νn, n ¥ 1.

(24)

In the gravity case, to avoid ambiguity the Dirichlet-To-Neumann operators
given by (11) will be denoted T g

� in the sequel.

3.3 Analysis of the acoustic model

Let us now address the forward acoustic problems, both in the case of the
tsunami generation and the bathymetry. The analysis is slightly different
from the complete model. Following the same lines as in section 2, we need
again to compute the modes, that is the solutions in Ω0 � R � p�H, 0q in
the form upx, zq � gpzqeµx to the problem$&

%
∆u� pω2{c2qu � 0 in Ω,

u � 0 on Γ0,
Bzu � 0 on Γ�H .

(25)

The derivation of these modes from the modes of the complete model is not
obvious, this is why we compute them starting from (25). What follows
relies on the following assumption.
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Assumption 3.1. The frequency ω is such that there are no n P N satisfying

µn � ω

c
, µn :�

�
n� 1

2



π

H
.

Such assumption implies that there exists some P P N, P ¡ 0, such that#
µn   ω{c if 0 ¤ n   P,

µn ¡ ω{c if n ¥ P.

If we denote
gnpzq �

a
2{H cospµnpz �Hqq, n P N, (26)

which implies that }gn}L2p�H,0q � 1, and

#
γn � i

a
pω2{c2q � µ2n if 0 ¤ n   P,

γn � �
a
µ2n � pω2{c2q, if n ¥ P,

(27)

the modes are then given by the functions

v�n px, zq � gnpzqe�γnx, (28)

where the pgnq form a complete basis of L2p�H, 0q. The modes v�n are either
propagating (for n   P ) or evanescent (for n ¥ P ) in the right direction
of Ω0, so that there are outgoing to the right. The modes v�n are either
propagating (for n   P ) or evanescent (for n ¥ P ) in the left direction of
Ω0, so that there are outgoing to the left.

The problem (22) in the unbounded domain Ω0 (θ � 0) is equivalent to
the following problem set in the bounded domain ΩR

0 : find u P H1pΩR
0 q such

that $''&
''%

∆u� pω2{c2qu � 0 in ΩR
0 ,

u � 0 on ΓR
0 ,

Bzu � �iωχ on ΓR
�H ,

�Bxu� T a
�u � 0 on Σ�R,

(29)

where the Dirichlet-To-Neumann operators T a
� are defined as

"
T a
� : H1{2pΣ�Rq Ñ H̃�1{2pΣ�Rq

φ ÞÑ °
nPN γnpφ, gnqL2p�H,0qgn,

(30)

the γn are given by (27) and the gn are defined by (26). Introducing a similar
weak formulation as (12), we get

Theorem 3.2. The problem (29) has a unique solution.
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Now let us consider the problem (4) when g Ñ 0. In this view, we
introduce the corresponding fundamental solution in the waveguide Ω0, that
is for some Npx1, z1q P Ω0, the solution Gap�, Nq P L2

locpΩ0q to the problem

$''&
''%

�∆Gap�, Nq � pω2{c2qGap�, Nq � δN in Ω0,
Gap�, Nq � 0 on Γ0,

BzGap�, Nq � 0 on Γ�H ,
Gap�, Nq is outgoing.

The expression of Ga is given, for Mpx, zq, by

GapM,Nq � �
¸
nPN

1

2γn
eγn|x�x1|gnpzqgnpz1q, (31)

where the gn and the γn are given by (26) and (27), respectively. As in the
case of the complete model, we obtain that the solution u to the problem
(4) in the particular case g Ñ 0 also satisfies in ΩR

θ the problem:$''''&
''''%

∆u� pω2{c2qu � 0 in ΩR
θ ,

u � 0 on ΓR
0 ,

Bνu � 0 on ΓR
�H�θ,

�Bxu � T a
�u� 2BxGap�, Nq on Σ�R,

Bxu � T a
�u on ΣR.

(32)

We have the following well-posedness result in the Fredholm sense.

Theorem 3.3. Assume that the problem (32) has at most one solution.
Then such problem is well-posed.

Remark 1. Comparing the gravity modes (24) and the acoustic modes
(27) allows us to anticipate the influence of the model on the resolution of
the inverse problems, that is the tsunami identification and the bathymetry
problem. Let us restrict to the right-going modes. In the gravity model we
observe that the only one propagating mode u�0 is exponentially decaying
to the bottom direction, while the evanescent modes u�n , n ¥ 1, are all
oscillating in the vertical direction. We hence expect that the information
related to the bottom will be hard to identify from the knowledge of the
free surface. Since ν0 is an increasing function with respect to ω, we expect
that the larger is ω, the harder will be the identification. In the acoustic
model, the modes v�n are all oscillating in the vertical direction, notably
the P propagating ones. Having in mind that such number P is increasing
with respect to the frequency ω, we expect that the inverse problems will
be easier to solve in the acoustic case, in particular at high frequencies.
Similarly, moving from the gravity case to the complete case, we observe in
view of (9) that we increase the number of propagating modes, the first one
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being exponentially decreasing towards the bottom of the ocean, the other
ones being oscillating in the depth direction. Of course, the resolution of
the inverse problems will also benefit from this effect, in particular at high
frequencies.

4 Setting of the inverse problems

4.1 The tsunami identification problem

Assume that for some unknown function χ P L2pΓR
�Hq, where χ is compactly

supported in p�R,Rq, the velocity potential u is the solution to the problem
(10), which is well-posed from Theorem 2.2. The inverse problem consists in
retrieving the solicitation χ from the measurement of the induced free surface
perturbation η. In this paper, we try to approach a concrete situation where
the measured data correspond to a real and thus complicated model, while we
solve the inverse problem from those data with the help of a simpler model.
In this sense we avoid an inverse crime. More precisely, we will try to solve
the inverse problem by using either of the three models: gravity, acoustic
or complete. Let us first begin with the gravity model. The free surface
perturbation is given by η � piω{gqu on ΓR

0 , such measurement being noisy
in practice. It is readily seen that such linear inverse problem is ill-posed.
Indeed, having in mind the Robin boundary condition Bzu � pω2{gqu on
ΓR
0 , the inverse problem amounts to solve a Cauchy problem for the Laplace

equation in ΩR
0 , the Cauchy data being pu, Bzuq on ΓR

0 . Such problem is well-
known to be severely ill-posed. In the case of the acoustic model, we also
want to retrieve the solicitation χ from the measurement of the free surface
perturbation η, but since u satisfies a homogeneous Dirichlet condition on
ΓR
0 , we now use the formula η � �p1{iωqBzu on ΓR

0 . Again we are brought
back to a Cauchy problem for the Helmholtz equation, which is strongly
ill-posed. If we use the complete model to solve the inverse problem, we use
the relationship η � piω{gqu on ΓR

0 , like in the gravity model.

Remark 2. It is important to note that while the data η of the inverse
problem is proportional to the trace of u on ΓR

0 (Dirichlet data) in the
complete/gravity models, it is proportional to the normal derivative Bzu
on ΓR

0 (Neumann data) in the acoustic model. It will make a significant
difference in the presence of noise as we will see hereafter.

Note that for the three models, there is at most one solution χ associated
with the measurement η, this is a straightforward consequence of the unique-
ness related to the Cauchy problem for the Laplace or Helmholtz equation.
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4.2 The bathymetry problem

The goal of bathymetry is to recover some unknown function θ P C0pr�R,Rsq
which is compactly supported in p�R,Rq from the free surface perturbation
η on ΓR

0 induced by the point source Gcp�, Nq. Let us denote u the solution to
the problem (17) in the domain ΩR

θ . Theorem 2.3 implies that such solution
u is well-defined in the absence of trapped solutions. If we try to solve
the inverse problem by using the gravity or the complete model, we exploit
the boundary condition η � piω{gqu on ΓR

0 . If we use the acoustic model,
the goal is the same but we use the formula η � �p1{iωqBzu on ΓR

0 . As a
geometric inverse problem, bathymetry is a non-linear inverse problem and
is of course ill-posed. Uniqueness of the bathymetry problem follows the
same lines as the classical Schiffer proof (see for example [14]). For the sake
of self-containment, we offer a proof in the gravity case. The other cases are
similar.

Theorem 4.1. Let us consider two sufficiently smooth functions θ1, θ2 which
are compactly supported in p�R,Rq, and let us denote uj, j � 1, 2 , the
corresponding solutions to the problem (17) with c Ñ �8, as well as the
corresponding free surface perturbations ηj � piω{gquj on ΓR

0 , j � 1, 2. We
assume that η1 and η2 are not constant functions. If η1 � η2, then θ1 � θ2.

Proof. Since u1 and u2 have the same trace on ΓR
0 and satisfy the same Robin

boundary condition on ΓR
0 , we have pu1|ΓR

0
, Bzu1|ΓR

0
q � pu2|ΓR

0
, Bzu2|ΓR

0
q.

From uniqueness for the Cauchy problem for the Laplace equation, we get
that u1 � u2 in IR12 :� ΩR

θ1
X ΩR

θ2
. Assume that Ωθ2 � Ωθ1 and let us con-

sider R :� UR
12zΩR

θ1
, where UR

12 :� ΩR
θ1
Y ΩR

θ2
, which is not empty. We have

BR � pBΩR
θ1
XBIR12qYBΩR

θ2
. By denoting ν the outward unit normal to R, on

BΩR
θ1
XBIR12, we have Bνu1 � Bνu2 � 0, while on BΩR

θ2
, we have Bνu2 � 0. As

a result, the function u2 satisfies ∆u2 � 0 in R with the boundary condition
Bνu2 � 0 on BR. Using the Green formula we get that ∇u2 � 0 in R, that
is u2 � C in R, where C is a constant. From unique continuation applied
to the function u2 � C, we get that u2 � C in ΩR

θ2
, which implies that η2 is

constant on ΓR
0 . This is a contradiction.

We observe here that the domain R is not necessarily Lipschitz, which
means that the standard Green formula in R does not hold. However, if θ1
and θ2 are sufficiently smooth, then the solutions u1 and u2 are also smooth
near the bottom of ΩR

θ1
and ΩR

θ2
, respectively, which enables one to apply

the Green formula in the sense of The Georgi (see [2] for a similar case, as
well as the references therein).
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5 An abstract framework to solve ill-posed Cauchy
problems

In this section we introduce an abstract framework which will be well-
adapted to the regularization of the two inverse problems presented above
(tsunami identification and bathymetry) and for the three different models
(gravity, acoustic and complete models). This abstract framework is already
presented in [10] in the case of real Hilbert spaces, and we have to adapt it to
the case of complex Hilbert spaces. We then consider three complex Hilbert
spaces V , M and O, equipped with the scalar products p�, �qV , p�, �qM and
p�, �qO, respectively. We also consider two continuous operators B : V Ñ M
and C : V Ñ O, as well as A : V Ñ M � O defined with the help of B and
C by Av � pBv,Cvq, for all v P V . We assume that A is injective and has a
dense range. However, it is not supposed to be onto, which implies that the
problem: for F � pF1, F2q PM �O, find u P V such that Au � F may have
no solution. For ε ¡ 0, the standard Tikhonov regularization consists in the
well-posed weak formulation: find uε P V such that

pAuε, AvqM�O � εpuε, vqV � pF,AvqM�O, @v P V. (33)

The idea of the mixed formulation of the Tikhonov regularization consists
in introducing an auxiliary unknown λε PM .

Proposition 1. For F � pF1, F2q P M � O, uε P V is the solution to the
problem (33) if and only if puε, λε :� Buε � F1q P V �M is the solution to
the following weak formulation:"

εpuε, vqV � bpv, λεq � pCuε, CvqO � pF2, CvqO, @v P V,
bpuε, µq � pλε, µqM � pF1, µqM , @µ PM,

(34)

where the sesquilinear form b on V �M is defined by

bpv, µq � pBv, µqM , @pv, µq P V �M. (35)

Such weak formulation is well-posed for all ε ¡ 0 and if there exists u P V
such that Au � F , then uε Ñ u in V and λε Ñ 0 in M when εÑ 0.

Proof. That uε satisfies (33) is equivalent to the fact that

pBuε, BvqM � pCuε, CvqO � εpuε, vqV � pF1, BvqM � pF2, Cvq, @v P V.

Introducing λε :� Buε � F1, we get that the above weak formulation is
equivalent to find puε, λεq P V �M such that"

εpuε, vqV � pBv, λεqM � pCuε, CvqO � pF2, CvqO, @v P V,
pBuε, µq � pλε, µqM � pF1, µqM , @µ PM,
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that is (34). Since the problem (33) is well-posed, this is also true for the
problem (34). Besides, if there exists u P V such that Au � F , a well-known
property of the Tikhonov regularization is that uε Ñ u in V when ε Ñ 0.
Then λε � Buε � F1 Ñ Bu� F1 � 0 when εÑ 0.

In the inverse problems described in the previous section, the data F �
pF1, F2q is noisy in practice, so that we measure some data F δ � pF δ

1 , F
δ
2 q P

M �O, which satisfies the classical assumption

}F δ � F }M�O ¤ δ   }F δ}M�O. (36)

In the applications hereafter, we will see that only one component among F1

or F2 is noisy, the other component being uncontaminated. In the first case

}F δ � F }M�O � }F δ
1 � F1}M

while in the second case

}F δ � F }M�O � }F δ
2 � F2}O.

The Morozov principle offers a rigorously defined way of choosing the regu-
larization parameter ε in the Tikhonov formulation (33), or equivalently in
the mixed Tikhonov regularization (34), as a function of the amplitude of
noise δ. We have the following result.

Theorem 5.1. Let us consider some data F δ PM �O satisfying (36), and
uδε P V the solution to the problem (33) with data F replaced by F δ. There
exists a unique ε ¡ 0 such that

}Auδε � F δ}M�O � δ. (37)

The proof of Theorem 5.1 is omitted since it is a slight adaptation to
complex Hilbert spaces of Theorem 2.1 in [10]. We note that the equality
(37) is equivalent to

}λδε}2M � }Cuδε � F δ
2 }2O � δ2,

where puδε, λδεq P V �M is the solution to the problem (34) for data F δ �
pF δ

1 , F
δ
2 q PM �O instead of F � pF1, F2q.

The solution uδε P V to the problem (33) with data F δ satisfies

A�Auδε � εuδε � A�F δ, (38)

where A� : M � O Ñ V is the adjoint operator of A. It remains to find
a strategy to compute the value εpδq defined by Theorem 5.1, as well as
the corresponding solution uδ :� uδεpδq. One way to do that is to solve the
following minimization problem in H :�M �O:

inf
qPH

Jδpqq, Jδpqq :� 1

2
}A�q}2V � δ}q}H �Re

!
pF δ, qqH

)
. (39)

We have the following proposition.
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Proposition 2. The problem (39) has a unique solution pδ P H. In addition,
we have

εpδq � δ

}pδ}H , uδ � A�pδ.

Proof. Let us prove that the functional Jδ is coercive, that is Jδpqq Ñ �8
when }q}H Ñ �8. Assume on the contrary that there exists some constant
C ¡ 0 and a sequence pqnqnPN of elements in H such that αn � }qn}H Ñ �8
while Jδpqnq ¤ C. Let us define zn � qn{}qn}H . Since }zn}H � 1, there exists
a subsequence of pznqn, still denoted pznqn, such that zn á z in H. We have

α2
n

2
}A�zn}2V � αnδ � αnRe

!
pF δ, znqH

)
¤ C, (40)

hence
1

2
}A�zn}2V ¤ }F δ}H

αn
� C

α2
n

,

which implies that A�zn Ñ 0 in V and since A�zn á A�z in V , we get that
A�z � 0. That A has a dense range implies that A� is injective, hence z � 0,
that is zn á 0 in H. Another consequence of (40) is that

C ¥ αnpδ �Re
!
pF δ, znqH

)
q Ñ �8,

which is a contradiction. The functional Jδ is coercive, continuous and
strictly convex, which implies that the problem (39) has a unique solution
pδ. Let us check that pδ � 0. Actually, let us take zδ � F δ{}F δ}H . For
ε ¡ 0, we have

Jδpεzδq � ε2

2
}A�zδ}2V � εpδ � }F δ}Hq.

For small ε, the real Jδpεzδq has the sign of δ � }F δ}H   0, hence there
exists q P H such that Jδpqq   0 � Jδp0q, which implies that pδ is not zero.
The functional Jδ is differentiable in the sense of Fréchet at p � 0 and its
derivative is given by

xDJδppq, qyH 1,H � Re
"
pAA�p, qqH � δ

}p}H pp, qqH � pF δ, qqH
*
, @q P H.

Writing that xDJδppδq, qyH 1,H � 0 for any q and iq in H, we finally get that

AA�pδ � δ

}pδ}H p
δ � F δ,

Denoting wδ :� A�pδ P V , we obtain that

A�Awδ � δ

}pδ}Hw
δ � A�F δ, }Awδ � F δ}H � δ.
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This means that for ε � δ{}pδ}H , wδ satisfies both (38) and (37), that is
wδ � uδ. In other words, such value of ε corresponds to the Morozov choice
in the Tikhonov regularization.

We observe that the functional Jδ given by (39) is convex but is not
quadratic because of the second term δ}q}H . In practice, the minimization
of Jδ by a gradient method is likely to be more difficult than if it were
quadratic. In [15], the author proposed a strategy to circumvent this issue.
It consists in the following iterative algorithm, where the solution of the
initial non-quadratic minimization problem (39) is approached by a sequence
formed by the minimizers of well-defined quadratic functionals.

Algorithm 5.2. 1. Let εn ¡ 0 be given

2. Compute the unique solution pn of the minimization problem

inf
qPH

Lnpqq, Lnpqq :� 1

2
}A�q}2V � 1

2
εn}q}2H �Re

!
pF δ, qqH

)
(41)

3. Compute εn�1 � δ{}pn}H and go to step 1 for nÑ n� 1

Comparing (39) and (41), the second non-quadratic term δ}q}H was re-
placed by the quadratic term εn}q}2H{2. In [15], the following proposition in
proved.

Proposition 3. Let ppnqnPN be the sequence of elements of H defined by the
algorithm 5.2. Then pn Ñ pδ in H when nÑ �8 and un :� A�pn Ñ uδ in
V when nÑ �8.

We now establish that the minimization problem (41) is equivalent to a
weak formulation satisfied by un P V and pn � pλn, hnq P M � O for all
n P N.

Proposition 4. The triple pun, λn, hnq P V �M � O is given by the well-
posed weak formulation: for all pv, µ, hq P V �M �O,$&

%
pun, vqV � bpv, λnq � phn, CvqO � 0, @v P V,

bpun, µq � εnpλn, µqM � pF δ
1 , µqM , @µ PM,

pCun, hqO � εnphn, hqO � pF δ
2 , hqO, @h P O.

(42)

Proof. Let us first notice that A�pλ, hq � A�p � B�λ � C�h for all p �
pλ, hq PM �O, hence,

Lnpλ, hq � 1

2
}B�λ�C�h}2V �

εn
2
p}λ}2M�}h}2Oq�Re

!
pF δ

1 , λqM � pF δ
2 , hqO

)
.

The minimizer pλn, hnq of Ln satisfies" pB�λn � C�hn, B
�µqV � εnpλn, µqM � pF δ

1 , µqM � 0, @µ PM,

pB�λn � C�hn, C
�hqV � εnphn, hqO � pF δ

2 , hqO � 0, @h P O.
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Since un � B�λn � C�hn, we get that$&
%

pun, vqV � pB�λn, vqV � pC�hn, vqV � 0, @v P V,
pun, B�µqV � εnpλn, µqM � pF δ

1 , µqM � 0, @µ PM,

pun, C�hqV � εnphn, hqO � pF δ
2 , hqO � 0, @h P O.

By using the definition of the operators B�, C� and the sesquilinear b, we
obtain the system (42), which completes the proof of the proposition.

6 Application to the tsunami identification

The goal of the section is to apply the abstract setting of the previous section
to the tsunami identification problem, both for the gravity and the acoustic
models. The case of the complete model is omitted, since it is very close to
the gravity one.

6.1 The gravity model

Let us start with the gravity model. The potential u satisfies the problem$&
%

∆u � 0 in ΩR
0 ,

Bzu� pω2{gqu � 0 on ΓR
0 ,

�Bxu� T g
�u � 0 on Σ�R,

(43)

with additionally
u � F2 :� pg{iωqη on ΓR

0 , (44)

where η is the measured free surface perturbation. In (43), we recall that the
operators T g

� coincide with the operators T c
� defined by (11) when cÑ �8,

that is the functions fn and the numbers βn are defined by (23) and (24),
respectively. The goal is to find an approximation of u in ΩR

0 from the data
F2, which is noisy in general, using the strategy described in the previous
section. We specify the Hilbert spaces V , M and O as

V � H1pΩR
0 q, M � tµ P H1pΩR

0 q, µ|ΓR
�H

� 0u, O � L2pΓR
0 q. (45)

The norm of space M is chosen as the H1pΩR
0 q semi-norm, thanks to the

Poincaré inequality. We also introduce the continuous sesquilinear form on
V �M :

bpv, µq �
»
ΩR

0

∇v �∇µdxdz � pω2{gq
»
ΓR
0

v µ dx

� xT g
�v, µyH�1{2pΣRq,H̃1{2pΣRq

� xT g
�v, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

(46)
and the corresponding operator B : V Ñ M defined by (35) from such
sesquilinear form. The operator C : V Ñ O is chosen as the trace operator.
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This enables us to define the operator A : V Ñ M � O as A � pB,Cq. By
construction F1 � 0, so that F � p0, F2q P M � O. The following lemma
establishes a connection between the tsunami identification and the abstract
framework of the previous section.

Lemma 6.1. The potential u P H1pΩR
0 q satisfies the problem (43) (44) if

and only if u satisfies Au � F .

Proof. Assume that u P H1pΩR
0 q satisfies Au � F . We hence have Bu � 0

and Cu � F2. That Cu � F2 is equivalent to u|ΓR
0
� F2. That Bu � 0 is

equivalent to bpu, µq � 0 for all µ PM , that is»
ΩR

0

∇u �∇µdxdz � pω2{gq
»
ΓR
0

uµ dx� xT g
�u, µyH�1{2pΣRq,H̃1{2pΣRq

�xT g
�u, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

� 0, @µ PM.

Let us first choose µ � φ P C8
0 pΩR

0 q. We obtain that ∆u � 0 in ΩR
0 . By

using the Green formula, we get»
ΩR

0

∇u�∇µdxdz � �
»
ΩR

0

∆uµ dxdz�xBνu, µyH�1{2pBΩR
0 q,H

1{2pBΩR
0 q
, @µ PM,

whence

xBνu, µyH�1{2pBΩR
0 q,H

1{2pBΩR
0 q
� pω2{gq

»
ΓR
0

uµ dx� xT g
�u, µyH�1{2pΣRq,H̃1{2pΣRq

�xT g
�u, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

� 0, @µ PM.

This yields Bzu � pω2{gqu on ΓR
0 and that �Bxu � T g

�u on Σ�R. We
eventually establish that u satisfies (43) and (44). The converse statement
is obtained analogously.

To apply the results of the previous section, we have to check that the
operator A is injective and has a dense range.

Lemma 6.2. The operator A is injective and has a dense range.

Proof. Let us consider u P H1pΩR
0 q such that Au � 0. From the proof of

Lemma 6.1, we have that ∆u � 0 in ΩR
0 , u � 0 on ΓR

0 and Bzu � pω2{gqu on
ΓR
0 , that is pu, Bzuq � p0, 0q on ΓR

0 . From uniqueness of the Cauchy problem
for the Laplace equation, we have u � 0 in ΩR

0 , which shows the injectivity
of the operator A.

Now let us assume that pµ, hq PM � L2pΓR
0 q satisfies

pAv, pµ, hqqM�L2pΓR
0 q
� 0, @v P H1pΩR

0 q.
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This implies that»
ΩR

0

∇v �∇µdxdz � pω2{gq
»
ΓR
0

v µ dx� xT g
�v, µyH�1{2pΣRq,H̃1{2pΣRq

�xT g
�v, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

�
»
ΓR
0

v h dx � 0, @v P H1pΩR
0 q.

Choosing first v � φ P C8
0 pΩR

0 q, we get ∆µ � 0 in ΩR
0 . Using the Green

formula, we obtain that Bzµ � 0 on ΓR
�H and Bzµ� pω2{gqµ� h � 0 on ΓR

0 .
Since we also have µ � 0 on ΓR

�H , uniqueness of the Cauchy problem for the
Laplace equation implies that µ � 0 in ΩR

0 , which in turn implies that h � 0
in L2pΓR

0 q. We conclude that the operator A has a dense range.

We can then apply all the results of the abstract framework described
in the previous section to that specific example. In particular, the weak
formulation (34) becomes (note that F1 � 0): find puε, λεq P H1pΩR

0 q �M ,
with M � tµ P H1pΩR

0 q, µ|ΓR
�H

� 0u, such that

$''''''''''''''''''''&
''''''''''''''''''''%

εpuε, vqH1pΩR
0 q
�
»
ΩR

0

∇λε �∇v dxdz � pω2{gq
»
ΓR
0

λε v dx

�xT g
�λε, vyH�1{2pΣRq,H̃1{2pΣRq

� xT g
�λε, vyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

�
»
ΓR
0

uε v dx �
»
ΓR
0

F2 v dx, @v P H1pΩR
0 q,

»
ΩR

0

∇uε �∇µdxdz � pω2{gq
»
ΓR
0

uε µdx

�xT g
�uε, µyH�1{2pΣRq,H̃1{2pΣRq

� xT g
�uε, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

�
»
ΩR

0

∇λε �∇µdxdz � 0, @µ PM.

(47)

In the presence of a noisy data F δ
2 such that

}F δ
2 � F2}L2pΓR

0 q
¤ δ   }F δ

2 }L2pΓR
0 q
, (48)

which, since F1 � 0, amounts to (36), we apply the algorithm 5.2 to obtain
the Morozov solution uδ P H1pΩR

0 q. This requires to solve for any n P N the
problem (42), which becomes here: find pun, λn, hnq P H1pΩR

0 q�M�L2pΓR
0 q
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such that$''''''''''''''''''''''''''&
''''''''''''''''''''''''''%

pun, vqH1pΩR
0 q
�
»
ΩR

0

∇λn �∇v dxdz � pω2{gq
»
ΓR
0

λn v dx

�xT g
�λn, vyH�1{2pΣRq,H̃1{2pΣRq

� xT g
�λn, vyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

�
»
ΓR
0

hn v dx � 0, @v P H1pΩR
0 q,»

ΩR
0

∇un �∇µdxdz � pω2{gq
»
ΓR
0

un µdx

�xT g
�un, µyH�1{2pΣRq,H̃1{2pΣRq

� xT g
�un, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

�εn
»
ΩR

0

∇λn �∇µdxdz � 0, @µ PM,

»
ΓR
0

un h dx� εn

»
ΓR
0

hn h dx �
»
ΓR
0

F δ
2 h dx, @h P L2pΓR

0 q.

(49)

The method that we propose to approximate the tsunami shape χ on ΓR
�H

is the following: starting with an initial value ε0 ¡ 0, we successively solve
(49) and compute for n P N:

εn�1 � δ

}pn}H , with }pn}H �
d»

ΩR
0

|∇λn|2 dxdz �
»
ΓR
0

|hn|2 dx.

For sufficiently large n, uδ is approximated by un, which we still denote uδ

for simplicity. Lastly, in view of (10), the function χ is approximated by

χδ � i

ω
Bzuδ.

6.2 The acoustic model

In the case of the acoustic model, the potential u satisfies the problem$&
%

∆u� pω2{c2qu � 0 in ΩR
0 ,

u � 0 on ΓR
0 ,

�Bxu� T a
�u � 0 on Σ�R,

(50)

with additionally
Bzu � f1 :� �iω η on ΓR

0 , (51)

where η is the measured free surface perturbation. In (50), the operators
T a
� are defined by (30). Again, the goal is to find an approximation of u

in ΩR
0 from the data f1, which is noisy, by using the strategy described in

the previous section. We specify the Hilbert spaces V , M and O as in (45).
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While the operator C : H1pΩR
0 q Ñ L2pΓR

0 q is the trace operator again, we
introduce a new continuous sesquilinear form on V �M :

bpv, µq �
»
ΩR

0

∇v �∇µdxdz � pω2{c2q
»
ΩR

0

v µ dxdz

� xT a
�u, µyH�1{2pΣRq,H̃1{2pΣRq

� xT a
�u, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

and the corresponding operator B : V ÑM defined by (35). We again form
the operator A : V ÑM �O as A � pB,Cq. Let us now denote L1 PM the
unique element of M which satisfies

pL1, µqM �
»
ΓR
0

f1 µdx, @µ PM. (52)

We choose F1 � L1 and F2 � 0, so that F � pL1, 0q PM �O. The following
lemma establishes a connection between the tsunami identification and the
abstract framework of the previous section.

Lemma 6.3. The potential u P H1pΩR
0 q satisfies the problem (50) (51) if

and only if u satisfies Au � F .

Proof. Let us consider u P H1pΩR
0 q such that Au � F , that is Bu � F1 and

Cu � 0. That Cu � 0 is equivalent to u � 0 on ΓR
0 . That Bu � F1 is

equivalent to»
ΩR

0

∇u �∇µdxdz � pω2{c2q
»
ΩR

0

uµ dxdz � xT a
�u, µyH�1{2pΣRq,H̃1{2pΣRq

�xT a
�u, µyH�1{2pΣ�Rq,H̃1{2pΣ�Rq

�
»
ΓR
0

f1 µdx, @µ PM.

Choosing first µ � φ P C8
0 pΩR

0 q yields ∆u � pω2{c2qu � 0 in ΩR
0 . Then

by using the Green formula, we obtain Bzu � f1 on ΓR
0 and �Bxu � T a

�u
on Σ�R, that is u solves the problem (50) (51). The converse statement is
obtained the same way.

Lemma 6.2 is also satisfied for our new specific operator A, so that we
can again apply all the results of the abstract framework described in the
previous section. The explicit forms of the systems (34) and (42) in the case
of acoustics, which are not given here for brevity, are quite close to (47) and
(49), respectively.

7 Application to bathymetry

We now apply the abstract setting of section 5 to the bathymetry problem,
both for the gravity and the acoustic models. The case of the complete
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model is omitted, since it is very close to the gravity one. Contrary to the
tsunami identification problem, we have to tackle a (non linear) geometric
inverse problem. If we assume that the bottom perturbation θ is small, we
propose to solve the bathymetry problem by approximating the boundary
condition Bνu � 0 on the perturbed boundary ΓR

�H�θ in (17) and in (32) by
a generalized impedance boundary condition on the flat boundary ΓR

�H , as
proposed for example in [3] and [6] (see also the introduction of [8]).

7.1 The gravity model

Let us start with the gravity model. By reproducing the computations of
[3] or [8], we can show that the first order approximation on ΓR

�H is Bzu � 0
while the second order approximation is

Bzu � Bxpθ Bxuq on ΓR
�H , (53)

where }θ}L8pp�R,Rqq is supposed to be small. In view of (17) with cÑ �8,
the velocity potential satisfies$''&

''%
∆u � 0 in ΩR

0 ,

Bzu� pω2{gqu � 0 on ΓR
0 ,

�Bxu � T g
�u� 2BxGgp�, Nq on Σ�R,

Bxu � T g
�u on ΣR

(54)

and (44), where the operators T g
� are defined by (11) for c Ñ �8 and the

point source Ggp�, Nq is given by (15) for c Ñ �8. We reuse the Hilbert
spaces V , M and O as well as the operators A, B and C specified in section
6.1. We also define Gg PM such that

pGg, µqM � �2
»
Σ�R

BxGgp�, Nqµdy, @µ PM. (55)

We choose F1 � Gg and F � pGg, F2q P M � O, with Gg and F2 given by
(55) and (44), respectively. We easily check the following result.

Lemma 7.1. The function u P H1pΩR
0 q satisfies the problem (54) (44) if

and only if u satisfies Au � F .

Such Lemma enables us to directly apply all the results of section 5. In
particular, when the noisy data F δ

2 P O is such that the F δ � pGg, F δ
2 q sat-

isfies (36), we again apply the algorithm 5.2 to obtain the Morozov solution
uδ P H1pΩR

0 q.
In order to approximate θ by some function θδ in the presence of noisy

data, let us set αx :� Bxuδ and αz :� Bzuδ, where the function uδ has been
obtained in the first step, and let us compute θδ from the equation (53). In
this second step, we adopt the following assumption:
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Assumption 7.2.

αx, αz P L8pΓR
�Hq, Dm ¡ 0, |αxpxq| ¥ m for almost all x P ΓR

�H .

In view of (53) and having in mind that θδ is compactly supported in
p�R,Rq, a first simple method consists in computing directly θδ as

θδpxq � 1

αx

» x

�R
αzptq dt.

A second method consists in using a weak formulation of (53). Let us denote
I � p�R,Rq and consider the problem: find θ P L2pIq such that

bpθ, vq � ℓpvq, @v P H1
0 pIq, (56)

where the sesquilinear form b and the antilinear form ℓ are given by

bpθ, vq :�
»
I
αx θ v

1 dx, ℓpvq :� �
»
I
αzv dx, @pθ, vq P L2pIq �H1

0 pIq.
(57)

We now establish that the problem (56) is well-posed.

Theorem 7.3. Under Assumption 7.2, the problem (56) has a unique solu-
tion.

Proof. Let us apply the Brezzi-Nečas-Babuška Theorem (see for example
[19]). Firstly, let us check the inf-sup condition, that is

inf
θPL2pIq

sup
vPH1

0 pIq

|bpθ, vq|
}θ}L2pIq}v}H1

0 pIq

¥ β

for some β ¡ 0. Indeed, we have

sup
vPH1

0 pIq

|bpθ, vq|
}v}H1

0 pIq

� sup
vPH1

0 pIq

��³
I αx θ v

1 dx
��

}v}H1
0 pIq

� }αxθ}L2pIq ¥ m }θ}L2pIq,

which is the result with β � m. Secondly, it is easily seen that if for some
v P H1

0 pIq we have bpθ, vq � 0 for all θ P L2pIq, then v � 0. Indeed, if»
I
αx θ v

1 dx � 0, @θ P L2pIq,

then αxv
1 � 0, and given assumption 7.2 we get v1 � 0, hence v � 0.
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7.2 The acoustic model

Now let us consider the acoustic model. Again mimicking [3] or [8], we show
that the first order approximation on ΓR

�H is Bzu � 0 while the second order
approximation is

Bzu � Bxpθ Bxuq � pω2{c2qθ u on ΓR
�H . (58)

In view of (32) we have$''&
''%

∆u� pω2{c2qu � 0 in ΩR
0 ,

u � 0 on ΓR
0 ,

�Bxu � T a
�u� 2BxGap�, Nq on Σ�R,

Bxu � T a
�u on ΣR.

(59)

and (51), where the operators T a
� are defined by (30) while Gap�, Nq is given

by (31). We consider here the Hilbert spaces V , M and O as well as the
operators A, B and C specified in section 6.2. We also define L1 P M
satisfying (52) and Ga P M satisfying (55) for Gg replaced by Ga, F1 �
L1�Ga and F2 � 0, so that F � pL1�Ga, 0q PM �O. We easily check the
following result.

Lemma 7.4. The function u P H1pΩR
0 q satisfies the problem (59) (51) if

and only if u satisfies Au � F .

The above Lemma invites us again to directly apply all the results of
section 5. In particular, the algorithm 5.2 enables us to obtain the Morozov
solution uδ P H1pΩR

0 q in the presence of some noisy data F δ
1 � Lδ

1�Ga PM
such that (36) is satisfied.

In order to compute an approximated θδ function in the presence of noise,
setting α :� uδ and again αx � Bxuδ and αz � Bzuδ, where the function uδ

has been obtained in the first step, we wish to retrieve θδ from the equation
(58) in a second step. The weak formulation (56) is modified as follows: find
θ P L2pIq such that

bpθ, vq � cpθ, vq � ℓpvq, @v P H1
0 pIq, (60)

where the sesquilinear form b and the antilinear form ℓ are defined by (57),
while the sesquilinear form c is given by

cpθ, vq :� �pω2{c2q
»
I
α θ v dx, @pθ, vq P L2pIq �H1

0 pIq.

We now establish that the problem (60) is well-posed in the Fredholm sense.

Theorem 7.5. Under Assumption 7.2, if the problem (60) has at most one
solution, such solution exists.
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Proof. With the help of the Riesz theorem, we define the operators B,C :
L2pIq Ñ H1

0 pIq such that

pTθ, vqH1
0 pIq

� tpθ, vq, @pθ, vq P L2pIq �H1
0 pIq,

where T is either operator B,C and t is the corresponding sesquilinear form
b, c. Since the sesquilinear form b satisfies the assumptions of the Brezzi-
Nečas-Babuška Theorem (see the proof of Theorem 7.3), the operator B is
an isomorphism. Let us check that the operator C is compact. To proceed,
we set uθ :� Cθ P H1

0 pIq for some θ P L2pIq. Since from Assumption
7.2 we have αx P L8pIq � L2pIq, we infer α P H1pIq � L8pIq. Hence
f :� �pω2{c2qαθ P L2pIq. We observe that the function uθ is the unique
solution in H1

0 pIq to the weak formulation:»
I
u1θ v

1 dx �
»
I
f v dx, @v P H1

0 pIq.

A straightforward regularity result shows that θ ÞÑ uθ is continuous from
L2pIq to H2pIq XH1

0 pIq, which implies that C is compact. The conclusion
results from the Fredhom alternative.

8 About the noisy data in the acoustic case

As it can be seen in the Algorithm 5.2 to compute the Morozov solution uδ,
the amplitude of noise δ of the data F is required in all cases. In the gravity
case, such amplitude of noise coincides with the amplitude of noise on F2,
which happens to be, in view of (44), the amplitude of noise on the free
surface perturbation η multiplied by pg{ωq. In the acoustic case, δ coincides
with the amplitude of noise affecting F1, that is the amplitude of noise on
L1. Estimating such amplitude of noise is more complicated than in the
gravity case. Indeed, the volumic function L1 is defined from the Neumann
data f1 by the weak formulation (52). In view of (51), the amplitude of
noise on f1 is given by multiplying the amplitude of noise on the free surface
perturbation η by ω. But “converting” the amplitude of noise on f1 into the
amplitude on L1 is not as simple. Let us denote#

S : L2pΓR
0 q Ñ M � tµ P H1pΩR

0 q, µ|ΓR
�H

� 0u
f ÞÑ L,

(61)

where L is the unique solution in M of the weak formulation:»
ΩR

0

∇L �∇µdxdz �
»
ΓR
0

f µ dx, @µ PM, (62)

27



which is equivalent to the strong problem: find L PM such that$''&
''%

∆L � 0 in ΩR
0 ,

BzL � f on ΓR
0 ,

L � 0 on ΓR
�H ,

BxL � 0 on Σ�R.

(63)

If d denotes the amplitude of noise on f , a simple way of estimating the
resulting amplitude of noise δ on L is

δ � }S} d, }S} :� sup
fPL2pΓR

0 q, f�0

}Sf}M
}f}L2pΓR

0 q

. (64)

It happens that the operator norm }S} is easily determined.

Proposition 5. We have }S} � ?
H when θ � 0.

Proof. Let us introduce the operator T : L2pΓR
0 q Ñ L2pΓR

0 q defined by T �
γ � S, where γ : M Ñ L2pΓR

0 q is the trace operator. Let us check that
the operator T is self-adjoint, compact, positive and injective. Indeed, for
f, g P L2pΓR

0 q we have

pTf, gqL2pΓR
0 q

�
»
ΓR
0

pSfqBzpSgq dx �
»
BΩR

0

pSfqBνpSgq ds

�
»
ΩR

0

∇pSfq �∇pSgq dxdz � pf, TgqL2pΓR
0 q
,

(65)

which proves that T is self-adjoint. That S is bounded and γ is compact
implies that the operator T � γ � S is compact. Positivity and injectivity
are straightforward consequences of (65). The spectral theorem implies then
that the spectrum of T is formed by a sequence of real and non increasing
eigenvalues ρn ¡ 0, n P N, such that ρn Ñ 0 when n Ñ �8, and there
exists a complete orthonormal basis of L2pΓR

0 q formed with the help of the
corresponding eigenfunctions en. This implies that

}S}2 � sup
fPL2pΓR

0 q, f�0

}Sf}2M
}f}2

L2pΓR
0 q

� sup
fPL2pΓR

0 q, f�0

pTf, fqL2pΓR
0 q

}f}2
L2pΓR

0 q

� ρ0,

since ρ0 is the largest eigenvalue of T . An easy computation shows that

ρ0 � H, ρn � 2R

nπ
tanh

�
nπH

2R



, n ¥ 1,

and for x P p�R,Rq, we can choose

e0pxq � 1?
2R

, enpxq � 1?
R

cos
�nπ
2R

px�Rq
	
, n ¥ 1.

We have in particular ρ0 � H, which completes the proof.
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The estimate (64) giving the amplitude δ of the noise on the data L inM
from the amplitude of noise on the data f in L2pΓR

0 q, in view of the definition
of }S}, is likely to overestimate δ. This is why we propose an alternative
way of computing δ based on a probabilistic model of the measurements f .
Let us assume that f is given on ΓR

0 by

f �
Ņ

k�1

fk χ
N
k .

For k � 1, � � � , N , the functions χN
k are indicator functions of intervals hav-

ing the same length 2R{N , which do not overlap and the union of which
coincides with ΓR

0 . The complex random variables fk, k � 1, � � � , N , satisfy
the following discrete Gaussian white noise assumptions:

Assumption 8.1. The fk, k � 1, � � � , N , are independent and identically
distributed complex random variables such that their real and imaginary
parts follow the normal distribution N p0, σ2{2q, where σ ¡ 0, which implies
that

Erfks � 0, Erfk fls � σ2δkl, k, l � 1, � � � , N.
Instead of defining δ by (64), we can set

δ � rN d, rN �
gffeE

�
}Sf}2M
}f}2

L2pΓR
0 q

�
. (66)

Such definition of δ seems more realistic: it accounts for the fact that the
measurements are discrete in practice and that the error between the noisy
and the exact data could reasonably satisfy Assumption 8.1. It is clear that
rN ¤ }S}, which implies that the resulting amplitude δ is smaller in the
probabilistic approach than in the deterministic one. More precisely, the
number rN is given by

Theorem 8.2.

rN �
gffe 1

2R

Ņ

k�1

}SχN
k }2M ,

where we recall that } � }M is the semi-norm in H1pΩR
0 q.

The proof of Theorem 8.2 is omitted since it is very similar to that of
Theorem 9.3 given in the appendix for a slightly simpler geometry. Besides,
for this simpler geometry, in the appendix we also prove that rN Ñ 0 when
N Ñ �8. Theorem 8.2 offers a practical way of computing rN : it requires
to solve the weak formulation (62) N times for f � χN

k , k � 1, � � � , N .
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9 Numerical experiments

9.1 The tsunami identification

All the numerical computations of the article are performed with the help
of XLiFE++ Library [24]. We choose c � 20, g � 10, H � 1, which
corresponds to ωg � 3.16 and ωa � 20. In this section, R � 4.

9.1.1 The gravity model

Let us begin with the tsunami identification using the gravity model, having
in mind that the data are generated by the complete model. Starting from
a function χ on ΓR

�H which represents the tsunami and that will be the ref-
erence function we try to retrieve, we compute the free surface perturbation
η on ΓR

0 by solving the complete forward problem (12) in the domain ΩR
0

with the help of a Finite Element Method. The mesh size corresponds to
a subdivision of the segment ΓR

0 into intervals of size h � 0.01, the finite
elements consisting of classical P2 triangles. The infinite sums which define
the Dirichlet-To-Neumann operators (11) are truncated to a finite number
of terms which include all the propagating modes and at least 5 evanescent
ones. Once the free surface perturbation η has been computed, we artificially
compute some noisy data ηδ on ΓR

0 such that

ηδ � η � ρ b,

where b is a function defined from its values at each discretization point of
ΓR
0 . Such values are random complex numbers, the real and imaginary parts

of which follow a uniform distribution Up0, 1q. The real ρ ¡ 0 is calibrated
such that

}ηδ � η}L2pΓR
0 q

}η}L2pΓR
0 q

� σ,

where σ is a prescribed relative noise amplitude. Multiplying the absolute
amplitude of noise }ηδ � η}L2pΓR

0 q
by g{ω provides δ. The artificial noisy

data ηδ constitutes the input data of the Tikhonov-Morozov inverse method
described in section 6.1, which lastly enables us to compute the retrieved
tsunami function χδ. In the absence of noise, the retrieved tsunami function
is given by χε � pi{ωqBzuε, where uε is the solution to problem (47) for a
very small ε. In order to discretize the problems (49) for all n P N, we again
use a P2 Finite Element Method to compute the triple pun, λn, hnq and a
mesh having the same size as for the forward problem. In the Figure 1, we
compare the retrieved tsunami function χδ and the actual tsunami function
χ on ΓR

0 , for ω � 3 and various relative amplitudes of noise σ on η, namely
σ � 0 (exact data), σ � 1%, σ � 5% and σ � 10%. Note that the value of
ω is chosen close to ωg, that is the typical frequency of gravity waves, which
explains the good reconstruction results for small σ.
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Figure 1: Gravity case for ω � 3. Comparison between χδ (dashed line) and
χ (continuous line) for various amplitudes of noise. Top left: σ � 0. Top
right: σ � 1%. Bottom left: σ � 5%. Bottom right: σ � 10%.

9.1.2 The acoustic model

We now consider the tsunami identification with the help of the acoustic
model. In the Figure 2, the retrieved function χδ is compared to the exact
function χ, for ω � 20 and the different relative amplitudes of noise on η,
namely σ � 0 (exact data), σ � 1%, σ � 5% and σ � 10%. The value of
ω is close to ωa, that is the typical frequency of acoustic waves. We use the
same Finite Element Method and the same mesh size as in the gravity case.
In the acoustic model, the amplitude of noise δ is obtained by multiplying
}ηδ � η}L2pΓR

0 q
by ω and rN , where rN is given by (66) with N � 100.

Remark 3. In the Figures 1 and 2, we notice that the error between the
retrieved tsunami χδ and the exact one χ is quite large at the endpoints
of ΓR

�H , which correspond to the transition points between the part of the
boundary BΩR on which we have data and the part ΓR

�H on which we have no
data. As shown by the analysis conducted in [7], we explain this phenomenon
by the fact that the smoothness of the solution to the mixed formulation of
the Tikhonov regularization is poorer at those transition points. However,
we have observed that such error decreases when the mesh size is refined.
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Figure 2: Acoustic case for ω � 20. Comparison between χδ (dashed line)
and χ (continuous line) for various amplitudes of noise. Top left: σ � 0.
Top right: σ � 1%. Bottom left: σ � 5%. Bottom right: σ � 10%.

9.1.3 About the choice of the regularization parameter

We wish now to test the relevance of the Morozov strategy to choose the
regularization parameter ε as a function of the amplitude of noise δ. In the
acoustic case, we have plotted in the Figure 3 the retrieved tsunami χδ

ε �
pi{ωqBzuδε and the actual one χ, where uδε is the solution to the problem (34)
corresponding to the acoustic case, by using a value of ε in (34) which seems
relevant but differs from the Morozov choice, for two relative amplitudes of
noise on η. Comparing the two bottom pictures of Figure 2 and the pictures
of Figure 3, we realize that the Morozov choice for ε is not necessarily the
best in terms of the error between the retrieved and the exact solution. To
be more precise, in Figure 4 we have plotted the error between the retrieved
tsunami χδ

ε and the actual one χ as a function of ε. In Figure 4 we also
compare the deterministic and probabilistic choices of δ described in section
8, which are given by (64) and (66), respectively. Note that the L2 error is
limited to the subpart ΓR1

�H of ΓR
�H with R1 � 0.9R, since the reconstruction

close to the endpoints of ΓR
�H is bad and would prevent us from presenting

a clear analysis (see Remark 3). Classically, we observe that in the absence

32



Figure 3: Acoustic case for ω � 20. Comparison between χδ
ε (dashed line)

and χ (continuous line) for two amplitudes of noise and well-tuned choices
for ε (see Figure 4). Left: σ � 5%. Right: σ � 10%.

Figure 4: Error }χδ
ε � χ}

L2pΓR1
0 q

between the solution of problem (34) in the

acoustic case and the exact solution, as a function of ε. The blue curve
corresponds to uncontaminated data σ � 0% while the red one corresponds
to noisy data with σ � 5%. The vertical dashed thin line corresponds to
the Morozov choice for δ following (64) while the vertical dashed thick line
corresponds to the Morozov choice for δ following (66) with N � 100.

of noise (δ � 0) the error }χε � χ}
L2pΓR1

0 q
increases with ε, except for very

small values of ε, due to the finite element discretization. In the presence of
noise, the error }χδ

ε�χ}L2pΓR1
0 q

first decreases with ε and then increases with

ε, which justifies to look for an optimal value of ε. The value of ε given by
the Morozov choice, though not optimal, is quite close to it, and is better by
using the probabilistic strategy (66) than the deterministic strategy (64).
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9.1.4 Influence of the chosen model

In order to compare the quality of the identification produced by the different
models (gravity, acoustics and complete), in Figure 5 we have plotted the
error between the retrieved tsunami function χδ using the Tikhonov-Morozov
strategy and the actual one χ as a function of the frequency ω on the subpart
ΓR1

�H . When data are uncontaminated, the best model for the identification

Figure 5: Error }χδ � χ}
L2pΓR1

�Hq
as a function of ω using different models:

gravity (green), acoustic (red) and complete (blue). Left: uncontaminated
data (σ � 0%). Right: noisy data (σ � 5%)

seems to be the complete one for all frequencies, which is expected since the
data were produced by the complete model. The results obtained with the
gravity model are good at a very low frequency but strongly deteriorates
when ω increases, which was expected in view of Remark 1. In the presence
of noisy data, the best model is again the complete one except at a very
low frequency, for which the acoustic one is better. Note that the gravity
model is competitive at frequencies around 10, strongly deteriorates at high
frequencies, and more surprinsigly also at very low frequencies.

9.1.5 The case of a variable sea bottom

We complete this section by showing that our strategy to identify a tsunami
can easily be extended to a non-flat sea bottom, contrary to the other meth-
ods mentioned in the introduction, which rely on integral transforms with
respect to the horizontal variable. It suffices to use two different left and
right Dirichlet-To-Neumann operators, those operators being defined with
the help of the guided modes related to the left and right half-waveguides,
respectively. This is illustrated by Figure 6 in the acoustic case, with ω � 20
and σ � 1%.
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Figure 6: Non flat bottom, acoustic case for ω � 20. Left: Geometry of the
sea bottom. Right: Comparison between χδ (dashed line) and χ (continuous
line) for σ � 1%.

9.2 Bathymetry

In this section, R � 1 and H � 0.5, the other parameters being unchanged.
Let us begin with the bathymetry problem using the gravity model, the
data still being obtained with the complete model. Starting from a reference
function θ which governs the profile ΓR

�H�θ of the sea bottom, we compute
the free surface perturbation η on ΓR

0 by solving the forward problem (18)
in the domain ΩR

θ with the help of the same Finite Element Method as for
the tsunami identification and the same mesh size. The source point N is
chosen as p�1.1,�0.45q. Then we artificially perturb η to generate a noisy
data ηδ on ΓR

0 by using the same procedure as for the tsunami identification.
Lastly we use the two steps strategy based on the approximate second-order
boundary condition on ΓR

�H and described in section 7.1. We finally obtain
a function θδ on ΓR

�H in the presence of noisy data. Note that in the second
step, such θδ is obtained with the help of a finite element discretization of
the one dimensional weak formulation (56). In order to discretize the spaces
L2pIq and H1

0 pIq, we use the same finite dimensional space based on P1
finite elements. In Figure 7 we compare the retrieved function θδ and the
reference one θ, both with uncontaminated data (σ � 0) and with noisy
data (σ � 1%), for a frequency ω � 3 compatible with the gravity model.
Let us secondly consider the bathymetry problem using the acoustic model.
The two step strategy is now described by section 7.2. In the second step,
the computation of the function θδ consists in a finite element discretization
of the weak formulation (60) which is the same as in the gravity case. In
Figure 8 we compare the retrieved function θδ and the true one θ, both with
uncontaminated data (σ � 0) and with noisy data (σ � 1%), for frequency
ω � 25. Unsurprisingly, the identification results for bathymetry are more
sensitive with respect to σ than those obtained for the tsunami identification,
which is due to the fact that the former is a geometric nonlinear inverse
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Figure 7: Gravity case for ω � 3. Comparison between θδ (dashed line) and
θ (continuous line). Left: uncontaminated data (σ � 0). Right: noisy data
(σ � 1%).

Figure 8: Acoustic case for ω � 25. Comparison between θδ (dashed line)
and θ (continuous line). Left: uncontaminated data (σ � 0). Right: noisy
data (σ � 1%).

problem while the latter is linear. In order to compare the three different
models with respect to the frequency ω, in Figure 9 we have plotted the
error between the retrieved function θδ and the actual one as a function of
the frequency ω. We observe that the results are better for the complete
and acoustic models than for the gravity one whatever the frequency is,
which can be explained by Remark 1. In the gravity case, and as for the
tsunami identification problem, the results are satisfactory for small ω but
strongly deteriorate when ω increases. This phenomenon also occurs for the
complete/acoustic model, for ω larger than 30: this is probably due to the
fact that the approximation of the true boundary condition at the bottom
by a second-order impedance boundary condition becomes false when the
wavelength λ :� 2π c{ω is not large compared to the amplitude of θ.
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Figure 9: Error }θδ � θ}L2pΓR
�Hq

as a function of ω using different models:

gravity (green), acoustic (red) and complete (blue). Left: uncontaminated
data (σ � 0%). Right: noisy data (σ � 1%).

Appendix : a Laplace type problem with random
Neumann boundary conditions

In order to study the limit of rN defined by (66) when N Ñ �8, instead of
considering the problem (63) we move to a slightly simpler problem in the
two dimensional disc D centered at 0 and of radius R: for some boundary
data f , find L such that" �∆L� L � 0 in D,

BνL � f on BD. (67)

The problem (67) is obviously well-posed in H1pDq for f P L2pBDq. We can
hence define the operator"

S : L2pBDq Ñ H1pDq
f ÞÑ L,

(68)

such that L is the solution to problem (67), as well as the operator T �
γ �S : L2pBDq Ñ L2pBDq, where γ : H1pDq Ñ L2pBDq is the trace operator.
A similar proposition as Proposition 5 is now obtained.

Proposition 6. We have

}S} �
d
I0pRq
I 10pRq

,

where for n P N, the Inprq are the bounded solutions (up to a multiplicative
constant) to the modified Bessel equations

r2
d2un
dr2

� r
dun
dr

� pn2 � r2qun � 0, r P p0, Rq.
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Remark 4. A comprehensive analysis of the functions Inprq may be found
in [1].

Proof of Proposition 6. By using the same arguments as in the proof of
Proposition 5, we show that the operator T is self-adjoint, compact, pos-
itive and injective. The spectrum of T is formed by a sequence of non
increasing eigenvalues ρn ¡ 0, n P N, such that ρn Ñ 0 when n Ñ �8, the
corresponding eigenfunctions en constituting a complete orthonormal basis
of L2pBDq. As in the proof of Proposition 5, we also have }S}2 � ρ0. An
easy computation shows that

ρn � InpRq
I 1npRq

, enpθq � 1?
2πR

einθ, n P N,

which implies the stated result.

Remark 5. We observe that the operator T is a Hilbert-Schmidt operator
(see for example [12] for a definition), since

�8̧

n�0

}Ten}2L2pBDq �
�8̧

n�0

ρ2n   �8.

Indeed, by using the asymptotics of the modified Bessel function given by
[1], we have

ρn �
nÑ�8

R

n
,

which enables us to conclude.

In the following theorem, we prove that the problem (67) is also well-
posed in L2pDq for f P H�3{2pBDq.
Theorem 9.1. For f P H�3{2pBDq, the problem (67) has a unique solution
in L2pDq.
Proof. Let us introduce the space V :� tv P H2pDq, Bνv|BD � 0u and the
operator "

A : V Ñ L2pDq
v ÞÑ �∆v � v.

From a standard regularity result for elliptic equations (see for example [12]),
the continuous operator A is an isomorphism. This implies that the adjoint
operator A� : L2pDq Ñ V �, where V � is the dual space of V , is also an
isomorphism (see again [12]). This means that for all L� P V �, there exists
a unique u P L2pDq such that A�u � L�. Such u satisfies

xA�u, vyV �,V � pu,AvqL2pDq � xL�, vyV �,V , @v P V.
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If we choose L� P V � such that

xL�, vyV �,V � xf, vyH�3{2pBDq,H3{2pBDq, @v P V,

we conclude that for f P H�3{2pBDq, there exists a unique u P L2pDq such
that »

D
up�∆v � vq dx � xf, vyH�3{2pBDq,H3{2pBDq, @v P V. (69)

Let us check that such function u satisfies problem (67). Taking v � φ P
C8
0 pDq, we first obtain that �∆u� u � 0 in D1pDq. Hence u,∆u P L2pDq,

so that for all v P V , we have the Green formula (see [28]):»
D
up�∆v � vq dx �

»
D
p�∆u� uqv dx

� xu, BνvyH�1{2pBDq,H1{2pBDq � xBνu, vyH�3{2pBDq,H3{2pBDq.

In view of (69), we obtain that

xBνu� f, vyH�3{2pBDq,H3{2pBDq, @v P V.

We conclude that Bνu � f in H�3{2pBDq.
For all y P BD, since dimension is 2 we have δy P H�3{2pBDq, so that

for f � δy, problem (67) has a unique solution in L2pDq, which is denoted
Gy � Gp�, yq.

The operator T : L2pBDq Ñ L2pBDq can then be seen as an integral
operator, defined for all f P L2pBDq, by

pTfqpxq �
»
BD
Gpx, yqfpyq ds, @x P BD. (70)

Remark 6. From Remark 5, since T is a Hilbert-Schmidt operator, we have
that G P L2pBD � BDq (see for example [12]).

Like in section 8, let us assume that f is given on BD by

f �
Ņ

k�1

fk χ
N
k . (71)

For k � 1, � � � , N , the functions χN
k are indicator functions of intervals hav-

ing the same length 2πR{N , which do not overlap and the union of which
coincides with BD. The random variables fk, k � 1, � � � , N , satisfy the
following discrete Gaussian white noise assumptions:

Assumption 9.2. The fk, k � 1, � � � , N , are independent and identically
distributed real random variables following the normal distribution N p0, σ2q,
where σ ¡ 0, which implies

Erfks � 0, Erfk fls � σ2δkl, k, l � 1, � � � , N.
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We again introduce

rN �
gffeE

�}Sf}2
H1pDq

}f}2
L2pBDq

�
. (72)

We now derive a simple expression for rN .

Theorem 9.3. The number rN is given by

rN �
c

N

2πR
}SχN

1 }H1pDq.

Proof. The weak formulation of problem (67) implies that

}Sf}2H1pDq �
»
BD
fpTfq ds, @f P L2pBDq.

In view of (70), we deduce the concrete expression

}Sf}2H1pDq �
»
BD

»
BD
Gpx, yqfpxqfpyq dspxqdspyq.

The decomposition (71) yields

}Sf}2H1pDq � pGNX,XqRN ,

where the vector X P RN and the matrix GN P RN�N are defined by

Xk :� fk, GN
kl �

»
BD

»
BD
Gpx, yqχN

k pxqχN
l pyq dspxqdspyq, k, l � 1, � � � , N.

On the other hand,

}f}2L2pBDq �
Ņ

k,l�1

fk fl

»
BD
χN
k χN

l ds.

From the definition of the χN
k , we obtain

}f}2L2pBDq �
2πR

N

Ņ

k�1

f2k �
2πR

N
}X}2RN .

We conclude that

r2N � N

2πR
E

�
pGNX,XqRN

}X}2RN

�
.

In view of Assumption 9.2 and Theorem 1 in [22], we have

E

�
pGNX,XqRN

}X}2RN

�
� E

�pGNX,XqRN

�
E
�}X}2RN

� .
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We easily derive, again by using Assumption 9.2, that

E
�}X}2RN

� � Nσ2

and

E
�pGNX,XqRN

� � Ņ

k,l�1

GN
kl E rfk fls � σ2

Ņ

k�1

GN
kk � Nσ2GN

11.

In the last equality, we have used the symetry of BD, which implies that GN
kk

does not depend on k � 1, � � � , N . We conclude that

r2N � N

2πR
GN

11,

with

GN
11 �

»
BD

»
BD
Gpx, yqχN

1 pxqχN
1 pyq dspxqdspyq � }SχN

1 }2H1pDq,

which completes the proof.

An interesting question concerns the behaviour of rN when N Ñ �8.
In order to study this limit, we need to specify the singularity of the kernel
G (Remark 6 is not sufficient to conclude).

Lemma 9.4. The function G satisfies G P LppBD � BDq, for all p ¥ 1.

Proof. Let us introduce the function px, yq ÞÑ G8px, yq :� � ln |x � y|{π
and the function x ÞÑ G8

y pxq :� G8px, yq for a given y. The latter satisfies
∆G8

y � 0 for x � y. We clearly have that G8 P LppBD � BDq for all p ¥ 1.
Then it is enough to prove that G � G8 is bounded in BD � BD, which
constitutes the remainder of the proof. Let us pick some y P BD. From (69),
the function Gy P L2pDq satisfies:»

D
Gyp�∆v � vq dx � vpyq, @v P V. (73)

On the other hand, by denoting Dε :� DzDpy, εq, where Dpy, εq is the disc
centered at y and of radius ε ¡ 0,»

D
G8

y p�∆v � vq dx � lim
εÑ0

»
Dε

G8
y p�∆v � vq dx

� lim
εÑ0

"»
Dε

vp�∆G8
y �G8

y q dx�
»
BDε

G8
y Bνv ds�

»
BDε

BνG8
y v ds

*
,

where the unit normal ν is oriented outside Dε. We have ∆G8
y � 0 in Dε,

and

lim
εÑ0

»
Dε

vp�∆G8
y �G8

y q dx �
»
D
G8

y v dx.
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We focus now on the limit when ε Ñ 0 of the two boundary terms. Since
Bνv � 0 on BD, we have»

BDε

G8
y Bνv ds �

»
BDεXBDpy,εq

G8
y Bνv ds � � ln ε

π

»
BDεXBDpy,εq

Bνv ds.

But »
BDεXBDpy,εq

Bνv ds �
»
BpDXDpy,εqq

Bνv ds �
»
DXDpy,εq

∆v dx.

By the Cauchy-Schwarz inequality, it follows that�����
»
BDεXBDpy,εq

Bνv ds
����� ¤ }∆v}L2pDXDpy,εqq

d»
DXDpy,εq

1 dx,

with d»
DXDpy,εq

1 dx ¤
c
π

2
ε.

Gathering the previous estimates, we conclude that there exists a constant
c ¡ 0 such that ����

»
BDε

G8
y Bνv ds

���� ¤ c ε| ln ε|}∆v}L2pDq Ñ
εÑ0

0.

Concerning the second boundary term, we have»
BDε

BνG8
y v ds �

»
BDεXBD

BνG8
y v ds�

»
BDεXBDpy,εq

BνG8
y v ds.

Considering the first term above, we observe that the function gy defined by

gypxq :� �BνG8
y pxq �

1

π

1

|x� y|2 px� yq � νx, @x P BDztyu,

is continuous on BD. Indeed, let us assume that the boundary BD is locally
characterized by the equation hpxq � 0, where h is an infinitely smooth
function. For x P BD and x is sufficiently close to y,

hpyq � hpxq �∇hpxq � py � xq � 1

2
py � xqT �∇2hpxq � py � xq �Op|x� y|3q,

where ∇h and ∇2h are the gradient and the Hessien of h, respectively, with
∇hpxq � 0 for x close to y. Since hpxq � hpyq � 0 and νx � ∇hpxq{|∇hpxq|,
this yields

gypxq � 1

2π

px� yqT
|x� y| � ∇

2hpxq
|∇hpxq| �

px� yq
|x� y| �Op|x� y|q Ñ

xÑy

1

2π
τTy � ∇

2hpyq
|∇hpyq| � τy,
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where τy is the tangential vector to BD at point y. This proves that gy P
C0pBDq. Finally, »

BDεXBD
BνG8

y v ds Ñ
εÑ0

�
»
BD
gy v ds.

Considering the second term, we have

gypxq � 1

π

1

|x� y|2 px� yq � νx � � 1

πε
, @x P BDε X BDpy, εq,

hence »
BDεXBDpy,εq

BνG8
y v ds Ñ

εÑ0
vpyq 1

πε
πε � vpyq.

As a conclusion, the function G8
y satisfies the weak formulation»

D
G8

y p�∆v � vq dx �
»
D
G8

y v dx�
»
BD
gy v ds� vpyq, @v P V. (74)

Subtracting the weak formulations (73) and (74), we obtain that the function
ry :� Gy �G8

y P L2pDq satisfies the weak formulation:»
D
ryp�∆v � vq dx � �

»
D
G8

y v dx�
»
BD
gy v ds, @v P V,

then ry satisfies the strong problem:" �∆ry � ry � �G8
y in D,

Bνry � gy on BD.

Since G8
y P L2pDq and gy P L2pBDq, by a standard regularity result we get

that ry P H3{2pDq, then ry P C0pDq, in particular ry|BD P C0pBDq. Hence ry
is bounded on BD for all y P BD and the bound }ry}L8pBDq does not depend
on y by rotation invariance. Finally, G�G8 is bounded on BD�BD, which
completes the proof.

Now let us specify the behaviour of rN when the number N of measure-
ments becomes large.

Theorem 9.5. We have

lim
NÑ�8

N1{2�ε rN � 0, @ε ¡ 0.

Proof. We recall that

r2N � N

2πR

»
BD

»
BD
Gpx, yqχN

1 pxqχN
1 pyq dspxqdspyq.
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From Lemma 9.4, we have in particular that G P LqpBD�BDq, for all q ¡ 2.
Using the Hölder inequality, with p defined by 1{p� 1{q � 1, we have

r2N ¤ N

2πR

�»
BD�BD

|Gpx, yq|q dspxqdspyq

1{q

�
�»

BD�BD
|χN

1 pxqχN
1 pyq|p dspxqdspyq


1{p

� N

2πR
}G}LqpBD�BDq

�
2πR

N
� 2πR

N


1{p

� }G}LqpBD�BDq

�
2πR

N


1�2{q

.

That q ¡ 2 enables us to conclude.

In Figure 10 below, we numerically illustrate both Theorem 9.3 and
Theorem 9.5. More precisely, in the left part of Figure 10 we compare the
value of rN defined by (72), which is computed with the help of Theorem
9.3, and its Monte-Carlo approximation given by the empirical mean

prMN q2 � 1

M

M̧

m�1

}Sfm}2H1pDq

}fm}2
L2pBDq

, (75)

where the fm, m � 1, � � � ,M , form a sample of M generated functions f
which satisfy Assumption 9.2. We can check the convergence of rMN to rN
for large M . In the right part of Figure 10, we have plotted the values of
rN with respect to N in a log-log scale, which exhibits a negative slope of
0.39 approximately. Such slope is quite close to the optimal value given
by Theorem 9.5. Besides, the value of }S}, which majorates rN for all N
according to (72) and is given by Proposition 6, is such that log }S} � 0.175.

Figure 10: Left: Convergence of the Monte-Carlo estimates rMN to rN when
M Ñ �8. Right: Values of log rN with respect to logN (log }S} � 0.175).
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reversibility to solve the cauchy problem in the presence of noisy data.
Inverse Problems, 26(9):095016, 2010.
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