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on VR-based Crowd Motion Capture
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Fig. 1: lllustration of our proposed 3R paradigm (Replace-Record-Replay), where a single user (red outline) is initially immersed into a
simulated contextual crowd whose autonomous agents (green outline) are successively replaced by the user’s captured data (blue
outline). The consistency of the user’s behavior in this 3R scenario is compared with 4R (Replace-Record-Replay-Responsive), where

the blue agents are made locally responsive.

Abstract—While data is vital to better understand and model interactions within human crowds, capturing real crowd motions is
extremely challenging. Virtual Reality (VR) demonstrated its potential to help, by immersing users into either simulated virtual crowds
based on autonomous agents, or within motion-capture-based crowds. In the latter case, users’ own captured motion can be used
to progressively extend the size of the crowd, a paradigm called Record-and-Replay (2R). However, both approaches demonstrated
several limitations which impact the quality of the acquired crowd data. In this paper, we propose the new concept of contextual
crowds to leverage both crowd simulation and the 2R paradigm towards more consistent crowd data. We evaluate two different
strategies to implement it, namely a Replace-Record-Replay (3R) paradigm where users are initially immersed into a simulated crowd
whose agents are successively replaced by the user’s captured-data, and a Replace-Record-Replay-Responsive (4R) paradigm where
the pre-recorded agents are additionally endowed with responsive capabilities. These two paradigms are evaluated through two
real-world-based scenarios replicated in VR. Our results suggest that the behaviors observed in VR users with surrounding agents
from the beginning of the recording process are made much more natural, enabling 3R or 4R paradigms to improve the consistency of

captured crowd datasets.

Index Terms—Crowd Simulation, Human Interaction, Virtual Reality
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1 INTRODUCTION

Crowd motion data plays a critical role in understanding and modeling
crowd dynamics and local pedestrian behaviors. While comprehen-
sive datasets that include body movements, eye gaze direction, and
hand gestures would be valuable, most of the existing crowd datasets
primarily document pedestrian positional data, due to technological
constraints [22]. However, with the emergence of data-driven crowd
modeling approaches, the need for rich and large datasets is paramount.
As traditional approaches struggle to find a good compromise between
data reconstruction and time-money cost efficiency, Virtual Reality
(VR) has recently been explored as a data collection tool [3, 8, 48].
Indeed, performing data acquisition in an immersive virtual environ-
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ment allows for improved scene control and repeatability, a wider range
of acquired modalities, as well as more efficient data processing with
guaranteed synchronization.

However, applying VR-based motion capture to crowds is extremely
challenging. Let us describe the two alternative strategies that have
been explored so far, and explain why each of them has partially failed.
The first strategy is to immerse the captured participant in a simulated,
virtual crowd, consisting of autonomous — and therefore reactive —
agents (e.g., [10,44]). This approach has proven to be very appropriate
for closely observing the reaction of one (at a time) individual to a
given situation within a crowd. Repeating the same experiment with
numerous participants allows obtaining various possible responses to
the same situation, and to understand the average behavior. Let us
stress that this first strategy is however not applicable for recording
full crowd datasets (i.e., the behavior of multiple participants at once),
since everything but the VR user is simulated. The second strategy
alleviates the above limitation by enabling users to create a full crowd
dataset on their own, thanks to an iterative process enabling them to
record successive trajectories (e.g., [67]). The final dataset thus consists
entirely of captured data. Unfortunately, the successive iterations may
alter the realism of the users’ behavior, since they start recording in an
empty scene and react only to their own previously recorded data.
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Therefore, the objective of this work is to propose and validate a new
paradigm for creating fully VR-based crowd datasets that are consistent
with natural behavior. To achieve this, the insight is to combine the two
approaches described above, namely — to always expose subjects to
a realistic surrounding crowd, but also to allow them to compose a
complete crowd dataset where the final data results only from the actual
actions of a participant. To this end, we build on the recent idea of
recording a crowd dataset through an iterative process [67] — which we
call here a Record-and-Replay (2R) process — and extend this process
by immersing participants in contextual crowds, defined as numerous
characters (agents) that provide participants with realistic surroundings
from the beginning.

Specifically, we propose two versions of this new paradigm:
Replace-Record-Replay (3R), where, instead of an empty scene as in
2R, users move among a contextual crowd and progressively replace,
one at a time, each of its virtual agents; Replace-Record-Replay-
Responsive (4R) where, extending 3R, a motion correction strategy is
added to agents by locally editing their motion when the user is close.
This makes user-recorded characters responsive, e.g., by enabling them
to show collision avoidance behaviors. Our exploration of these two
paradigms leads to the understanding of: (1) the effect of being im-
mersed in a contextual crowd on the user’s behavior during the crowd
generation process, and (2) the effect of having responsive characters
deviate from their original trajectories on the user’s behavior, which
indeed impacts the quality of the generated crowd data. The exploration
of these effects relies on behavioral metrics to compare the properties
of trajectories recorded using different paradigms, or with real data.

Our contributions are threefold:

1. We introduce the concept of contextual crowds to combine the
advantages of immersion in a simulated crowd with those of
Record-and-Replay methods, towards consistent crowd motion
capture in VR. We propose two alternative setups (3R and 4R),
and compare their results on two well-studied crowd scenarios.

2. Using the 3R paradigm, we validate the use of contextual crowds
to induce interactions during the crowd generation procedure. We
further demonstrate that simulated contexts have similar effects
as reusing real contexts.

3. Using the 4R paradigm, we demonstrate that the use of locally
responsive agents improves the quality of user collision avoidance,
at the cost of locally deviating from user-captured-only data.

After discussing related work in Section 2, we introduce the key con-
cepts in Section 3, and detail our experiments in Section 4. In Section 5
we present our analysis methodology, and discuss the corresponding re-
sults in Section 6. We finally discuss our method and the main findings
in Section 7, before concluding.

2 RELATED WORK

In this section, we explore the connections between crowd data, crowd
capture in VR and crowd simulation, and position our work in the
context of modern VR-based crowd dataset capture.

2.1 Human Crowd Datasets

Human crowd datasets are of paramount importance in understand-
ing [22], predicting [1,65] and modeling [68] crowd behavior. Such
datasets allowed to study both individual [39] and collective [28] be-
havior, under unidirectional [19, 35, 54], multi-directional [12], and
some specific navigation scenarios [26]. They are of great interest in
observing rich interactions among pedestrians [57], and have been used
to evaluate simulations [64], to develop knowledge-driven [47] and
data-driven models [13], as well as to infer implicit causality in crowd
motion [36].

Among this body of work, early-stage research focused on the anal-
ysis of trajectory data and dissected crowd movements at both the
individual and collective levels. For instance, multidirectional scenar-
ios were shown to provoke emergent patterns such as lane and stripe
formations [41], i.e., they enabled the identification of emerging self-
organization phenomena resulting from the individual behaviors of

pedestrians [57]. Similarly, it was shown that the aggregation of in-
dividual behaviors leads to a statistical relationship between walking
speed and density [55].

Recent research has extended the study to the understanding of low-
level individual features such as gaze [30,31], gait and posture [56],
and other specific interactions observed in crowds [20, 21]. These
explorations are, however, facing the limits of data. Existing crowd
datasets were mainly captured through field observations [11,14,25,69]
or laboratory controlled experiments [2, 18], and therefore often contain
only trajectory data. In addition, obtaining additional information
from real crowds is quite challenging, as existing data construction
pipelines, including detailed individual motion capture, suffer from
either technical or ethical challenges [22, 58].

2.2 VR Datasets based on Virtual Crowds

Recent research has leveraged VR to create human-related datasets.
Unlike real-world capture, VR allows for cost-efficient immersive ex-
periences with multimodal data recording (possibly including full-body
motion, gaze, sound, etc.). Since the experimenter has full control
over the 3D environment, VR data capture provides high controllability,
repeatability, and low risk. Therefore, VR was used to capture both
human-environment [3] and human-crowd [7] interactions. In partic-
ular, VR-based data collection enabled the exploration of avoidance
behavior [38,42], speed-density perception and adaptation [17,59], path
planing [49], herding effects [33,40], and response to stress [40,52]. Ad-
ditional data captured during these experiments, e.g., body motion [67]
or eye gaze [8,50], also contributed to a better understanding of crowds.

To be effective, such VR experiments require virtual crowds to
provide an appropriate sense of immersion, and induce correct user
behaviors. Since these experiments typically involve a single user at a
time, the virtual crowd surrounding them must be carefully designed.
A common approach is to use microscopic simulation of autonomous
agents capable of responding to the user’s movement in real-time [63].
Previous research in crowd simulation has explored force-based [29],
velocity-based [60, 61], data-driven [66] and deep-learning-based [1]
approaches. Their performance depends heavily on the choice of pa-
rameters, especially the preferred speed [60]. Thus, parameter calibra-
tion [64] is mandatory to ensure a good quality of simulation [15].

Given that these simulation methods have limited capabilities to re-
produce human behavior, the alternative of reusing real MoCap data for
the surrounding crowd, at the expense of the agents’ interactivity, has
been explored in an attempt to maximize realism [46]. Yin et al. com-
bined MoCap with VR to propose the One-Man-Crowd (OMC) [67], a
specific instance of the aforementioned Record-and-Replay paradigm,
which enables to generate virtual crowd data without any simulation.
In brief, single users are embodied into an avatar and move in a VR
scene, while their body motion is recorded using MoCap. The system
then creates a virtual character that replays the recorded motion while
the user successively acts out another character. This process is re-
peated until the entire crowd is recorded. While this paradigm provides
valuable insights on how to generate crowd data in VR, it has two major
limitations, as mentioned in the original paper: 1) At the beginning of
the generation process, users face an empty scene, and are therefore
unlikely to initiate interaction behaviors with the future crowd to be
generated. 2) During the process, more and more passive characters are
created. They do not respond to the user’s actions, since they are only
replaying recorded data. As a result, it becomes increasingly difficult
for the user to avoid collisions and to behave naturally.

When using VR to generate crowd datasets, it is of paramount
importance to evaluate the similarity between user behaviors in real
and virtual situations. Unfortunately, VR-based experiments have been
shown to introduce a number of perceptual and behavioral biases, such
as affected depth perception [4,51], reduced walking speed [6, 23],
increased social distance [5, 10,27,37,53], and increased eye gaze and
head movements [8,9]. Due to this, considerable work has been done
to assess how these biases affect behavior in VR. The general finding
is that VR motion capture leads to measurable changes in a majority of
spatial variables, although the qualitative nature of participant behavior
may remain consistent [67].
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3 KEY CONCEPTS & NOTATIONS

This work aims to propose a novel approach for VR-based crowd
motion capture that goes beyond the limitations of a traditional Record-
and-Replay method. While inspired by Yin et al.’s work [67], we
explore the benefits of using contextual and responsive crowds to im-
prove the consistency of users’ behavior, towards the generation of
more realistic crowd datasets. The remainder of this section defines the
fundamental concepts underlying our study, i.e., the different models
we use for virtual agents, the alternative VR motion capture processes,
and the experimental scenarios we choose for validation.

3.1 Agents

Agents are the animated virtual humans used to populate a virtual scene.
We use several types of agents, which differ by the method that drives
their motion, by their role in the data collection process or finally by
their interaction capabilities.

Motion. Agents can be animated using different methods:

* OMC agents refer to agents whose movement was recorded by
the participant in a previous iteration (see Section 2).

Captured agents also move from pre-existing motion data (e.g.,
crowd datasets), but not recorded by the participant. When 2D-
only crowd datasets are used, 2D trajectories are augmented into
3D full-body animations using animation techniques.

Simulated agents refer to agents whose motion is fully computed
using a real-time simulator (e.g., some microscopic crowd simula-
tion method), enabling them to make real-time decisions to reach
a predefined destination in the scene while avoiding collisions.
For captured agents, the computed trajectory is combined on
the fly with other animation techniques to produce 3D full-body
animated agents.

Role. Our goal is to enable a single user to create new crowd motion
datasets. For such datasets to originate from the motion of participants,
OMC agents data are stored (and can then be edited by the 4R mech-
anism, as explained below). The other two types of agents (captured
or simulated) may be used as Contextual agents, i.e., agents intended
to provide users with contextual information, while they successively
act to capture motion for the OMC agents. Given our new concept of
contextual crowds, Contextual agents are to be present in the virtual
scene from the first motion capture iteration.

Interaction Capabilities. From the agent descriptions given above, we
understand that, at any given moment, we can immerse the participant
among agents whose movements are pre-recorded and who ignore the
participant’s actions. Since collision avoidance behaviors are expected
to be reciprocal, this may cause the user to fail avoiding collisions.
Therefore, we investigate the possibility of providing both OMC and
Captured agents with collision avoidance capabilities, and define:

* Non-responsive agents as Captured or OMC agents, non-
responsive as they only move by following pre-recorded data
and cannot interact with the user.

* Responsive agents as either Simulated (i.e., inherently respon-
sive), or modified Captured or OMC agents that locally adjust
their motion upon the detection of a risk of collision with the user.

Agents implementation details. In our experimental setup, the ORCA
crowd simulation technique [60] is used to generate the global trajectory
for Simulated agents as well as the reactive portions of the trajectory
for Responsive agents, using the implementation provided by van Toll
et al. [62]. ORCA is always activated for Simulated agents, but needs
to be activated and deactivated for the other types of Responsive agents
according to the risk of collision with the participant. To this end, we
simply check the distance d between any agent and the participant,
and trigger activation when d < 1 m. ORCA is active for at least 0.2 s
to avoid flickering effects due to frequent activation and deactivation.

Trial 1 Trial 2 Trial 3 Trial 4
R(OMO) | @ | e a8 888
RS 10 O OO0 0 O0OBBIOBESEO
RC | @ | 88 8808
RS & 000000004000 O
WRC | @ [ IR 4 ® 0o ® 0 0 o

. Non responsive OMC agent Non responsive Captured agent

. Simulated agent . Responsive OMC agent Responsive Captured agent

Fig. 2: lllustration of the different paradigms in an example with 4 agents.
The figure illustrates the behavior of each agent before and after being
acted out by the user, resulting in a total of 4 trials to record the exemplar
scenario. Since Simulated agents are always responsive, they come in a
single version (disk shape).

The preferred velocity of Simulated agents is calculated to steer them
towards their final goal (see Section 3.3). The preferred velocity of the
other categories of reactive agents is calculated to recover their pre-
recorded trajectory when ORCA is further deactivated. 2D trajectories
are augmented into 3D animated characters using a Unity animator
module driven by walking speed, in combination with a set of motion-
captured walking animations.

3.2 Crowd-motion-capture process

The main objective of our work is to evaluate the importance of adding
contextual agents when a single user records a crowd dataset. To this
end, we propose and compare a number of variations of the OMC
paradigm (illustrated in Figure 2):

2R stands for “Record and Replay”. This paradigm is our base-
line, and corresponds to the “Vanilla” OMC technique. In this
version, the user is initially alone in the virtual scene, which is
iteratively populated with OMC agents (see Figure 2).

3R stands for “Replace, Record and Replay”. In this version, the
virtual scene is initially populated with contextual agents. The
participant iteratively embodies each contextual agent, to record a
new movement and replace it with a non-responsive OMC agent.
We distinguish 2 versions of the 3R paradigm: i) 3R-C where
contextual agents are captured agents , thus all non-responsive ,
and ii) 3R-S where contextual agents are simulated agents, thus
all responsive.

4R stands for “Replace, Record, Replay and Responsive”. In this
version, the virtual scene is initially populated with responsive
contextual agents. The participant iteratively embodies each
contextual agent, to replace it with a responsive OMC agent.
We distinguish 2 versions of the 4R paradigm: i) 4R-C where
contextual agents are responsive captured agents, and ii) 4R-S
where contextual agents are simulated agents, thus responsive.

In summary, the 2R condition is our baseline. Since one of its flaws
is the lack of contextual information, the 3R condition allows us to
evaluate the importance of adding contextual agents. In addition, the
4R condition enables us to evaluate the importance of also preventing
collisions between agents and participants. Finally, the XR-S conditions
allow us to evaluate the use of simulation-based contextual agents
instead of those based on captured data (XR-C).

3.3 Experimental scenarios

To evaluate and compare our paradigms in the challenging task of
capturing crowd datasets with many multi-directional interactions, we
replicated two existing laboratory crowd scenarios.

Circle. In this scenario, the starting positions are homogeneously
distributed around a circle. The goal of the agents is to walk to the
antipodal point of the circle, which maximizes the number of inter-
actions [45]. Such a scenario is challenging to crowd simulation, as
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congestion may occur as the agents converge to the center. Previous re-
search has used this scenario to validate simulation algorithms [32,34]
and calibrate simulation parameters [16,64]. In our experiments, we
replicated the setup presented in [64] using a set of captured data with
18 pedestrians, as depicted in Figure 4-a (top).

Crossing Flow. This scenario, representative of regular daily crowd
movements, corresponds to a flow of pedestrians walking in two or-
thogonal directions and sharing a crossing area. It is complementary
to the Circle scenario, as it involves a continuous human flow in each
direction, and therefore continuous interactions. We adapted the exper-
imental setup presented in [41], using a set of captured data with 18
pedestrians as depicted in Figure 4-a (bottom). To adapt to the physical
constraints of our VR experiment, we retained the first 9 pedestrians of
each group, and selected the moment when the first pedestrian enters
the crossing area, along with the positions of these 18 individuals at
that time, as the starting point of our experiment.

4 EXPERIMENT

In this section, we present the experiment we designed to evaluate the
performance of the 3R and 4R paradigms. In particular, our experiment
was designed to assess whether these two novel VR crowd motion
capture methods can address the limitations of the 2R method, where
users 1) freely walk in an empty scene during the first trials instead of
walking among a moving crowd, and 2) struggle to avoid collisions
as more and more non-reactive agents are progressively added to the
scene. This has been shown to lead to biased participant behavior, as
they are 1) unlikely to initiate interactions when faced with an empty
experimental environment, and 2) likely to experience unavoidable
collisions when faced with a dense non-responsive crowd. Our general
hypotheses are

¢ H1: By initializing scenarios with contextual crowds, we can
mitigate the bias caused by the fact that users initially walk alone
in an empty scene.

¢ H2: In the 3R paradigm, the type of contextual crowd, whether it
is created by simulation or reanimation from previously captured
data, does not significantly impact the results.

e H3: The local responsiveness of the surrounding agents can re-
duce the number of collisions experienced by users and thus im-
prove the consistency of the dataset. However, frequent changes
to the trajectories already recorded by the participant may gradu-
ally decrease its similarity to human behavior.

4.1 Apparatus

Participants experienced the virtual environment using a Pimax 5K
Head-Mounted Display (HMD) with the following characteristics:
90 Hz refresh rate, 200° field of view, resolution of 2560x 1440. The
HMD’s wide field of view was ideal for situations requiring proximity
to other characters. The environment was created using Unity 2021.3.
Four SteamVR 2.0 base stations were used to provide a tracking area
of approximately 10 m x 10 m. For the experiment, the participants’
physical movements were captured using an Xsens motion capture
system, displayed in real-time on their avatar, and used to animate the
corresponding character’s motions in subsequent trials. Participants
were also equipped with an HP Z VR G2 backpack (Intel Core i7-
8850H, NVIDIA RTX 2080, 32 GB RAM). All the necessary devices
were physically connected to the backpack, allowing participants to
move freely in the real world while simultaneously interacting with
the virtual crowd and observing their own movements reflected in their
co-located avatar.

4.2 Experimental Design

Participants first read and signed the experiment consent form, and
were presented with the task to be performed. They were then equipped
with the Xsens motion capture system, the VR backpack, and the Pimax
5K HMD. The motion capture system was then calibrated under the
guidance of the experimenter to ensure the quality of the motion capture
and to ensure that the size of the avatar matched the dimensions of

VR base station
(SteamVR 2.0)

Head-mounted display
(Pimax 5K)

IMU-based
Motion capture sensors
fixed by straps
(Xsens MVN Link)

Fig. 3: lllustration of the apparatus. During the experiment, participants
are equipped with a motion capture system to capture their body motions.
They also wear an HMD with a large field of view. These devices are
connected to a VR backpack worn on the participant’s back.

the participants. Participants were then immersed in an empty tutorial
room and asked to walk six times back and forth from one side of the
room to the other, to familiarize themselves with walking in a virtual
environment. Meanwhile, the participants’ comfort walking speed was
measured during this process, and used to adjust the preferred walking
speed of the simulated characters (see details below).

During the experiment, participants went through the 5 experimental
conditions: 2R, 3R-S, 3R-C, 4R-S, 4R-C. We informed the participants
that different agents might have different behavior during the entire
experiment, but did not provide information about our record and
replay paradigm, neither any specific information about the various
conditions we studied. The order in which each participant completed
these 5 blocks was randomized. In each condition, participants were
always immersed successively in all the different virtual characters
of the sequence in a fixed order. To ensure a smooth and realistic
experience, we adjusted the speed of the contextual agents, which
prevented participants from falling behind and losing contact with the
contextual crowd due to a reduced walking speed. For captured agents,
we adjusted the speed of the real trajectories using the factor f = Vi /Vg,
where Vyy represents the participant’s comfort speed, measured during
the tutorial and unique to each individual, and Vg = 1.4 m/s represents
the empirical comfort walking speed of pedestrians in real life [9].
Similarly, we randomly generated a preferred walking speed for each
simulated agent within 1.4 £0.2 m/s as a constant default speed for
each experience, and then varied their preferred walking speed by the
factor f.

In each trial, participants walked from one side of the scene to the
opposite side, until they reached a green dot (in the Circle scenario) or
green line (in the Crossing Flow scenario) on the ground, located 8 m
in front of the starting position. In the case of green line, participants
could pass through any point on the line or its extension on either end.
After reaching the goal, the trial finished and participants were guided
back to the starting position to begin the next trial.

4.3 Participants

Thirty participants took part in our experiment (average age of 31.6 £
8.4 y.o., ranging from 22 to 51 y.0.). They were recruited via internal
student and staff emailing lists. All participants were naive to the
purpose of the experiment and had normal or corrected-to-normal vision
and gave written informed consent. The study followed the Declaration
of Helsinki, and was approved by the Inria internal ethics committee
(COERLE) . Each participant performed only one scenario (but all five
conditions for that scenario). In total, 15 x 5 x 2 = 150 sets of crowd
motion were generated, containing 2700 individual trajectories, with
an average duration of 14.8 s.
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5 ANALYSIS

We divide our analysis of the experiment into two parts. The first
analysis focuses on the effect of contextual crowds, which corresponds
to the Replace component in both paradigms. The second analysis
focuses on the effect of the local correction of user-generated trajecto-
ries, corresponding to the additional Responsive component of the 4R
paradigm.

5.1 Contextual Crowds

To compare trajectories of different lengths and durations across partic-
ipants, we normalize the captured trajectories over the distance covered.
This normalization leads to relative walking progress from 0% (start)
to 100% (end) of each trajectory. For trajectories with different shapes
and lengths, the relative progress provides us with a universal “se-
mantic” reference. These normalized trajectories are used to compute
the following characteristics. We then leverage Statistical Parametric
Mapping (SPM) [24] to study the differences and similarities of these
characteristics under different conditions.

Average Trajectories. Since the participants act and replace the con-
textual agents in a fixed order, we perform statistical analysis on the
generated movements with respect to each agent. This is done by
overlapping the same agent’s relative walking trajectories of different
participants (see above). For each condition ¢ and each agent a, we
compute the mean trajectory iﬁja of all the participants:

1
= L% (1)
c,a

Mj

X c.a,j

M=

1

where X7, j is the trajectory of participant j for agent a in condition c,
and M is the number of participants. The average trajectory reveals the

mean behavior of participants when acting out each specific agent.

Normalized Speed. In general, participants experience three distinct
phases during walking: an initial acceleration phase from the starting
point to just before entering the crossing area, a deceleration phase upon
entering the crossing area due to interactions and avoidance maneuvers
with other agents, and a re-acceleration phase after disengaging from
the agents. We thus study the velocity profiles under each condition.
Since each set of crowd motions was generated by a single participant,
the crowd’s moving speed depended on the participant’s preferred
walking speed. This speed is unique for each participant. Thus, we
normalized each participant’s data by their comfort walking speed
vp before performing statistical analysis. With a similar idea, we
normalized real data’s speed when making comparisons between the
real data and our results. The real data, being a set of trajectories from
different individuals, cannot be normalized by a particular person’s
preferred speed. We therefore use an average speed value vy, = 1.4 m /s
provided by previous research [9] to compute the normalized speed
Vp=vy/ vp, where v, is the speed from the real data.

Lateral Movement. To estimate the amount of effort participants put
into avoiding collisions, we compute their lateral movement for each
trial. In an empty space, participants would ideally walk straight from
their start point to their destination, so we assume that lateral movement
is the result of avoidance behavior. It is computed by projecting the
participants’ positions onto the line segment between their start point
and destination, and computing the distance to the projected points.

Local Density. The local density describes the participant’s surround-
ing density, and relates to the number of agents who are in their proxim-
ity at each given time. This metric reveals both the difficulty of collision
avoidance and the size of the personal zone with which participants
are comfortable. To compute the local density around each character
at each time frame, it is common to perform a Voronoi tessellation of
the space, and then compute the density as the inverse of the area of
the character’s Voronoi cell. To avoid artifacts caused by edge effects,
we adopted a modified Voronoi tessellation [43], in which an agent is

considered to be on the edge if its Voronoi cell shares an intersection
with the convex hull of all the agents’ positions. Nicolas et al. [43]
define the angle 6 that describes the fraction of the non-empty space in
each cell, such that the local density can be computed as:

0 1

pi:ﬁAj” 2)

where A; is the area of the Voronoi cell intersecting with the convex
hull of the agents. For agents that are not on the edge, 8 = 27 and thus
the local density is the inverse of the area of the Voronoi cell.

Distance to Nearest Neighbor. We aim to study participants’ tolerance
of proximity to other agents while they are walking in virtual crowds.
By assuming that they do not allow any virtual agent to enter their
minimal personal zone, we focus only on the positional relationship
between participants and the closest virtual agent. To do so, we compute
the distance to the nearest neighbor of the participant in each frame.

First vs. Last trajectories. We further investigate whether participants
behaved differently between the beginning and the end of the experi-
ment. To do so, we analyze the aforementioned normalized walking
speed and lateral movement. These two metrics focus on the individual
characteristics exhibited by each crowd member, and thus can sepa-
rately reflect the participants’ behavior during each trial. For each trial,
we compute a single mean value of both the normalized walking speed
and lateral movement, then aggregate the results across all participants.

5.2 Local Corrections due to responsive agents

To evaluate the effect of local corrections of the user-captured trajecto-
ries due to reactive agents, we take a multi-faceted approach. Due to
the novel nature of the problem (i.e., ideally, evaluating the reduction in
realism due to these local corrections), there is no established analysis
framework to rely on. Therefore, in order to provide a comprehensive
understanding, we selected several metrics for our analysis. Initially,
we investigate the effectiveness of local corrections in reducing user-
agent collisions. Subsequently, we delve into its impact on previously
generated trajectories. Specifically, we seek to answer the following
questions: How frequently is the local correction invoked? In which
parts of the agent trajectories do local corrections occur? How do the
adjusted trajectories differ from the original user-generated trajectories?

User Collision. We examine the average number of collisions between
the participant and the OMC agents in each condition. Collisions are
determined based on interpersonal distance (0.5 m threshold).

Correction Frequency. To examine the frequency of changes in OMC
agent trajectories, we count the number of responsive OMC agents
that changed in each trial. As the agent count increases with each
trial, so does the likelihood of local correction. This makes each trial
individually valuable for analysis, leading us to perform evaluations on
a per-trial basis rather than aggregating all trials.

Correction Location. We examine the trajectory modifications of all
OMC agents within each trial to understand the occurrence of local
corrections. To this end, we measure the position along the agent’s
original trajectory — expressed as the relative walking progress — where
the local correction occurs. To discern overarching patterns, we aggre-
gate the data from all participants and calculate the average position
of local correction occurrences for each OMC agent in each trial. This
approach allows us to scrutinize the relationship between trial number,
agent index, and the triggering of local correction.

Trajectory Dissimilarities. We further shift our focus to quantifying
the dissimilarities between the OMC agents’ modified trajectories and
the original ones within each individual trial. To accomplish this, we
use Dynamic Time Warping (DTW) as a metric to measure these differ-
ences. DTW offers the advantage of nonlinear matching capabilities,
allowing us to align sequences that may differ in time but have similar
shapes. It also provides a balanced integration of both local and global
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Fig. 4: a) Initial conditions of our experimental scenarios (top: Circle; bottom: Crossing Flow). Dots depict initial positions, arrows initial moving
directions, and numbers the order participants followed to act the virtual characters. b)-d) Mean trajectories under different conditions (aggregated
over participants), colored by average speed; Blue and red discs indicate respectively starting and ending locations. e) Real data used to replicate
the experiment. Equidistant 1 m guidelines (top: concentric; bottom: horizontal and vertical) provide visual information about the crossing areas.

information, enhancing the robustness of our analysis. Again, we ag-
gregate the data by averaging results across all participants to identify
possible systematic effects related to scenarios, trial number, and agent
index.

6 RESULTS

As in the previous section, we present our results in two subsections,
dedicated to the effect of contextual crowds and the effect of agent
responsiveness, respectively. Since the two experimental scenarios
were analyzed in the same way, we present their results together, while
highlighting their similarities and differences.

6.1 Contextual Crowds

To isolate the effects of contextual crowds, we only present in this
section comparisons between the 2R and 3R-X conditions, as well as
real data. Additional comparisons to the 4R-X conditions are provided
in the supplemental material for completeness.

Average trajectories. We start by reporting the average trajectories
in each of these conditions, shown in Figure 4. This figure is useful
for visual inspection and understanding. For instance, we see that the
2R and 3R-X (X represents either S or C) conditions present each
unique features, with, for 3R-X, lower speeds and more gradual speed
changes within the crossing area (the central region of each scenario).
Further quantitative comparisons are provided by Figure 5. Note that
the figure reports quantities as a function of the progression on the
trajectory, normalized by its length. Thus, 0% is the start position,
100% corresponds to the end position, and the 40% to 60% portion of
the trajectory is where the interactions are most intense.

Normalized Speed. Figure 5-a illustrates the average evolution of
the normalized speed in each condition. In the Circle scenario, we
observe that all results follow an accelerate-decelerate-re-accelerate
pattern, but the location of the deceleration phase differs: the 3R-X
results are closer to the real data, while the 2R results are significantly
different from the real data and 3R-X. SPM analysis confirms these ob-
servations by detecting significant differences between the 2R and real
data (47%-100%), and between the 2R and 3R-X conditions (2R/3R-S:
449%-88% and 2R/3R-C: 45%-80%). In comparison, the 3R results
differ significantly from the real data only at the end of the trajectory,
suggesting that participants did not come to a complete stop upon
reaching the endpoint. We observe similar trends in the Crossing Flow

scenario, although the deceleration phase is less pronounced. SPM
analysis also reveals significant differences between the 2R condition
and the real data (51%-84%), and between the 2R and 3R-X conditions
(2R/3R-S: 34%-87% and 2R/3R-C: 36%-100%). Again, few significant
differences were found between the real and 3R-X results.

Lateral Movement. Figure 5-b depicts the average lateral movement
in each condition. The 3R-X results show higher lateral movement near
the crossing area compared to both the 2R and real results. For the
Circle scenario, while SPM analysis revealed a 100% significant differ-
ence of 2R compared to 3R-X, it did not show any significant difference
with the real data. In contrast, for the Crossing Flow scenario, SPM
shows that the 3R-X results have a 100% significant difference from the
real data, while the 2R condition is only significantly different in the
0%-70% range. Other partial differences were observed between the
2R and 3R-X conditions. We highlight that 3R-S shows larger lateral
movements compared to 3R-C in the 63% to 100% phase, suggesting
that participants tend to make larger lateral movements and signifi-
cant deviations from their goal when faced with simulated contextual
crowds.

Density. While we can observe in Figure 5-c that local density is
slightly higher for the real data than for any other condition, SPM anal-
ysis shows significant differences only in extremely small areas. These
differences occur briefly in the Circle scenario (about 50% of the walk-
ing progress for 2R and 3R-X conditions), and earlier in the Crossing
Flow scenario (2R/Real: 25%-48%; 3R-C/Real: 40%-45%). For the
Crossing Flow scenario, SPM analysis also showed some significant
differences between the 2R and 3R-X conditions (2R/3R-S: 83%-97%;
2R/3R-C: 12%-30% and 64%-98%). Although the significant differ-
ences in density within the crossing area decrease in the Crossing Flow
scenario, real data still maintains the highest average density.

Distance to nearest agent. Figure 5-d shows that the analysis of
the distance to the nearest neighbor did not reveal any meaningful
significant difference between the different experimental conditions.

First vs. Last trajectories. The iterative process set by the 2R or 3R-X
paradigms results in an order for each recorded trajectory. Figure 6
shows that the 2R paradigm introduces more differences between first
and last recorded trajectories, both in normalized speed and lateral
movement. In particular, the Circle scenario exhibits a noticeable trend
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of higher speed and lower lateral movement during the first 6 trials,
indicating that participants tended to walk straight forward across the
scene, as the scene was not very populated in the beginning. The 3R-X
results, on the other hand, show consistency among different trials. This
implies that participants tended to make more similar efforts across
trials. The observation remains similar in the Crossing Flow scenario,
although the difference between conditions is smaller.

6.2 Local Corrections from Responsive OMC Agents

The effect of local corrections is now studied by comparing 4R-X con-
ditions with others. While we report the results aggregated over 4R-S
and 4R-C, as we found similar results during our analyses, the detailed
analyses are available in supplementary material for completeness.

User Collision. As shown in Table 1, the local correction strategy
effectively reduced the number of collisions between participants and
OMC agents. Although there are still some collisions, our method
generally reduced the number by half in both scenarios. This obser-
vation suggests that participants had less difficulty avoiding in the 4R
conditions than the 3R conditions. However, since the OMC agents
were only set to be responsive when the human user was nearby, they
became non-responsive afterward, leading to the final generated crowd
showing more collisions (4R-S vs. 3R-S, 4R-C vs. 3R-C), especially
in the Crossing Flow scenario. This suggests the presence of irregular
trajectories in the 4R-X results, which is discussed in Section 7.2.

Correction Frequency. Figure 7 shows the number of OMC agents
whose trajectories were modified with respect to the trial number during
the 4R process. As the recording process progresses, participants
encounter more OMC agents, leading to an increased number of OMC
agents that trigger local corrections. However, it is important to note
that participants do not induce local corrections in all OMC agents in
every trial. Using a linear regression, we found that on average 30% of
OMC agents experienced local corrections in each trial, a finding that
holds across both experimental scenarios.
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Fig. 6: Mean normalized speed and lateral movement over all participants
when acting different characters under different conditions, sorted by trial
number. While participants walked together in the real scenarios, and
therefore the real data had no order, it is overlapped on the figure for
illustrative purposes.

Correction Location. Figure 8 shows the position of local correction
occurrences across responsive OMC agents, depending on their relative
walking progress, for both scenarios. However, the two experimental
scenarios exhibit different patterns. In the Circle scenario, most local
corrections occur around the middle of the trajectory (30 to 50%),
suggesting that encounters with users occur mostly near the center of
the interaction area. Instead, a large number of local corrections in
the Crossing Flow scenario occur very close to the start of trajectory,
suggesting that numerous OMC agents trigger local corrections almost
immediately as the trial begins (approximately 40% of OMC agents
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Table 1: Average number of collisions between participants and OMC
agents across trials and participants (top), and total number of collisions
between all individuals in the final generated crowd, averaged over
participants (bottom).

Scenario 2R (OMC) 3R-S 3R-C 4R-S 4R-C
Number of collisions with OMC agents
(mean + SD over participants and trials)

Circle 1.10£0.85 130+£1.07 1.10£096 0.50+047 0471043
Crossing Flow 023 +0.19  0.37+£030 030£0.19 0.18+0.15 0.17+0.17
Number of collisions in the final generated crowd
(mean + SD over participants)

Circle 132+119 145+149 115+£112 16.6+10.1 127 £9.2
Crossing Flow 19+17 3.6+38 27+25 6.5+3.1 10.1 £4.2

become reactive in the first 10% of their performed trajectory). This
is potentially caused by the close initial proximity of characters in the
Crossing Flow scenario, which is further discussed in Section 7.2.

Trajectory Dissimilarities. As OMC agents become responsive when
upcoming collisions with users are detected (4R-X), we measured af-
ter each trial the difference between each OMC agent and its original
user-recorded trajectory using DTW. Figure 9 shows these differences
averaged over participants for each OMC agent and trial, using a matrix-
based visualization that reveals a gradual amplification of this difference
as the recording process progresses. In addition, the maximum trajec-
tory difference in the Circle scenario is approximately twice that of the
Crossing Flow scenario.

7 DISCUSSION

In this section, we first discuss the results of our analyses of the effects
of contextual crowds, as well as of local correction strategies. Then,
we further discuss the limitations of our work, and highlight possible
directions for future work.

7.1 Effect of Contextual Crowds

We first hypothesized (H1) that we could mitigate the bias caused by the
sequential generation of trajectories inherent to the Record-and-Replace
(2R) paradigm by initializing scenarios with contextual crowds, while
simultaneously generating trajectories exhibiting characteristics more
similar to real data. The results presented in Section 6.1 validate H1,
despite some differences. They demonstrated that trajectories generated
with our Replace-Record-Replace (3R) paradigm are more similar to
real trajectories in terms of speed (both scenarios) and lateral deviations
(Circle scenario) than those generated using a simpler 2R paradigm.
However, other characteristics, such as local density and distance to the
nearest character, were similar between all the conditions.

Circle Flow
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Fig. 8: Histograms of the position at which local corrections occur for
responsive OMC agents, across the 4R-S and 4R-C conditions. In the
Circle scenario (left), most local corrections occur around 30% to 50%
of the agents’ trajectories, suggesting that most local corrections occur
in the crossing area. In the Crossing Flow scenario, nearly half of the
local corrections occur at the beginning of the agents’ trajectories (first
10%), suggesting that local corrections occur mostly with the agents of
the same flow than the participants.
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Fig. 9: Average trajectory differences (computed using DTW) compared
to each OMC agent’s original trajectory. The color scale represents the
error in meters.

While some of the characteristics appear to be more similar to
real data for the 2R condition, in particular for lateral movements
in the Crossing Flow scenario, our results suggest that these similarities
may be caused by biases typically observed when relying on the 2R
paradigm. Figure 6 illustrates such biases: in early trials, when few
characters are present in the scene, walking speed is typically high and
lateral movement is low, as users rarely interact with other characters.
As the process proceeds, the walking speed of the generated characters
decreases, while lateral movement increases significantly. While the
average lateral movement in the 2R paradigm is visually more similar
to real data, this higher similarity appears to be due to extremely low
deviations in the initial trials, biasing the results. In comparison, both
walking speed and lateral movement are more consistent throughout
the generation process using 3R paradigms. These results suggest
that contextual crowds enable us to maintain constant user interactions
throughout the generation process, therefore ensuring that participants
experience pedestrian interactions that are more similar to those that
can be experienced in real life.

Let us also emphasize that previous research has already demon-
strated an increase in users’ avoidance distance in Virtual Real-
ity [27,53], compared to real situations. This raises the question of
how to evaluate the characteristics of crowd datasets generated in VR.
Ideally, the evaluation should be based on a comparison of our 3R/4R
approaches with n simultaneously immersed participants to jointly
record a n-trajectory dataset, which is technically difficult. Neverthe-
less, a very interesting related question is to search for the number m
of simultaneously immersed participants to record such an n-trajectory
dataset in a 3R manner that maximizes the dataset quality tradeoff
between efficiency (m << n) and realism (m ~ n).

Second, we hypothesized that the type of contextual crowd, whether
it is created by simulation or reanimation from existing data, would
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not significantly affect the results (H2). This is important because the
scarcity of crowd datasets would make the use of XR-C paradigms
difficult in practice, and defeat the purpose of capturing complex crowd
datasets with only a limited number of people. Indeed, our results show
that similar results are obtained between the 3R-C and 3R-S versions
we studied, as well as between 4R-C and 4R-S: no significant difference
was found between these pairs in the Circle scenario, and only slight dif-
ferences were found in the Crossing Flow scenario, where participants
showed smaller lateral movements and slower speeds between captured
than simulated agents. Our explanation is that participants took advan-
tage of the greater adaptation capabilities of the simulated agents to
adjust their strategy accordingly. These differences, however, remain
subtle. Our general conclusion about H2 is that XR-S paradigms are
more relevant in practice because the simulated contextual crowds offer
greater flexibility. An interesting direction for future work would be
to explore more deeply how simulation parameters can actually affect
participants’ self-behaviors. For example, a contextual crowd of hurried
agents would probably influence a participant differently than a crowd
of lazy wandering agents.

7.2 Effects of the Local Corrections

As participants are likely to experience unavoidable collisions when
faced with non-responsive crowds generated using 2R, our last hypoth-
esis was that providing recorded agents with responsive capabilities
would reduce the number of collisions experienced by users, while
introducing some differences in the recorded trajectories (H3).

First, the results presented in Table 1 demonstrate that using respon-
sive agents indeed reduces the number of collisions experienced by
users by approximately 50%, which partially validates H3. Interest-
ingly, the location of these collisions is influenced by the scenario, as
can be seen in Figure 8. In the Circle scenario, most of the collisions
occurred around the middle of the trajectory, i.e., the virtual agents
started to avoid users more towards the center of the interaction area
where they all converged. In comparison, most of the collisions in
the Crossing Flow scenario occurred early while recording new move-
ments, which suggests that responsive capacities were activated for
agents initially close to the user, and probably among the same walking
group. Our explanation is that, as characters started very close in the
Crossing Flow scenario, collision avoidance was activated from the
start of the trial. This suggests that the parameters chosen for local
corrections (distance of 1 m to activate the Responsive component),
might have been too conservative for this scenario. This raises the
question of whether responsive simulation should be tailored to each
scenario, vs. using fixed parameters, which is a question left open for
future studies.

In addition, results illustrated in Figure 9 show increasing differ-
ences between user-recorded and responsive-agent trajectories. This
indicates that local corrections degrade progressively the similarity to
the original user-generated trajectories, which fully validates H3. At
the moment, our understanding of what actually happens when local
corrections are triggered is still limited, which is something that we
plan to further study in the future. In particular, it would be interesting
to more finely quantify such differences, potentially relying on existing
trajectory metrics (e.g. [16]), or by including more body-movement
characteristics, which are, to our knowledge, currently rarely accounted
for in the literature for such questions.

As combining collision avoidance approaches with recorded agent
trajectories is still a challenging problem, responsive agents sometimes
displayed unrealistic behaviors compared to what we would expect
from a real person, such as sudden stops instead of more natural reac-
tions (e.g., slight detours or side-steps). Such behaviors impacted the
final trajectories, as well as the studied characteristics. For instance, as
responsive agents came to a halt to give priority to participants, thereby
reducing the number of potential collisions, this resulted in delays
relative to the agents’ original trajectory. While the agents proceeded
to catch up with their recorded trajectory at their maximum permitted
speed, this led to increased average speed in the 4R-X. Simultaneously,
only the vicinity of participants activated local corrections (towards
both participants and other agents), which were deactivated when agents

were catching-up with the recording trajectory (if participants were
sufficiently far). This led to an increased number of collisions in the
final dataset, as can be seen in Table 1. However, as we believe that
solving such local collisions is important for interactivity in such a VR-
based crowd motion capture context, it would be interesting to explore
whether more complex simulation models would provide better local
corrections in responsive OMC agents, or to explore the benefits of us-
ing post-processing local corrections. Overall, such observations raise
novel challenging questions about the general evaluation of VR-based
crowd motion capture datasets, their comparison to baseline examples,
and how to most appropriately use or adapt to their corresponding real
contexts.

8 CONCLUSION

In this work, we proposed and compared several new solutions for
recording increasingly complex and realistic crowd datasets using VR.
To this end, we proposed a new paradigm in which a participant, who
initially evolves in a contextual crowd of autonomous agents, gradually
replaces each of them to build a complete dataset from their own
locomotion data. We have proposed and evaluated different versions
of this paradigm (3R-C, 3R-S, 4R-C, 4R-S). Combining flexibility and
fidelity, the 3R-S paradigm seems, in the light of our results, the most
relevant one to implement and further explore.

Of course, our study has limitations, which we discussed in Sec-
tion 7. In particular, we are not yet in the ideal configuration to finely
evaluate the artifacts introduced by the iterative recording of individual
behaviors, which would require comparison with simultaneous VR
recordings of multiple participants. This represents technical difficul-
ties that led us to prefer comparisons with real-world datasets. We also
limited our evaluation metrics to recorded global trajectories, whereas
future evaluations could include more complex details, such as full-
body motion or gaze, which are relevant in the context of studying
collective movements.

However, our results are promising, and already allow us to rec-
ommend the use of the 3R-S paradigm in practice, which opens up
new research directions. One of our most important and immediate
follow-ups is to further explore the impact that a contextual crowd
might have depending on the simulated context. For example, with the
same starting instructions and task, could we induce different behaviors,
and therefore different datasets, by starting the recording process with
different contextual crowds, e.g., a scared running crowd or a more
relaxed one? Such an approach would facilitate the study of the prop-
agation of certain behavioral traits in collective movements, which is
extremely challenging to achieve in real situations.

More generally, we believe that the paradigm we are proposing
for recording crowd data can make it possible to make significant
progress in understanding the coupling that exists between individuals
and crowds. Until now, all experimental studies have focused on under-
standing how individual behavior and local social interactions between
individuals can give rise to specific collective patterns of behavior. But
conversely, the influence of collective movement on local interactions
is very difficult to study. Following the example given in the paragraph
above, the solution proposed in this paper opens up new opportunities
to control situational patterns in a precise and repeatable way to enable
new types of crowd experiments.
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