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Damped energy-norm a posteriori error estimates for fully
discrete approximations of the wave equation using
C-reconstructions*

T. Chaumont-Frelet! A. Ern

March 19, 2024

Abstract

We derive a posteriori error estimates for the the scalar wave equation discretized in
space by continuous finite elements and in time by the explicit leapfrog scheme. Our
analysis combines the idea of invoking extra time-regularity for the right-hand side, as
previously introduced in the space semi-discrete setting, with a novel, piecewise quartic,
globally twice-differentiable time-reconstruction of the fully discrete solution. Our main
results show that the proposed estimator is reliable and efficient in a damped energy norm.
These properties are illustrated in a series of numerical examples.

Keywords: a posteriori error estimates, finite element method, leapfrog scheme, time-
integration, wave equation

1 Introduction

Given an open, bounded, Lipschitz polyhedron Q C R¢, d > 1, with boundary 0, the time
interval J := [0, 4+00), and a source term f : J x Q — R, the scalar wave equation consists in
finding u : J X £ — R such that

i—Au=f in J x Q, (1.1a)
u=0 on J x 09, (1.1b)
u|t:0 = ﬂ|t:0 =0 in Q. (1.1C)

The homogeneous Dirichlet condition (1.1b) is considered for the sake of simplicity, and non-
homogeneous coefficients in space could be considered in (1.1a). Instead, the zero initial con-
ditions (1.1c) play a role in our analysis. Moreover, the source term f is assumed to be smooth
in time and supported away from zero. Notice that the time-smoothness assumption on f
does not preclude dealing with minimal space-regularity in domains generating corner or edge
singularities.

The model problem (1.1) is of relevance in many engineering applications, so that its nu-
merical discretization has been extensively developed and analyzed. Here, we shall focus on
the method of lines in its simplest form, where continuous finite elements are employed for the
space discretization, combined with the (explicit) leapfrog scheme as time-marching scheme.
This is one of the most frequently used methods to discretize (1.1) owing to its computational
efficiency with appropriate mass lumping techniques. Recall, in particular, that stability of ex-
plicit time-integrators for the wave equation is typically achieved under a mild CFL condition
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of the form 7 < h, which is often required for accuracy reasons anyway (here, h denotes the
mesh size and 7 the time step).

In this work, we are interested in rigorously estimating the discretization error using an a
posteriori error estimator. We aim at deriving both upper and lower bounds on the error by
the estimator, i.e., reliability and efficiency properties. Perhaps surprisingly, only few works
address this question in the literature, as compared to the vast number of references dealing
with elliptic and parabolic problems (see, e.g., [9, 10, 18, 19, 20] and the references therein).
The main obstruction for deriving reliable and efficient a posteriori error estimates for the
wave equation is the lack of an inf-sup stability framework in natural norms [21, Theorem
4.2.23]. Advances towards inf-sup stable variational formulations of (1.1) have been recently
reported in [3, 11, 21]. Moreover, in the context of boundary integral equations, we refer the
reader to [16] for a least-squares approach, and to [14] for residual a posteriori error estimates.
However, all the above formulations lead to fully coupled space-time discretizations, whereas,
in the present work, our objective is instead to cover the method of lines.

The a posteriori error analysis of the wave equation discretized with the method of lines
has been previously addressed in [2, 12, 13, 15]. On the one hand, an implicit time discretiza-
tion is considered in [2, 12, 15], either using a second-order backward differentiation formula
for the second-order time derivative or a Newmark-type scheme. The error measure is the
HY(J; H-1(Q)) N L3(J; L?(Q))-norm in [2], the L°°(J; L?(Q))-norm in [12], and the energy-
norm (H!(J; L2(Q)) N L3(J; HE(R))) in [15]. Among these three works, only [2] also derives
error lower bounds, but the efficiency result is somewhat polluted by the presence of additional
terms involving the error energy-norm. On the other hand, the (explicit) leapfrog scheme is
considered in [13], but in an infinite-dimensional setting for the space variable. This makes it
difficult to consider a finite element discretization since the time-discrete solutions in [13] must
belong to the domain of iterated powers of the Laplacian operator.

The above discussion clearly indicates that a gap remains in the literature concerning the a
posteriori error analysis of the fully discrete wave equation using the (explicit) leapfrog scheme.
The goal of the present work is to partly fill this gap. To this purpose, we rely on the approach
recently introduced in [5] in the space semi-discrete setting to bypass the lack of inf-sup stability
of the wave equation. There are two key ideas in [5]. The first one is to (abstractly) work with
the Laplace transform and distinguish low- and high-frequency components of the error. The
former can be controlled by invoking a duality argument, and the latter by invoking the time
smoothness of the source term f. The second idea is to bound the space semi-discrete error,
e, using the following damped energy-norm:

+oo
£3(e) = / {Ie)d + Ve fe2a, (1.2)

where the damping parameter p > 0 scales as the reciprocal of a time and can be chosen
as small as desired. In practice, one is typically interested in the solution up to some finite
time-horizon T}, and one then sets p to be, e.g., the reciprocal of some multiple of T,.

The main step forward accomplished herein is to extend [5] to the fully discrete setting. This
step is by no means straightforward. The key idea is to introduce suitable time-reconstructed
functions from the sequence of fully discrete solutions produced by the leapfrog scheme at
the discrete time nodes. One crucial difficulty is that reformulating the leapfrog scheme in a
time-functional setting requires introducing two time reconstructions, one which is piecewise
quadratic in time and globally of class C°, say uy,,, and the other which is piecewise quartic
in time and globally of class C2, say wy,,. The idea of introducing a time reconstruction from
values produced at the discrete time nodes by a time-marching scheme is already known in
the context of a posteriori error analysis [1]. In the context of the wave equation for instance,
a piecewise cubic reconstruction, which is globally of class C! in time, is introduced in [12].
However, the C? time reconstruction introduced herein seems, to our knowledge, a novel idea
in the analysis of the wave equation.

Using the above two reconstructions wuy, and wy,,, the leapfrog scheme can be rewritten as



follows: For all t € J and all vy, € V},,
(Wnr(t); vn)o + (Vuns(t), Vor)o = (fr(t), vn)a- (1.3)

Here, V;, C V := H} () is a finite element space and f, a suitable approximation in time of
the source term f (precise notation is introduced in Section 2). Defining the fully discrete error

€:=1u— Wy, (1.4)

the main consequence of (1.3) is that the error equation takes the following form: For all t € J
and all v e V,

(€(t),v)a + (Ve(t), Vo)a = (15 (t), v)a + (Vonr(t), Vo)a, (1.5)

where ny := f — f; represents a data oscillation term (which can be shown to decay at higher
order in time than the error itself) and

Ohr i= Uhr — Why- (1.6)

The last term on the right-hand side of (1.5) leads to a lack of Galerkin orthogonality in the
error equation. The consequence of this fact is that norms of ., appear in both upper and
lower bounds on the error. Notice that &y, is fully computable and can be viewed as a time
discretization error estimator. As confirmed by our numerical experiments, the contribution
of ;. to the a posteriori error estimator can be made small by decreasing the time step. We
also emphasize that the lack of Galerkin orthogonality is also present when dealing with the
heat equation discretized using continuous finite elements and an implicit time-scheme (e.g.,
backward Euler), as already highlighted in [9)].

Let us briefly outline our main results. Let 5p2 (e) be the damped energy norm of the fully
discrete error e = 4 — wp, (see (1.2). Our main result in Theorem 4.3 below states that, up to
higher-order terms (h.o.t.),

+oo 10 .
£2(e) < A2 ;:/0 {ni(t)Jr ?HV(S;W(t)H?z}e_m’tdt+h.o.t. (1.7)

with
N (t) := [[Wnr (t) — Aunr (t) = fr(E)] -1(0)- (1.8)

Notice that the error estimator, A,, defined in (1.7) is the sum of two terms, which may be
linked, respectively, to the space and the time discretization errors. Moreover, since wp, —
Aup, — fr enjoys a Galerkin orthogonality property at all times t € J owing to (1.3), the a
posteriori estimator 7,(t) can be bounded by any technique available in the elliptic context,
e.g., of residual-type or based on flux equilibration. A converse bound on 7, is established in
Theorem 5.1 under a CFL constraint on the time step, namely (up to a constant independent
of the mesh size h, time step 7, and damping parameter p)

+oo
/ W (e 2 dt < £2(e) + /
0 0

Thus, if the term

+oo 1 .
{||V6h7(t)||2 + ?HV&hT(t)H?Z}e’?ptdt thot.  (1.9)

+o0 1 .
D ;:/O {19800 012 + 51V (Ol e (1.10)

is added to the error measure and to the estimator by setting gpz(e) = &2(e) + D2 and /N\f) =
A2p + D; one obtains the following reliability and efficiency result:

/N\?) —hot. < gﬁ(e) S /N\?) +h.o.t. (1.11)



Incorporating a fully computable term like D, in the error and the estimator is standard in
other contexts, such as discontinuous Galerkin discretizations of elliptic problems [17]. In our
numerical experiments on the wave equation, we observe that A, controls £, by a factor of at
most 10.

The remainder of the paper is organized as follows. We make the continuous and discrete
settings precise in Sections 2. We present the time reconstructions in Section 3, where we
also investigate their accuracy. Sections 4 and 5 are, respectively, dedicated to establishing
the upper and lower bounds on the error. We present numerical examples in Section 6. In
Appendix 7, we derive some stability results on the leapfrog scheme in the damped energy
norm. These results are useful in establishing the error lower bounds, but we believe they are
of independent interest. Finally, in Appendix 8, we derive, for completeness, an a priori error
estimate on the exact solution to the wave equation in the damped energy norm.

2 Continuous and discrete settings

In this section, we present the continuous problem and state its basic stability properties in
the damped energy norm. Next, we present the discrete setting based on continuous finite ele-
ments for the space discretization and the leapfrog scheme for the time discretization. Finally,
we recall the classical CFL stability condition for the leapfrog scheme, and we introduce an
approximation factor quantifying how well the finite element space approximates some dual
solution which is used to establish the error upper bound.

2.1 Time and frequency domains

We use standard notation for the Lebesgue, Sobolev, and Bochner—Sobolev spaces. In par-
ticular, (-,-)q denotes the inner product in L?(f2) and || - ||o the corresponding norm, and
we employ the same notation for vector-valued functions with all components in L?(£2). For
any Banach space Y composed of functions defined over €2, and for any integer r > 0, we set
Ci(J;Y) =={v e C"(J;Y) | f") € L=(J;Y)} and CZ (J;Y) := {v € C*(J;Y) |v(0) = ©(0) =
0}. Moreover, for every function ¢ € H'(J; L2(Q)) N L2(J; V) with V := H}(2), we define its
damped energy norm as

+o0 .
@)= [ {1601+ IVel e ar (21)

We assume that the source term satisfies f € C2(J; L?(£2)) and that it is supported away
from zero. It is then natural to seek for a strong solution u € C§ (J; L*(Q)) N C°(J; V) such
that

(i(t),v)a + (Vu(t), Vu)a = (f(t),v)q, VteJ, YveW. (2.2)

Notice that the boundary condition (1.1b) is encoded in the fact that u € CY(J; V), and the
initial conditions (1.1¢) are encoded in the fact that u € C§ (J; L*(12)).

A convenient way to handle the damped energy-norm introduced in (1.2) is to work in the
frequency domain. To this purpose, we consider the Laplace transform

+o0
0(s) == / v(t)e sdt, si=p+iveC, R(s):=p>0, 3(s):=v, (2.3)
0
for any function v € L*°(J;Y) so that the integral is properly defined. We observe that the

damping parameter p > 0 introduced in the error measure determines the real part of the
complex frequency s. A key property of the Laplace transform is that

oo 2 2pt prHice 2
| et = [ )i (2.4)
P

—ioco



For all s € C, we define the sesquilinear form by on V x V with V := H}(Q; C) such that

bs(éaﬁ) = 82(&76)9 + (V(ﬁ v’{})ﬂ (25)
In the frequency domain, (2.2) can be rewritten as

bs(i(s), ) = (f(s),0)q VseC, VoeV. (2.6)

2.2 A priori estimates on the exact solution

Defining the “frequency-domain energy norm” as
Boll? = [sl28]13 + Vol Vo eV, (2.7)
the key stability property of the sesquilinear form b, defined in (2.5) is
pllo)? = R(bs(d,50)) VeV, (2.8)

Lemma 2.1 (A priori estimate). Assume that u € CL(J; L2(Q)) N CL(J;V). The following
holds:

+oo
ﬁwséé 1 £ ()12t (2.9)

Proof. Owing to the stability property (2.8), we infer that, for all s € C,

pli(s)]?* = R(bs (a(s), si(s))) = R(f(s), sii(s))a < | F(s)[lalla(s)]-
Hence, we have .
las)ll < ;Hf(S)IIn vs e C. (2.10)

The assertion follows from si(s) = @(s) and (2.4). O

2.3 Discrete problem

The space discretization is realized by means of a conforming finite element method (FEM).
We assume that 2 is a polyhedron and consider an affine simplicial mesh 7; that covers €2
exactly. The subscript h refers to the mesh size. Let V}, C V be the continuous FEM space
built using Lagrange finite elements of degree £ > 1. The time discretization is realized by
considering an increasing sequence of discrete time nodes (t"),ecn (conventionally, 0 € N). For
simplicity, we assume a constant time-step 7 so that t" = nr for all n € N. Recalling that the
damping parameter p is such that pT" > 1, where T' is some observation time-scale, we make
in what follows the following mild assumption:

pr < 1. (2.11)

The second-order time derivative in the scalar wave equation is discretized by means of the
leapfrog (central finite difference) scheme. The fully discrete wave equation consists in finding
the sequence (U"),en C V)Y, ie., U™ € V, for all n € N, such that

1
(U =20+ UM oo + (VU Von)a = (f",on)e ¥ > 1, Yop € Vi, (212)
with f" := f(t") and the initial conditions U’ = U! = 0. (Recall that f(0) = 0 by assumption.)

Remark 2.2 (Time-horizon). In practice, one fizes a finite time-horizon T, = N1 for some
positive integer N and computes only the first N steps of the scheme (2.12).



2.4 CFL condition

It is well-known that the leapfrog scheme is conditionally stable under a CFL condition. This
condition is not needed in our analysis to derive the error upper bound, but it is invoked in
the error lower bound. To state the CFL restriction, one introduces on V;, x V}, the bilinear
form

th(vh,wh) = (vh,wh)g —72(Vvh,th)Q. (213)

Then, for all up € (0,1), there exists 7*(up) > 0 such that, whenever 7 € (0,7*(p0)], the
following holds:

po(vn, wp)o < Mir (v, wr) < (v, wr)a  Yoi, wy € V. (2.14)

(Notice that the second bound is trivial.) One can take yp = 1 in what follows to fix the
ideas. Invoking an inverse inequality, one readily shows that 7*(u9) < Chmin, Where Ay, is
the smallest diameter of a mesh cell and the constant C' depends on pg and the shape-regularity
parameter of the mesh 7;,. We leave the dependence on the latter parameter implicit and write
the CFL condition in the form

T S C(‘Lto)hmin, (215)
for some positive constant C(ug) such that (2.14) holds true for some g € (0,1).

2.5 Approximation factor

As in [5], the derivation of the error upper bound involves a duality argument. To this purpose,
for all § € L*(Q;C), we consider the solution X, € V to the adjoint problem bs(w,%,) =
|s|%(1, §)q for all W € V. We define the approximation factor

(k)= sup  min [|[V(xy — in)lle, (2.16)
GEL?(%C) On€Vh
Islllglle=1

where Vj, is the complex-valued version of the finite element space V}, introduced above.

Lemma 2.3 (Bound on approximation factor). The following holds:

xs(h) < min {Z CoappCenth?057% s (1 + |Z|) } (2.17)
where Lo = diam(Q) is a global length scale introduced for dimensional consistency, Capp is

related to the approzimation properties of the finite element space Vh, and 0 € (%, 1] and Ceoy
are related to the elliptic reqularity shift in €.

Proof. Let g € L*(©;C) be s.t. |s||g]lo = 1. Invoking (2.8) and taking ?;, = 0 readily shows
that sl
. . s

Vs (h) < IVxglle < IXgll < e

Moreover, invoking elliptic regularity in Lipschitz polyhedra (see [7, p. 158]), we infer that there
are 6 € (3,1] and Cen > 0 such that || X[ g1+0(q) < Cenld|[Axglle. Using the approximation

properties of the finite element space V}, to bound the minimum over ¥y, in (2.16), this gives
Hv(f(g - f)h)”Q < Capphoé§179||92g||Hl+9(Q) < CappcellhogslfenAf(g”Q
S Cappcellhegg)ielsl (1 + %)7

where the last bound follows from Ay, = s%Y, — [s%4, |s|l|ldlle = 1, and |s|||X,4lle < X4l <

Isl O
P



For any cutoff frequency w > 0 and any damping parameter p > 0, we set

Ypw(h) = max v,(h). (2.18)
e

Bounds on 7, (h) are readily derived from Lemma 2.3. For instance, 7, (h) < (1+ (%)2)%.
More importantly, fixing w > 0 and p > 0, we infer that v, (k) — 0 as h — 0.

3 Time reconstructions for the leapfrog scheme

In this section, we introduce two time reconstructions defined on sequences in V},. The two
reconstructions satisfy an important commuting property with the second-order (discrete) time
derivative and allow us to rewrite the leapfrog scheme in a time-functional setting.

For all n € N, we consider the time interval J,, := [t",t""1). Let Y be a Banach space
composed of functions defined over 2; typical examples include Y = V},, Y = V or Y = L?(Q).
Given a polynomial degree ¢ > 0, we define the following broken polynomial space in time:

PYJY) i= {vpy € L®(J;Y) | onr|s, € PY(J,;Y) V¥ € N}, (3.1)

where P!(.J,,; Y) is composed of Y-valued time-polynomials of order at most £ restricted to .J,,.

3.1 Definitions and key properties

Consider a sequence V := (V"),en in Y. Henceforth, any such sequence is extended by zero for
negative indices, i.e., we conventionally set V™! = V=2 = ... := 0. The first time reconstruction
we consider is the function

R(V) € P2(J;Y)NCJ;Y), (3.2)

which is defined such that, for all n € N and all t € J,,

Vn+1 _ anl Vn+1 —y" + anl 1
V)(t) =V —————(t — " —(t—t")2.
R(V)(t) i= V" 4 —————(t = ") + = SE—t")

(3.3)

Notice that R(V) is the restriction to J,, of the Lagrange interpolate at the discrete time nodes
tn=L ¢n ¢t While the fact that R(V) € P%(J,;Y) is obvious by construction, we now justify
the claim R(V) € C°(J;Y).

Lemma 3.1 (Time-reconstruction). Let R(V) be defined by (3.3). Then, R(V) € C°(J;Y).
Proof. For all n € N, we observe that

Vn+1 _ Vn—l Vn—i—l —9\yn + Vn—l

=Vt = R(V) (¢ ).
5 + 5 (V)(E"™)

R(\V)(" )y =Vv" +

This completes the proof. O

The second time reconstruction provides C2-smoothness in time, and its construction hinges
on piecewise quartic time-polynomials. Specifically, we consider the time-reconstructed func-
tion

L(V) € PA(J;Y)NC*(J;Y), (3.4)

which is defined such that, for all n € N and all ¢t € J,,

Lt 35

1 1
L(V)(t) :== " + B™(t —t") + 4" = (t —t")* + 5"6@ —t")3 4" 51

2



with the coefficients

_ 3vn+1 + 17vn + 5vn—1 _ Vn—2 _ 5vn+1 + 3vn _ 9vn—1 + Vn—2

" " 3.6

“ 24 ’ A 197 . (3.6a)
Vn+1 _o\yn Vn—l Vn+2 _ 2vn+1 2vn—1 _ Vn—2

e + , 5m — + . (3.6b)

7'2 27’3

Vn+2 _ 4vn+1 6V — 4vn71 Vn72

€= + 7 + . (3.6¢)

T

As above, the fact that L(V) € P*(J,;Y) is obvious by construction, and we now justify the
claim L(V) € C%(J;Y).

Lemma 3.2 (Smooth time-reconstruction). Let L(V) be defined by (3.5)-(3.6). Then, L(V) €
C3(J;Y).

Proof. Let us set v := L(V). For all n € N, elementary manipulations show that

1 1 1
(") =" + BT A ST+ 5"673 +e" =1t ="t = ("),

2 24
1 1
,[)(t'ri+1) _ Bn +’Yn7'+5n§7'2 +6n673 — ﬁn—i—l _ ,[)(tn-‘rl),
1
BT =" 4+ 67 + 6”57'2 =" = (.
This concludes the proof. O

Remark 3.3 (Counsistency). Elementary manipulations of Taylor polynomials show that in the
case of a sequence V such that V" = v(t") for some smooth function v € CO(J;Y) supported
away from zero, the coefficients defining the time-reconstructed function L(V) in (3.6) are such
that o™ = v(t") + O(7%), ™ = H(t") + O(7?), Y™ = i(t") + O(7?), 6" = V' (t") + O(7?), and
€ ="V (t") + O(7?).

Consider a sequence V := (V"),¢cy in Y such that VY = 0. Define the sequence (62V"),en
such that 62V" := L (VT —2vm 4 V=1 for all n € N. (It is legitimate to set 62V~ = 0
since V0 = 0.)

Lemma 3.4 (Commuting with second-order time derivative). The following holds:

d2

L)) = R(SZV)(t) Vte T (3.7)
Proof. Since L(V) is of class C? and R(62V) is of class C° owing to Lemma 3.2 and Lemma 3.1,
respectively, it suffices to establish the identity (3.7) for all ¢ € J,, and all n € N. Recalling
the definitions in (3.6), elementary manipulations show that the coeflicients v", 6™, and €
defining L(V) satisfy

n

g2y g2ynt

| B2Untl202yn 4 g2yne
2T ’ o T ’

n __ £2\/mn n
= 0:V", ) 5

As a consequence, we have

2
1
%L(V)(t) =" (1) (1" = RENV)() Vi€ T, Yn e,
This concludes the proof. O



3.2 Rewriting of leapfrog scheme

The commuting property established in Lemma 3.4 allows us to rewrite the leapfrog scheme in
a time-functional setting. Let us set

fr = R(F) € P?(J;; L*(Q)) N C°(J; L*(Q)) with F":= f(t")Vn € N. (3.8)

Notice that the sequence (F™),en can indeed be extended by zero for negative indices since f
is supported away from zero. We also set

upr == R(U) € P2(J; Vi) NC°JT; V), wpy = L(U) € PY(J; Vi) NC3(J; V), (3.9)

where the sequence U := (U"),en solves the fully discrete scalar wave equation (2.12). The
sequence of accelerations is defined as A := (A™), ey with

1
A" = 520" = ﬁ(U"“ —2u" + U™ vneN. (3.10)
Notice that A = 0 by definition and that it is legitimate to set A= = A=2 = ... = 0.

Lemma 3.5 (Time-reconstructed wave equation). The following holds:
(W (t),vp)a + (Vups(t), Vop)a = (fr(t),vn)a YVt € J, Yo, € V. (3.11)
Proof. Since the fully discrete wave equation can be rewritten as
(A" vp)a + (VU™ Vur)a = (F*,up)a Vn €N, Vo, € V3,

the claim follows by applying the time-reconstruction operator R to this equation and invoking
2
Lemma 3.4 which gives R(A)(t) = 45 L(U) = tp,(t). O

3.3 Stability and approximation properties

In this section, we investigate some stability and approximation properties of the time recon-
struction operator R. In what follows, for positive real numbers A and B, we abbreviate as
A < B the inequality A < CB with a generic constant C' whose value can change at each
occurrence as long as it is independent of the time step, the mesh size, the damping parameter
p, and, whenever relevant, any function involved in the bound.

Lemma 3.6 (Stability). Let V := (V"),en be a bounded sequence in'Y and set V"2 =
L(vntl —Vn). The following holds:

“+o00
| IR e £ 3 v e (3.120)
0 neN
+Oo . 1 n
[ 1RO e < 3 i g (3.12b)
0 neN

Proof. Invoking inverse inequalities in time shows that [|R(V)|| s (s,;v) S maxse(—1,0,1} [V [y
This gives that

+o0
R(V 2 —2ptdt< Vn+6 2 _—2pt"
[ R S S e Ve

whence (3.12a) follows since p7 < 1 (see (2.11)). The proof of (3.12b) is similar and uses that
IRV Lo (,7) S max([[VP72 Iy, VP2 y). O



For a function v € C°(J;Y) supported away from zero, we set V" := v(t") for all n € N (so
that VY = v(0) = 0 by assumption). We extend v by zero for t < 0 and we set V™! = V=2 =
...:= 0. We now bound the approximation error v — R(V) assuming enough smoothness of v
in time.

Lemma 3.7 (Approximation). The following holds for every function v € C3(J;Y) supported

away from zero:

+oo —+oo
/ I(v = R(V))(®) [T e 2"dt < TG/ 15 ()| e 2" dt, (3.13a)
0 0

+ o0 400
/'|%w—3wmm@fwms#/'nvwﬁfmm. (3.13b)
0 0

Proof. Let v € C3(J;Y) be supported away from zero and set V" := o(t"), V" := (t") for all
n € N.
(1) Proof of (3.13a). We observe that

+oo
/ nw—mem@fmﬁs§ja%”/H@—mem@w (3.14)
0 neN In

Let n € N and t € J,. Using a third-order Taylor expansion of v with exact remainder, we
observe that

1
(v—=R(V))(t) = AT (t —t") + Agi(t —t")% + As(t), (3.15)
with
T e A VA o A 1
A=Vt - A=V - + . As(t) ;:5/ (t — 5)%%(s)ds
T T tn

Invoking first-order Taylor expansions with exact remainder gives

7:n-%—l tm

vt [ ids, vt vt [ e e i,
tn tn—1
We infer that
1 ¢+l 1 tn 1 tntl
At = / U ()i(s)ds — 5 | 4t (s)i(s)ds = 5 / " () (i(s) — 9(5))ds,
tn e tn

with 8 := 2t" — s and ¥ denotes the hat basis function in time having support in [t"~1,#"+1]

and satisfying 4" (") = 1. Since [[i(s) — 6(3)lly < [°[5(0)|vdo < 73 ([ |[5(0)|2do)?
for all s € [t",¢" "], we infer that
tn+1
N T

tn—

Moreover, using second-order Taylor expansions with exact remainder gives

tn+1

1
Al = 7/
2 t"’L

tn+1

18315 7 [ () don
tn—

VP 5 [ 0P,

so that

10



(Here, it is not necessary to invoke the fourth-order derivative of v to gain an extra power of
7.) Finally, we have

tn+1

18alogs, S7° [ 15 @IRde Vee I,

tn

Combining (3.15) with the above bounds gives

tn+1

/ I(v = RV)@®)-dt S 7(r?IATIT + HIASIE + [As]20(s,vy) < TG/ 1% (o)15-dor.

n

Using this estimate in (3.14) gives

+oo . ¢+l
/’ (v = ROV)) (1) |3 e 2tdt S 70 o2t /, 15 (8)13dt,
0 neN gt
and the assertion follows from
tn+1
= [ e [ EoRe e [ e
tn— n—1 n

recalling that p7 < 1 owing to (2.11).
(2) The proof of (3.13b) is similar and is only sketched. We observe that for all ¢ € J,,,

d

ﬁ(v —R(V))(t) = AT + AR (t — t") + Au(t),
with Ay(t) := fttn (t — s)v'(s)ds. Using the above bounds on ||AT|ly and ||A% |y together with
||A4||200(J”;Y) <73 L’TH |3(s)||2-ds readily proves (3.13b). O

3.4 A priori estimates on the time-reconstruction error

The rewriting of the leapfrog scheme in a time-functional setting naturally leads to the notion
of time-reconstruction error defined as

(;h.,-(t) = uh.,-(t) — th(t) vVt € J. (316)

The goal of this section is to derive some a priori estimates on the time-reconstruction error. It
is natural to expect that this quantity is second-order accurate in 7. We now establish a more
precise result using the damped energy norm. Recall that &, € C°(J;V},) and wy,, € C?(J; V4,),
so that the weak time-derivatives 8, and Wy, can be evaluated by computing locally the time
derivative(s) in each time interval .J,,.

Lemma 3.8 (Bound on time-reconstruction error). Assume that the sequence (U™),en solves
the leapfrog scheme (2.12) with the initial conditions U® = Ut = 0. Let up, and wy, be defined
in (3.9). Assume that f € C3(J;L*(Q)). Assume the CFL condition (2.15). The following
holds:

too . 7‘4 +oo .
/ n%ﬁm&*%hs;/’|mm%fwﬁ, (3.17a)
0 0
oo 2 2 o[t i 2 211 % 2 2
| vt < T [T {101+ T @ e (3.071)
+OO . 4 +m cee
| v a s T [ F e (3.17¢)
In addition, we have
oo 2 2pt 1 oo r 2 2pt
A ww@prﬁs;A |Ft)2e 2t (3.17d)
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Proof. Recall the definition (3.10) of A and set A"tz := L(AnFL4A™), Arts = LAt _Am)
for all n > —1. A direct computation shows that for all ¢t € J, and all n € N,

1 1 . 1 T

-2 — — (A" 2 A"3) -

T O (8) = (AT A TAT) = 35

+ (AR - AT (1),

Anben(e) + %(AM% Ty e d ()

: 1. 1, . : . .
() = = AT AT R AT + (A - AT hG),

Wpr (1) = 5 (A™F5 4 ATTE) - (AR — AR (),

where we used the shorthand notation (7 (t) := & -1 (t — t™)™ for all m € {0,...,4}. Notice

m! Tm

that all of these polynomials are bounded on .J,,. Hence, we have

+OO . . .
/ 16 (D) Be 200t < 74 37 (JAP 3 + AT E2) / e 201 dt
0

neN In

<73 (AT 4 JA [3)e 20"
neN

STt YT AT e (3.18)
neN

where we used that A=2 = 0 and pr < 1 (see (2.11)). Similarly, we have

+OO M n
[ N @lpe2iar s 3 rlin s e (3.190)
0 neN
+oo
/ Von(t)||he 2 tdt < 7 Z T(\|VA"+% |12 + 72| VA2 13)e 2", (3.19b)
0 neN
+Oo n
| 1980l e s 7 3w ATE e (3.19¢)
0 neN

We can now invoke Lemma 7.3 (see Appendix 7) to conclude the proof. Indeed, (3.17a) and
(3.17d) readily follow from (7.7a), (3.18), and (3.19a). The estimate (7.7a) can also be used
to bound the first term on the right-hand side of (3.19b). To bound the second term on the
right-hand side of (3.19b) as well as the right-hand side of (3.19¢), we invoke (7.7b), recalling
that B" := L (Un+! —3U" +3U"~1 —U"—2), B"+3 := L(B"+1 +B"), B := L(B"*' —B"), s0
that B"** = A"z (notice that B™ is meant to approximate the third-order time-derivative).
To conclude, we observe that
. 1 1 . 1 1 1 1, - 1

[VA™H o = VB o < [VB"*Ha + 57 VB Hla < VB o+ 5(1 = n) 1B+ o,

where we used (2.14) owing to the CFL condition. O

4 Asymptotically constant-free error upper bound

Our goal is to bound the error e = u — wy, (see (1.4)), where u is the exact solution and wp,,
is the C%-reconstruction of the fully discrete solution defined in (3.9). The evolutionary PDE
governing the error can be written as

(E(t),v)a + (Ve(t), Vv)a = (ns(t),v)a + (R(t),v) VteJ Yvel, (4.1)
where we introduced the data time-oscillation term 7y € C°(J; L(€2)) such that
ny(t) := ft) = f=(1), (4.2)

12



and the residual R(¢) € V' associated with (3.11) such that
<R(t),v> = (f.,-(t),l))g - (ﬂ'}h.,-(t),l))g - (Vw}”(t), VU)Q Yv € ‘/, (43)

with the brackets denoting the duality pairing between V'’ and V. The ||-||y-norm is defined
by equipping V with the H'-seminorm, i.e., we set [R(t)|lv/ := sup,cv, |volq=1 [(R(t),v)].
The key consistency property we shall use for the residual is the following perturbed Galerkin
orthogonality:

(R(t),vn) = (Vonr(t), Vop)a Yun € Vi, (4.4)

recalling from (3.16) the time-reconstruction error defined as 5, (t) := up,(t) — wp-(t). We
also introduce the modified residual RT(t) € V' such that R (t) := R(t) — Vin, (1), i.e.,

(RY(t),0) = (f+(t),v)q — (Wn(t),v)0 — (Vun(t), Vo)g Vv €V, (4.5)
which satisfies the exact Galerkin orthogonality
(RY(t),vp) =0 Yo, € V. (4.6)
In the frequency domain, using obvious notation, the error equation (4.1) becomes
bs(é(s),0) = (f(s), D) + (R(s),0) VseC, VieV. (4.7)

We now derive two bounds on ||é(s)]|, respectively called low-frequency and high-frequency
bounds because in our final error estimate, the first bound will be used for |s| < w and the
second bound for |s| > w, where w > 0 is a cutoff frequency.

Lemma 4.1 (Low-frequency bound). The following holds for all s € C:
. 5 5 8 o 9.
eI < IR()I1F + 8ys(R)*IRT(s)]1F+ + EIIWM(S)II?) + ?HW(S)”?)» (4.8)

with the approzimation factor vs(h) defined in (2.16).

Proof. We need to bound |[s[|é(s)[|o and [[Vé(s)||q for all s € C.
(1) Bound on [s|[|é(s)[l- Let Xe(s) € V solve the adjoint problem b, (1, Xc(s)) = |s|*(w, é(s))q
for all @ € V. The stability property (2.8) readily implies that

plIXe ()1 = R(bs(Xe(5): 5%e(5))) = R(5[s[*(Xe(s), e(s))e) < IsPIxe(s)]e(s) ]l
so that sl
~ S ~
IXe(s)ll < ;ISIIIe(S)IIQ-
Moreover, testing (4.7) with ¢ := X.(s) gives
s 16(s)1& = bs(E(s), Xe(s)) = (p(5), Re(s))a + (R(s), Re(s))
= (714(5), Re())a + (Vonr(s), VXe(8))a + (RT(5), Xe(s) — o (s)),

where we introduced the Laplace-transformed modified residual, Ri (s), and we exploited the
exact Galerkin orthogonality property (4.6) to introduce in the rightmost term an arbitrary

discrete function 9,,(s) € V}, for all s € C. Owing to the Cauchy—Schwarz inequality and the
above bound on ||x.(s)||, we infer that

1

(75(8): Xe(8)a + (Vonr(s), VXe(s)al < (I ()3 + IIVghT(S)II?z)%HIH&(S)HI

< (s ()lE + IIVghT(S)II?z)%%ISIHé(S)IIQ-
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Here, we used that dp,(s) = sopr(s). Moreover, recalling the approximation factor vs(h)
defined in (2.16) and since vp,(s) is arbitrary in V4, we have

. (isr)liv [(RT(5), Xe(5) = n(5))| < v (W) IR (s)][v|slllé(s)e-

Putting the above bounds together gives
; Lo o2 : 2\3 51
[slllé(s)lla < ;(”nf(S)HQ + [ Vone (s)lI5)* + s (MR (s)[lvr = T
(2) Bound on ||Vé(s)||q. Since ||[Vo||Z = bs(d,0) — s2||0]|3, for all & € V, we have

IVE(s)IIy < 1bs(é(s), é())] + T2,

and it remains to bound the first term on the right-hand side. Testing (4.7) with ¢ := é(s)

gives
bs(é(s),e(s)) = (5 (s), é(s))a + (R(s), é(s))-
Using the Cauchy—Schwarz inequality and p||é(s)|la < [s]||é(s)|lq < T, this implies that

165 (&(s), (s))| < IR (s) v V() o + %Hﬁf(s)”QT-
Putting the above bounds together gives
IVe()lE < IR(s) v IIVe(s)lla + %“ﬁf(S)HQT +72.
Using Young’s inequality and re-arranging the terms, we conclude that
IVe()li& < IR(s)II + %llﬁf(S)H?z +37%
(3) Bound on [|é(s)]|?>. Combining the bounds from Steps (1) and (2) yields
lle(s)lI* < IIR(s)II + ;12”771‘(3)“?1 +477.

The claim follows from Y2 < p%Hﬁf(S)H% + p%HV(ShT(S)H?z + 29, (h)2 || R (s)|3. O

Lemma 4.2 (High-frequency bound). The following holds for all s € C and for all r > 0 such
that f € CL(J; L*(Q)):

R 1 2 . 21—
le(s)ll < ;(llWhr(S)H?z + I (s)11E) * + oTsl" 1F0(5) |- (4.9)
Proof. The triangle inequality gives
lle(s)Il < lla(s)ll + llon- (),
and we bound the two terms on the right-hand side.
(1) Owing to (2.10), we infer that
1,4 11—
a)ll < =1fs)la = = =17 (s)llas
lla(s)ll pll Ol p |S|T|| )l

where the last equality follows by invoking the smoothness of the source term f in time.
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(2) Taking the Laplace transform of (3.11) and re-organizing the terms gives

be(nr (), 0) = (f(s), 0)a — (7 (5),0)q — (Vonr(s), Vi)o VseC, Ve V.

Owing to the stability property (2.8), we infer that

pllnr ()7 = R((f(s), stnr () = ((5), snr (5))a = (Vonr (), sVidnr (s))e)

1
2

< {176 la + 175(3)l0)” +1Vonr (5)1 } Ninr ()] (4.10)

Bounding || f(s)]|q as in Step (1) and using that ((a+b)%2+c2)z < a+ (b2+¢2)? for nonnegative
real numbers a, b, ¢, we infer that

11 = 1,,. 2
G 1F (s)lle + ;(HW(S)H?} +[[Vonr(s)2) >

N

[on-(s)Il <

Putting the above two bounds together proves the claim. O

Theorem 4.3 (Error upper bound). Let the error e € C%(J; V) be defined in (1.4) and recall
the definition (2.1) of the damped energy norm. Let the functions n¢(t) € L*(Q) and 6, (t) € Vi,
be defined in (4.2) and (3.16), respectively, and let the residuals R(t), RT(t) € V' be defined
in (4.3) and (4.5), respectively. Let the cutoff frequency w > 0 and the parameter p > 0 be
fized, and let the approzimation factor v, . (h) be defined in (2.18). Let r > 0 be such that
f € Cr(J; L3(Q)). The following holds:

“+oo
£ (e) < /0 {”R(t”%/' + 89w (2RI}

8 1
2

10, . 11
V- ON1E + = llnr @)1
+ 7 Vo ()lle + = I ()16 + s

If(’”)(t)ll?z}e‘mdt- (4.11)

Proof. Owing to the identity (2.4), we infer that

p+ioco
A 2
lléCs)llcds-
[eS)

+oo
£2(e) = / [Ie@I3 + Vet e2tdt = /

p—i

We split the integral on the right-hand side depending on whether |s| < w or |s| > w. Owing
to Lemma 4.1 and the definition of 7, ., (h), we have

prhiee 2 prrico 5 2 2195 2
/ e G 1s)<wyds < / IR + 89p (B[R ()15
p

—ioco p—ico
8 2 s 9.
+ ;IIW}W(S)IIQ + ;IIW(S)HQ ds,

where 14 denotes the characteristic function of the subset A C C. Moreover, invoking
Lemma 4.2, we infer that

8 1
p72w2r

price 2 price 2 R 2 2. 2 M 2
[Tt izt < [ { SISl + 5T s
p

=
—ioco p—ico p2
Putting the above two bounds together proves the assertion. O

Remark 4.4 (Theorem 4.3). The estimate (4.11) bounds the damped energy norm of the error
(recall that the damping parameter p is typically proportional to the reciprocal of the simulation
time Ty ) in terms of the dual norm of the residual, R (representative of the space discretization
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error), the time-reconstruction error, o, (representative of the time discretization error), the
data time-oscillation term, ny, and a term depending on higher-order time-derivatives of f
which can be made as small as desired by choosing the cutoff frequency w. Once the cutoff
frequency and the damping parameter are fized, the approzimation factor~, . (h) can be made as
small as desired by taking h small enough (see (2.17)). Finally, we observe that the data time-
oscillation term converges to third-order in T owing to Lemma 3.7 provided f € C3(J; L?()).

5 Error lower bound

Let V), be the collection of the mesh vertices, which we split into the collection of interior
vertices, Vi, and the collection of boundary vertices, VP. For all @ € Vj, let w, denote the
(interior of the) support of the hat basis function 1), attached to a. Let us define the functional
space

Vo {{v € H'(w,), (v,1),, =0} ifacVi, 51)

- {v e H'(wa), v|r, =0} if a € VP.

where Ty := {& € Owq | Ya(x) # 0}. We localize the residual R(t) € V' by introducing
the linear form R4 (t) € V., such that (Rq(t),v) := (R(t),¥qv) for all v € V,, where on the
right-hand side ¥4v is understood to be extended by zero outside wg. The dual norm of the
local residual is defined such that

[Ra(®)llv; == sup [(Ra(t), v)]- (5.2)
VEVG,||VY|lw, =1

A well-known fact exploiting a local Poincaré inequality in Vj, is that (see, e.g., [10, §3.2])
h;1|wa0”wa +IVWav)lw, < ClIVV[|w, Vv € Ve, (5.3)

where h, denotes the diameter of w, and the constant C' only depends on the mesh shape-
regularity. Observe that he < h.

Theorem 5.1 (Error lower bound). Assume f € CLT'(J; L*(2)). Assume the CFL condi-
tion (2.15). The following holds:

+o00o 400
| IROBes [ Ol + 195 01, e

acVy

+o0 too
Jr/ > ||V€(t)||iae’2”tdt+w2h2/ le(t)|Be20tdt
0 0

acVy,

+oo h2 1 h2 .
r+1 2 2 —2pt
+ [ S @R+ SO 64

Proof. (1) The triangle inequality gives |R(t)|v: < |RT(t)|lv: + [[V6nr(t)|lq, where RT(t) €
V' is the modified residual defined in (4.5). Owing to the partition-of-unit property of the
basis functions, we have [|[Von,(t)[|3, < Y qey, IVOn-(t)[2,, and we are left with bounding
IR ()l

(2) A classical argument (see [4, 6] and [8, Prop. 34.7]) shows that it is possible to bound
|RT(¢)|lv by the Hilbertian sum of the local residual norms ||R},(¢)||v; over the mesh vertices.
Let us briefly recall the argument for completeness. Let v € V with ||Vv|q = 1. For all
a € W, set g = ——(v,1),, if @ € V}iw and 74 := 0if a € VE. Then, v|y,, — Ua € Vq

= Twal

for all a € V}. Exploiting the partition of unity property Zaevh g = 1 and the Galerkin
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orthogonality property (4.6) which gives (R (t),%q04) = 0 for all @ € V},, we infer that

(RI(t),0) = D (RI(1),¢av) = Y (RI(1),¢a(v — Ta))

acVy, acVy,
1 2
= 3 (R0 - ) Z:R*HMWﬂ%_d+“{Z:R*Hw},
acVy, acVy acVy

where the last bound follows from the Cauchy—Schwarz inequality and the fact that every mesh
cell is covered by (d 4 1) sets wq. To bound the local residual norm ||R,(t)||v:, we observe
that for all v € V,,

(RE(1),0) = (E(t), Yav)a + (Ve(t), V($av))a — (17(1), Yav)a = (Vonr (t), V(¢av))o-
Using (5.3) readily yields
IRE@)lIvy S hallé®)llwn + IVe®)lwa + hallng@)llwa + 1V () w-

This implies that

Do IRLOIT, S RIEBIE + Y {IVe®IZ, + halns @2, + 11V ()12, }-
acVy, acVy

It only remains to estimate the first term on the right-hand side (notice that we do not localize
this term in space).

(3) To bound h||é(t)||q, we consider as above the Laplace transform, i.e., we bound hl|é(s)]|q
for all s € C. In the low-frequency regime (|s| < w), we have

hllé(s)la = Rls[llé(s)lle < hwllé(s)]o-
In the high-frequency regime (|s| > w), we first invoke the triangle inequality so that
hllé(s)lle = hlslle(s)lla < hlsl?lla(s)lla + hls|||@nr () ]o-
The first term on the right-hand side is readily bounded since
2o )l < MsllFs) o < AL 7D
hls|*[la(s)lle < hlslla(s)]l < ;ISIHJ”(S)IIQ < ;Jllf (s)lla,
where we used that |s| > w in the last bound. On the other hand, we have
. 1 ..
hls | [dons ()l < A=l (5) o,

and we invoke the bound (3.17a) from Lemma 3.8. This gives

T e e oo . Rl )
[ weolocars [ (R ewlE + L 5O + S FOIR e
0 0 pew

(4) Putting everything together proves the claim. O

Remark 5.2 (Theorem 5.1). The error lower bound from Theorem 5.1 is not completely sat-
isfactory. First, the term f0+oo Yacy, IVon- ()12, e2Ptdt is not present in the error upper
bound and thus represents an additional contribution of the time-reconstruction error. Fortu-
nately, Lemma 3.8 (see (3.17b)) shows that this term converges to second-order with the time
step T. Second, the last term on the right-hand side of (5.4) is limited to the second-order time
derivative of f (one cannot go beyond since the reconstructed function wy,, is only of class C?
in time). Fortunately, this term can be made as small as desired by choosing a large enough
cutoff frequency w. Finally, the error lower bound requires the CFL condition (2.15) to make
use of the stability of the leapfrog scheme.
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6 Numerical results

In this section, we present numerical results to assess the a posteriori error estimates derived
in the previous sections.

6.1 Setting

Here, we describe the discretization parameters, the error measures, and how we estimate the
space discretization error. In all cases, we consider the one-dimensional domain Q := (—L, L)
with L := 10, and set the computational time to T, := 1000. For the values of p employed
hereafter, this final time is such that e=?7* < 5.1076 in all the simulations, so that stopping
the simulation at ¢ = T, has little effect.

6.1.1 Discretization parameters

We use uniform meshes, and continuous finite elements of degree k € {1,2,3}. We employ
mesh sizes ranging from h = 10 to h = 0.039, i.e., the interval € is divided into at least
2 and at most 512 elements. For each k, we denote by «ay the largest value for which the
leapfrog scheme is stable with the time step 7 = axh. We empirically found these values to be
a; = 0.59, as = 0.26, and a3 = 0.15. In our examples, given h and k, we fix the time step by
setting 7 := ragh with r» € (0,1). Unless explicitly specified, we use r := 0.9.

When k = 3, we also employ finer time-step values so that the order of the time discretiza-
tion error matches that of the space discretization error. To do so, we fix 79 = roashg on the
coarsest mesh (i.e., hg = 10), and then adjust 7 so that 72/h® remains constant for all the finer
meshes. This is indicated by the notation “72 ~ h3” in the graphs below.

6.1.2 Error measures

For convenience, we use the following shorthand notation for the errors, where z stands either
for u or for w:

+oo +oo .
() == / [u(t) = znr () [~ dt, (U) =7 fu(t™) — U"[{e ", (6.1a)
0

n=0

+oo foo .
ex(2) 1=/0 IV (u(t) = zr (D)) e dt, e2(U) =7 > [V(u(") = UM)|[de ", (6.1b)
n=0

+oo T +1 —1
ef(2) = /0 () = znr (D) GeMdt,  ef(U) =7 [la(t") — L—=Y—|lge "
n=0
(6.1c)
For the error measured in the damped energy-norm, we use the shorthand notation

5,3 = é’pz(u —wpy) = eX(w) + e2(w). (6.2)

In practice, all the integrals and sums are computed up to t = T),. As argued above, T, has
been chosen in such a way that the tail of the integrals and series is negligible.

6.1.3 Estimators

To estimate the space discretization error, we construct a continuous piecewise polynomial
function oy, with vanishing spatial mean value such that

Duonr (1) = fr(t) — s (t) VEE J. (6.3)
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A simple integration by parts reveals that
IR@lv: < 10xwnr (t) + onr (t)]le- (6.4)

As a result, introducing the quantities
+oo
R = / 18yt (£) + one (8) |22 dt, (6.52)
0
teoq . . _
M? ::/ p—2\|8x(uh7(t) — b (1) ||Be 2t dt, (6.5b)
0

and using the following shorthand notation for the estimator:
2 ._ p2 2
Aj = R"+10M7, (6.6)
the error upper bound (4.11) rewrites

& <A, +h.o.t. (6.7)

6.2 Benchmark solutions

We consider two different analytical solutions corresponding to “standing” and “propagating”
waves.

6.2.1 Standing wave

We set )

f(t,x) == —=2(t —tg)e” %) gin (a(z — L)), (6.8)
where to := 4 and a := mn/(2L) with m := 5. Although f does not vanish at ¢ = 0, we do have
|£(0,)] < 8e716<0.91075, |£(0,-)] < 62-¢716 <7.0-1076 and | £(0, )| < 464-¢716 < 5.3-1075,
whereas max; . | f(¢,2)| > 0.5. The corresponding solution reads

u(t, ) = ROt — 1)) sinfale — L), (1) := & / ) (6.9)

—o00
To see this, observe that ¢(t) = (—2t +ia)e " — a®(t) so that R(P(t) + a®¥(t)) = —2te "
We observe that |u(0,-)] < 1.1-107% and |4(0, )| < 8.3-107%, whereas max; , |u(t, z)| > 4-1072,
so that setting the initial conditions to zero produces an error that is (much) smaller than
the discretization error. The time profiles of f and u are shown in Figure 1. In practice, we
compute 1 with the erf function of the Faddeeva software package by observing that

a2 | t 0+ia)? a2 G 2
'll}(t) — €_T+'at/ 6_( +'5) da — e_T—Hat/ e_z dz (610)
—o0

— 00

6.2.2 Propagating wave

We set , )
f(t, @) = =2(t — tg)e~ (Tt =" (6.11)

where, again, ¢y := 4. The solution in full space reads

1 , [ttote 1.2 1 , [iTto—w 1.2 2 2
(eQ(t—to-‘rm) / e~ 37 dr 4 oh(t—to—2) / e dr) o (@ H(t—t0)?)

- (6.12)

=] =

Uoo (b, x) :=
—o0
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(a) right-hand side (b) solution

Figure 1: Time profiles in the standing wave example

This expression is obtained from the representation

Uso (t, ) / / ft =0,z —y)dody, (6.13)
yER JO>|y|

which stems from the Green function %1t>|w‘ of the one-dimensional wave equation in free space.
Notice that us, does not satisfy the Dirichlet boundary conditions at x = +L. However, we
can obtain the correct solution by using the mirror image principle, and setting

u(t,x) := uoo(t, ) + Z {uoo t,2nL + (—1)"x) + uoo (t, —2nL + (—1)"95)} (6.14)

One readily checks that u satisfies the boundary conditions at x £+ L. As above, we do not have
u(0,-) = 0, but the initial values are small enough so that they do not affect the numerical
experiments. Notice that u in fact solves the wave equation over J x R with right-hand side

F(t ) = ft,2) + Z { F(t.2nL + (—1)"z) + f(t,—2nL + (—1)%)}, (6.15)

but the difference f— f is small enough over ) so that it does not impact the accuracy of
our numerical experiments. For any finite time ¢ > 0 and any x € (2, the terms in the series
defining u(t,z) decay exponentially. For our simulations, we simply compute the sum over
n € {1:50}. As above, we use the Faddeeva software package to evaluate the integral of the
Gaussian numerically. Space profiles of u at different times are shown in Figure 2.

6.3 Accuracy of the reconstructions

Our first goal is to verify that the reconstructions uy, and wy, obtained from the time-step
values (U™),en have the expected accuracy. We focus on the standing wave example with
p:= 0.02. As can be seen from Figures 3, 4 and 5, all the errors are very close, as anticipated.
We also observe the expected convergence rates. We obtained very similar results with different
values of p as well as in the propagating wave example. For the sake of shortness, we do not
reproduce all the curves here.
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Figure 3: Standing wave: reconstruction errors on the solution

6.4 Properties of the error estimator

We now focus on the properties of the error estimator, and we start with the standing wave
example. We first study short-time error control by setting p := 1. The corresponding results
are reported in Figure 6. The first observation is that the data-oscillation term 75 always
superconverges. Besides, asymptotically, we indeed obtain a guaranteed error upper bound,
and the effectivity index is at most 3 in all cases. Moreover, for £ = 1, the estimator seems
to be asymptotically exact. Since the leapfrog scheme provides a time discretization error
decaying as 72 ~ h2, this is to be expected, and it is in agreement with the results observed
in the space semi-discrete case in [5]. Similarly, we see that, for k = 1, the error estimator M

superconverges.
Still for the standing wave example, we now address long-time error control by setting
p = 0.02. We still observe a superconvergence of the data oscillation term 7y for all the

values of k. Asymptotically, the bound given by 7 is indeed guaranteed, and the effectivity
index is about 10 at worst. For k = 1, we see that M is in fact the dominant part of the
estimator, meaning that the asymptotic regime where the time discretization error becomes
negligible has not yet been reached. This is in agreement with the above observation regarding
the convergence rates.

Interestingly, the cases where k& > 2 show that the M component of the estimator is indeed
required to obtain a guaranteed error upper bound. Indeed, in those cases, R/E, < 1, even
asymptotically. The question of whether the factor v/10 in the bound is sharp remains open.

We now consider the propagating wave example. Addressing first short-time error control,
we set p := 0.2. Asymptotically, we obtain guaranteed error bounds with effectivity indices of
10 at worst.

Finally, to study long-time error control, we set p := 0.01. We obtain asymptotically a
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Figure 4: Standing wave: reconstruction errors on the space derivative
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Figure 5: Standing wave: reconstruction errors on the time derivative

guaranteed error upper bound with effectivity indices of about 10, except for kK = 1 where the
asymptotic regime is not yet reached.

6.5 Time-step variation

Finally, we investigate the effect of reducing the time step on fixed meshes for k € {2,3}. To
do so, for quadratic elements, we fix 7 using the CFL condition with » = 0.9,0.8,0.5,0.2, and
0.1. For cubic elements, we select 72 ~ h® as described above with ro = 0.9,0.8,0.5,0.2, and
0.1. We set p := 0.05. As can be seen in Figure 10, reducing the time step has little effect on
the actual error itself. However, it does improve the efficiency of the estimator. In particular,
we obtain asymptotically constant-free error upper bounds when 7 is selected ten times smaller
than the CFL constraint.
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7 Damped stability estimates for leapfrog scheme

This section collects some stability estimates for the leapfrog scheme in the damped energy
norm. These estimates are essentially a discrete counterpart of the a priori estimate established
in Lemma 2.1 at the continuous level. They are established by adapting known arguments
devised for leapfrog stability estimates in the classical energy norm.

7.1 Abstract estimate
Let (G"),en be a sequence in L?(2). Let (X™),en C V;Y be such that

1
ﬁ(XnJrl —2X" + Xnil, Uh)Q + (VX", Vvh)Q = (Gn, vh)g Vn > 1, Yo, € Vy, (7.1)
with the initial condition X° = 0. Notice that here we do not assume that G° = 0, and

consequently we can have X! # 0. For all n > —1, we define the following midpoint state and
velocity:

1 1 L 1
X"tz = 5(xn+1 +X™), XM= (X X", (7.2)
T
as well as the discrete energy functional

ERYE = g (X E XY 4 || OXTE |2, (7.3)
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with the bilinear form my,, defined in (2.13). Recall that the discrete energy functional defines
a quadratic form on X"tz and VX"*2 under the CFL condition (2.15) since (2.14) implies
that
n 1 v = =
B 2 ol X + VX (7.4)

with po € (0,1).
Lemma 7.1 (Damped stability for leapfrog scheme). Assume the CFL condition (2.15). Let

(X™")nen solve (7.1) and let the discrete energy functional E;+% be defined in (7.3). Let 6 :=
p1 € (0,1] and set Cx(6) := 182(13 — 60)~16(1 — 6’9)’1. The following holds:

ZTEnJrQ —2pt™ < OX 2 ZT”Gn |2 72pt” (75)

neN neN

Proof. The starting point is the following well-known energy identity for the leapfrog scheme:
ERYE ERTR = (6N X - Xy = (G X" 4 X E)g Vn e N.

Invoking the Cauchy-Schwarz and Young’s inequality (with parameter v > 1) together with
(7.4) gives

7I(G", X2 4 X" 2)g| < 7|6 [[olIX" T2 o + TG olIX" 2 o

_ v 1 Sn—L
< 2y 1;HG"H% + Hmuollxnﬂ I + @ponX" 2%

1T 1 n+41 1 n—1
< 2vu 'S ||GPE + —prEL T2 + —prEy 2.
< 2 6" + o pr BT+ Ty

Recalling that 6 := pr € (0,1] and re-arranging the terms gives

-

(1- £0)Ex"* <2y fucnug+(1+ HO)E 2.

1+.L0
Setting ¢1(y,0) := ; zal J and cg(7,0) == 1_;;96*9, this implies that
~& =

nt+i _ un 1T _ 4 n—%1 _
By et < 10, Ong 16" Re ™" + ealy OB Fe !

The ideal choice of v would be to minimize c¢;(7,1) while ensuring that ca(y,6) < 1 for all
6 € (0,1]. A fairly optimal choice is y = 33 (see Remark 7.2 below for some further discussion)
giving
n+l _ 1T m o 4m
B <o o't Y 6 Re

me{0:n}

1
since By > = 0. Summing over all n € N and exchanging the summations on the right-hand
side, we infer that

2
1 n n m
SorERe <e(B0m TSt Y 6T e
p

neN neN me{0:n}
_ 7' _ 4 m _am
~ (8, 005" Z(Ze 6" e
P m>0 “n>m
< ei(55,0)0(1 —e™?) 1#61 E > Tl R
m>0
since o o e P =e P (1 — e %) and 0 = pr. O
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Remark 7.2 (Constant Cx(6)). We notice that Cx() < & _¢. ~ 3.1828. Moreover, we

84 e—1
observe that Cx(0) — Cx(0T) := 13 as 6 — 0T. This limit is relevant as § = pr and
7 < T < p~t. The exact counterpart of the a priori estimate (2.9) would be Cx(0T) = 1.
This would require taking v = %, but then ca(v,0) can take values larger than one; some

further optimization should be possible by considering two distinct coefficients in the Young
inequalities related to X3 and to X"’%, but this is not further explored here.
7.2 Application: estimates on the acceleration
Let (U"),en solve the leapfrog scheme (2.12) with U! = U% = 0. Recall the definition (3.10)
of the acceleration A™ for all n € N, and set
1 . 1
A" = S (ATTE AT, APE = Z(AMTL A wp > 1. (7.6a)
T

Similarly, let us set B™ := J5(Um* — 3U™ + 3U"~! — U"~2) for all n > N, and

1 : 1
Btz = 5(B"T+B"), B"t3 := —(B"T! —B") Vn>—1. (7.6b)

pn
Notice that B+l = An+3

Corollary 7.3 (Estimates on acceleration). Assume the CFL condition (2.15). Let (U™)nen
solve (2.12) with UL = U® = 0. Let A"z, A""2 be defined in (7.6a), and let B"*2, B"2 be
defined in (7.6b). Recall that 0 := pt € (0,1]. The following holds:

. " 1 [t .
> (ol A" + [ VAT [R)e ! < CA(Q)MEI*Q/ I1£(®)[|&e™ 2" dt, (7.7a)
neN p 0

. " 1 [T ...
S (ol + VB R e < Coo)s'z [ IF Ol (1)
neN 0

with Ca(8) := 2Cx(0)(1 + €2?), Cg(0) := L:Cx(0)(2 + €2?), and Cx(0) defined in Lemma 7.1.

Proof. (1) Proof of (7.7a). We observe that the sequence (A™),cn solves the generic leapfrog
scheme (7.1) with right-hand side

" Fr+1 _2Fn+|:n—1 1 tntt N .
G = : —2 [ wrwioa,
.

T T

where 1™ (t) denotes the hat basis function in time having support in [t"~1, #"*1] and satisfying
n41
™ (t") = 1. Since fttn,l Un(t)?dt = 27, a Cauchy-Schwarz inequality shows that

gt

. 21 "
&1 <55 [ Ifoaa

1 . . . . .
Letting Ex "2 := my, (A3, Ant2) 4 |[VA™2 || and since my,(A"H2, AnFa) > 10| Anta |
owing to (2.14), Lemma 7.1 gives

H 1 1 _ n + _ n
3 7ol AR + VAT E|R)e " < 3BT < g (6 ZZTIIG"H%
néeN neN neN
< SO0y 55 e / O
=3 - Qn

neN
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Since § = pr < 1, we observe that

tn+1

/ 1F(t)13dt < / 1F () Be 2t + ¢ / 1F () |Be 2t
tn—1 1 Jn

n—

This completes the proof of (7.7a).
(2) The proof of (7.7b) is similar and is only sketched. We observe that the sequence
(B™)nen solves the generic leapfrog scheme (7.1) with right-hand side

Fn+1 —3F" & 3Fn—1 _ Fn—2 1 gttt . .
_ - / onwiwar
tn—

T3 T2

G":

with ¢ (t) := ¥ (t) — thy_1(t). Since ¢, is skew-symmetric around "2 := L4+t we
infer using Fubini’s theorem that

tn+1 tn+1

[, o= [ ow o - foa
/f:l ¢”(f)< ;'f"(S)ds>dt
:/j fgtsds,  €s) = :M:zsn(t)dt,

with £ := 2"~z — ¢ for all t € [t"~2,¢t""!] and § := t"~2 + |s — t"~ 2| for all 5 € [t"2, "],
A direct calculation shows that
n+l o, n
P e e s € [t e+,
s) = n ol .t
T ot R gy = 3T (s=T2)? g s g,

T

T

This implies that

gt gt o gt 1
/ £(s)%ds = / 1 5(5)2ds=2(/ 15(3)2d3+/ g(s)2d3> _Us
tn—2 th T2 t" T2 tn 20

n 1 nt1
since f:n,% (s)%ds =72 [2(3 — u?)?du = % and fttﬂ £(s)%ds = %3 fol utdu = %. Invoking

the Cauchy—Schwarz inequality, we infer that

n+1

111 [t
G2 < —— t)||3dt.
l6"f <255/, 1T

The conclusion is now straightforward. O

8 Damped energy-norm a priori error estimates

For m € N, we say that a function ¢ € L*(Q) belongs to H™(Tp) if ¢|x € H™(K) for all
K € Tp, and we introduce the semi-norm |3 (7. = X ke, [0l [Fm () For dimensional

consistency, we set x := max({qg, p~!). For a semi-norm |-|y equipping the space Y composed

of functions defined over €2, we use the shorthand notation |’U|%2(Y) = f0+°° |v(t)|3-e~2Ptdt. Let
P

7, : V — V}, denote the Riesz elliptic projector such that, for all v € V, the discrete function
7 (v) € V}, is uniquely defined by requiring that (V(7} (v) — v), Vwy)q = 0 for all wy, € Vj,.
Recall that |7} (v) — vl < loh¥k|v| (7, and |V () (v) —v)[lo < B¥|v]grsr(7;,). Moreover,
we have the H'-stability properties |7} (v)|lo < lolvly and |7} (v)|v < |vv.
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Theorem 8.1 (Damped energy-norm a priori error estimate on (v — up.)). Assume the
CFL condition (2.15). Assume that C.(u) = li|u(3)|L§(V) + “2|U(4)|Lg(v) and Cp(u) =

\u|L§(Hk+1(7—h)) + K|u‘Lg(Hk+1(Th)) + ,{2|u(2) ‘L%(Hk+1(771,)) + ,14;3|'u,(3) ‘Lg(Hk+l(Th)) are bounded. The
following holds:
Eu—upr) S O (u)? + h2R Oy (u)?. (8.1)

Proof. We consider the sequence uj, := (u})nen such that u} := 7 (u(t")) for all n € N. We
write

w—uny = (u— () + (wf (u) — R(un)) + Rlup — V),

and bound the damped energy norm of the three terms on the right-hand side.
(1) The approximation properties of the elliptic projector and £ < k give

Ep(u —mp(u)) S B* (Kli Lz (v (7)) + [l 2 e (73)) -
(2) Invoking Lemma 3.7 and the H!-stability of the elliptic projection gives
Ey(mh(w) = R(un)) S 72 (Lalu® |2y + 7u® | 12v)) < 726w L2 1),

since 7 < p_1 < K.
(3) We observe that X := uj, — U solves the leapfrog scheme with right-hand side

G" = G} + G} =y, ((62u)" — i(t")) + (mh(@(t™)) — i(t")) Vn €N,
with (82u)" = 2 (u(t"™') — 2u(t™) + u(t""')). Combining the results of Lemma 3.6 and
Lemma 7.1 gives
n+i _ n 1 n n _optm
E(R(un =) S Y rE 2e7 S 7z Do r(IGHIE + 1G5 18) e 2"
neN neN

Proceeding as in the proof of Lemma 3.7 and using the H'-stability of the elliptic projection, we
n+1

infer that ||G}||3, < 7362 fttn_l |u®) ()|?.dt. Moreover, using the standard estimate 7|1 (t")|2 <

[ W@sdt+ [, |4(t)|3-dt, we infer that

Gy < 2 [ D Ol iyt + 12 hr? [uOys at
Putting the above two bounds together and taking the square root gives

Sp (R(uh - U)) 5 I<L2T2|u(4) |L;27(V) + H2hk (|u(2) |L%(Hk+1(7—h)) + /1|u(3) |L§(Hk,+1(7—h))).
This completes the proof. O

Corollary 8.2 (Damped energy-norm a priori error estimate on (u — wp-)). Under the as-
sumptions of Theorem 8.1, and provided C,(f) := Hf||L§(L2) + K||f||L§(L2) s bounded, the
following holds

Ex(u—whr) S 7HCr(u)? + K2Cr(f)?) + h*FCr(u)?. (8.2)

Proof. Combine Theorem 8.1 with Lemma 3.8. O

Remark 8.3 (Sharper a priori estimates). At several places in the above proof, we used subopti-
mal estimates, like T < k. Sharper estimates can be derived. They lead to the same convergence
rates, but with higher powers of T multiplying some of the higher time-derivatives of u (and f).
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