
HAL Id: hal-04508314
https://inria.hal.science/hal-04508314v2

Submitted on 20 Mar 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Population-based estimation for PDE system -
Applications in electroporation of tumor spheroids.

Annabelle Collin

To cite this version:
Annabelle Collin. Population-based estimation for PDE system - Applications in electropora-
tion of tumor spheroids.. ESAIM: Control, Optimisation and Calculus of Variations, 2024,
�10.1051/cocv/2024019�. �hal-04508314v2�

https://inria.hal.science/hal-04508314v2
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Population-based estimation for PDE system –
Applications in electroporation of tumor spheroids

Annabelle Collin1
∗

1 Univ. Bordeaux, CNRS, Inria, Bordeaux INP, IMB, UMR 5251, F-33400 Talence, France
∗ annabelle.collin@inria.fr

Abstract

The estimation of partial differential systems (PDE) – in particular, the identification of their
parameters – is fundamental in many applications to combine modeling and available measure-
ments. However, it is well known that parameter prior values must be chosen appropriately to
balance our distrust of measurements, especially when data are sparse or corrupted by noise. A
classic strategy to compensate for this weakness is to use repeated measurements collected in con-
figurations with common priors, such as multiple subjects in a clinical trial. In the mixed-effects
approach, all subjects are pooled and a global distribution of model parameters in the population
is estimated. However, due to the high computational cost, this strategy is often not applicable
in practice for PDE. In this paper, we propose an estimation strategy to overcome this challenge.
This sophisticated method is based on two important existing methodological strategies: (1) a
population-based Kalman filter and, (2) a joint state-parameter estimation. More precisely, the
errors coming from the initial conditions are controlled by a Luenberger observer and the pa-
rameters are estimated using a population-based reduced-order Kalman filter restricted to the
parameter space. The performance of the algorithm is evaluated using synthetic and real data for
tumor spheroid electroporation.

Keywords: Population-based estimation ; Sequential strategies ; PDE systems

1 Introduction

Systems of partial differential equations (PDE) can be used to understand and even predict the
evolution of biological or physical processes. A major difficulty in applying these models in practice
is dealing with the many uncertain quantities – such as initial conditions or model parameters –
that must be specified for the models to be truly predictive. Available observations could provide
additional information that can be used to circumvent these uncertainties. Estimation strategies
can be viewed as inverse methods whose goal is to recover the uncertainties – such as initial
conditions and parameters – that led to particular observations. Solving this inverse problem
typically leads to solving a PDE constrained optimization problem, and there are a variety of
techniques in the literature based on maximum likelihood optimization strategies to answer these
types of questions.

Unfortunately, regardless of the method chosen, the estimation procedure is not robust enough
in many situations when measurements are too sparse or noisy without relying on strong pa-
rameter priors. This observability weakness can be compensated for by the fact that multiple
independent measurements have been collected for a configuration in which the model variables
describe a statistical unit of interest belonging to a larger population in which variability is con-
strained. This is typically the assumption in nonlinear mixed-effects models [12, 27, 13] – in which
the use of available population data improves the identifiability of individual parameters through
coupled maximization of the likelihood function. Many algorithms and related software have been
developed using this principle. These include the First-Order Conditional Estimation (FOCE) al-
gorithm implemented in NONMEM [22], the Stochastic Approximation of Expectation-Maximization
(SAEM) algorithm proposed in MONOLIX [11], penalized maximum likelihood approaches avail-
able in NIMROD [24], or even full Markov chain Monte Carlo methods (MCMC) implemented
in Winbugs [28], jags [7], or Stan [2]. Most of these estimation algorithms and software have
been compared in previous work and shown to achieve similar performance results for identifiable
models of intermediate size, such as ordinary differential equations, for example in pharmacokinet-
ics [8, 23, 24, 15]. However, it remains a challenge to increase the size of the underlying dynamics
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– for example, when using PDE systems, which is the goal of this paper – with acceptable com-
plexity costs of the algorithm. To our knowledge, there is only one paper that aims to develop a
strategy for using population estimation strategies for PDE systems. In [9], the PDE system is
solved by interpolations of solutions precomputed on a carefully constructed mesh of the parameter
domain.

In this paper, we propose a formulation of a population-based estimator for PDE systems to
address this challenge. The errors in the initial conditions are controlled by a Luenberger observer
that corrects for the state, and the parameters are estimated using a population reduced-order
Kalman-based filter restricted to the parametric space. This sophisticated method for solving
this difficult problem is based on two important methodological strategies: (1) the population-
based Kalman filter introduced in [6], (2) the joint state-parameter estimation introduced in [19]
and further developed in [18]. More precisely, the population-based Kalman filter [6] captures all
population information in a unified maximum likelihood estimation procedure assuming Gaussian
disturbances. However even the proposed reduced version of this population-based Kalman filter –
defined by combining clusters subpopulations with common observational backgrounds – results in
the famous curse of dimensionality [1] that makes it numerically intractable for partial differential
equations (PDE). Assuming that the dimension of the parameters is smaller than the dimension
of the system state, which is then responsible for the curse of dimensionality, one can restrict
the population-based Kalman filter to parametric space and couple it with a Luenberger observer
following the strategy presented in [19] and further developed in [18]. This strategy assumes that
a suitable Luenberger observer has been previously designed to control the trajectory.

The paper is organized as follows. Section 2 formalizes the estimation problem and introduces
the population-based estimator. Section 3 provides the complete strategy for an illustrative 1D
PDE system modeling spheroid electroporation. In a first subsection, the model is presented. In
a second section, a Luenberger observer is introduced and mathematically investigated. In a third
section, numerical experiments are performed on synthetic data, and in a final section, the results
on real data are compared with a SAEM estimation. A final conclusion is drawn in Section 4.

2 Population-based estimation for PDE systems

2.1 Problem statement

2.1.1 Dynamics

We consider a population of NS subjects. For each subject i ∈ J1, NSK, we denote by zi the state
of the system and by θi a vector concatenating all time-independent parameters of the system.
Denoting by Ω an open-bounded domain of Rd (d = 1, 2, 3), T a strictly positive constant and by
f a sufficient regular operator – corresponding to the dynamics of the system – we consider the
following PDE system

∂t z
i(t, x) = f(t, zi(t, x), θi), ∀t ∈ [0, T ], ∀x ∈ Ω, (1a)

zi(x, 0) = zi0(x). (1b)

We assume that it is well-posed meaning that for a given vector θi of size Nθ and for a given
sufficient regular initial solution zi0 ∈ X , there exists a unique solution zi ∈ L2(0, T ;X ), where X
is the state space.

2.1.2 Observations

In practice, we do not observe zi directly, but we do have observations – or measurements – yi ∈ Y.
These observations yi are related to zi by the measurement process. Denoting by h : X → Y the
observation operator, we have

yi(t, ·) = h(zi(t, ·)) + χi(t, ·), (2)

where χi represents the error inherent to the measurement process. The errors are assumed to be
centered and we denote by wi the covariance operator of the observation errors.
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Remark 1 In many practical situations, the data are not continuous-time variables, which means
that only a time sampling of the data is available. Two strategies are conceivable: either we use the
data only when it is available, or we rely on some time interpolation. For simplicity, we assume
that the data have been interpolated so that we can take continuous observations into account when
presenting the mathematical theory.

2.1.3 Initial condition and state observer

The initial condition of each subject is decomposed into two parts

zi0(x) = ẑi0(x) + ζiz(x),

where ẑi0 is the known part and ζiz the uncertainty.
Considering that the uncertainties are restricted to the initial condition, we assume that an

effective state observer – corresponding to a Luenberger observer [16] – compatible with the PDE
system and the observations is already available. This means that one could define a term g
– called the filter – such that the solution of the observer system

∂t ẑ
i(t, x) = f(t, ẑi(t, x), θi) + g(ẑi(t, x), yi(t, x)), ∀t ≥ 0,∀x ∈ Ω,

ẑi(0, x) = ẑi0(x), ∀x ∈ Ω,

converges in time to the solution of the target system

∂t z
i(t, x) = f(t, zi(t, x), θi), ∀t ∈ [0, T ], ∀x ∈ Ω,

zi(0, x) = ẑi0(x) + ζiz(x), ∀x ∈ Ω,

yi(t, x) = h(zi(t, x)), ∀t ≥ 0,∀x ∈ Ω,

i.e. ∥ẑ(t, ·)− z(t, ·)∥X decreases to 0 when t increases.

2.1.4 Parameters

We would like to couple this state observer with an observer able to estimate the parameters.
More precisely, we will consider a population-based approach for them and by typically assuming
that the NS subjects of the population are drawn at random from a same distribution, in this case
a Gaussian distribution

θi ∼i.i.d. N (θpop, P θ), 1 ≤ i ≤ NS,

where θpop is the population mean and P θ is the associated covariance. We equivalently write

θi = θpop + θ̃i with θ̃i ∼i.i.d. N (0, P θ), 1 ≤ i ≤ NS.

In mixed effects models, θpop is called the population intercept, while θ̃i is the random effect.
Normally, θpop is not known, nor is P θ. However, we assume that θpop is bounded as a deterministic
quantity with respect to a norm defined by a given positive matrix Mθ. Moreover, we have at our
disposal some a priori θ̂i0 and P̂ θ

0 for θi and P θ.

2.2 Discretization

Before giving the estimation algorithm, we introduce the discretization. As for the time discretiza-
tion, we restrict ourselves here to a forward Euler time scheme, but it is quite easy to consider
more general time schemes. Given N∆t ∈ N∗ and ∆t = T

N∆t
, we define the N∆t + 1 time points

tn = n ×∆t for n ∈ J0, N∆tK. Then, as for the spatial discretization, one could indiscriminately
use finite element, finite volume or finite difference methods and we define N∆x the size of the
discretized state.

The uppercase letter is used to denote the spatial discretization of the state-dependent vari-
ables. The subscript n denotes the time discretization at time tn of the time-dependent variables.
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Finally, the prefix ♯ implies that the variable concatenates all NS subjects either as a vector (for
functions or nonlinear operators) or as a matrix (for covariance matrices).

More precisely, we have

♯Zn =


Z1
n

Z2
n
...

ZNS
n

 ,♯θ =


θ1

θ2

...
θNS

 , ♯Yn =


Y 1
n

Y 2
n
...

Y NS
n

 , ♯Wn =


W 1

n

W 2
n

. . .

WNS
n

 ,

♯Ẑn =


Ẑ1
n

Ẑ2
n
...

ẐNS
n

 , ♯θ̂n =


θ̂1n
θ̂2n
...

θ̂NS
n

 , ♯F (tn,
♯Ẑn,

♯θ̂n) =


F (tn, Ẑ

1
n, θ̂

1
n)

F (tn, Ẑ
2
n, θ̂

2
n)

...

F (tn, Ẑ
NS
n , θ̂NS

n )

 ,

♯H(♯Ẑn) =


H(Ẑ1

n)

H(Ẑ2
n)

...

H(ẐNS
n )

 and ♯G(♯Ẑn,
♯Yn) =


G(Ẑ1

n, Y
1
n )

G(Ẑ2
n, Y

2
n )

...

G(ẐNS
n , Y NS

n )

 .

2.3 Estimation strategy

The state ♯Zn, for all n ∈ J0, N∆tK and the parameters ♯θ are unknown. Our goal is to propose an

algorithm that specifies the time evolution of the state ♯Ẑn, the parameters ♯θ̂n and the associated
covariance matrix ♯P̂ θ

n in such a way that we have the convergence over time of

∥♯Ẑn − ♯Zn∥ → 0, ∥♯θ̂n − ♯θ∥ → 0 and ∥♯P̂ θ
n − ♯P θ∥ → 0

starting from the priors ♯Ẑ0,
♯θ̂0 and ♯P̂ θ

0 . The first two correspond to the prior parts of the initial
conditions and the parameters. Inspired by the work of [6], the initial covariance matrix ♯P̂ θ

0 is
defined as

♯P̂ θ
0 =

(
1

NS
2 1⃗NS

1⃗ ⊺
NS

⊗M +

[
INS

− 1

NS

1⃗NS
1⃗ ⊺
NS

]
⊗ (P̂ θ

0 )
−1

)−1

.

This matrix couples the population members, since in fact ♯P θ
0 ̸= INS

⊗ P θ
0 .

However, the population-based Kalman filter introduced in [6] is writing on the augmented
defined as (

Ẑi
n

θ̂in

)
.

However, in this case the size of the full matrix covariance – that we will denote ♯P – containing
the state and the parameters is (NS × (Nθ + N∆x))

2 which leads to high computation times
which makes it inapplicable in practice for large systems such as PDE systems. That is why, we
couple this first methodological strategy to a second ones presented in [19] and further developed
in [18]. This strategy consists in building a joint state-parameter estimation procedure based on a
simple collocated feedback strategy for state estimation, adequately extended by Kalman filtering
techniques to allow the simultaneous estimation of a limited set of unknown parameters. This
then assumes that an effective state observer is already available.

Indeed, assuming that the full covariance matrix ♯P is of reduced rank – typically much smaller
than the dimension of the space NS × (Nθ +N∆x) – the main idea in the reduced-order filtering
strategies [21, 20, 18] is to be able to maintain covariance matrices in their factorized form

♯P = ♯L♯U−1♯L⊺,

where ♯U is an invertible matrix of much smaller size than ♯P and represents the main uncertainties
in the system. What is crucial here is to be able to perform all computations on ♯L and ♯U without
needing to compute ♯P , see [25] and references therein. This implies that we only need to define

4



the initial reduced covariance matrix ♯U−1
0 and the initial extension matrix ♯L0 from the initial

covariance matrix ♯P0. Here, we then consider

♯U−1
0 = ♯P θ

0 and ♯L0
def
= ♯Lθ

0 =


ON∆x,Nθ

INθ,Nθ

. . .

ON∆x,Nθ

INθ,Nθ

 where Op,q and Ip,q

are respectively the zero matrix and the identity matrix of size p× q meaning that the size of ♯U0

is NθNS ×NθNS and the size of ♯L0 is (N∆x +Nθ)NS ×NθNS.
In [6], the authors also introduce a reduced-order version of the population-based Kalman

filter that clusters subpopulations with common observational backgrounds. Assuming that the
covariance matrix ♯P θ

0 (= ♯U−1
0 ) is of reduced rank, it is reasonable to consider another SVD

approximation
♯P θ

0 = ♯Lθ,C
0 (♯Uθ,C

0 )−1(♯Lθ,C
0 )⊺,

where ♯Uθ,C
0 is an invertible matrix of size NθNC ×NθNC with NC the number of clusters. The

definition of adequate matrices ♯Lθ,C
0 and ♯Uθ,C

0 are given in [6]. The algorithm given below
combines both strategies i.e. we consider:

♯U0 = (♯P θ
0 )

−1and ♯L0 = ♯Lθ
0, when no clustering is applied, (3a)

♯U0 = ♯Uθ,C
0 and ♯L0 = ♯Lθ

0
♯Lθ,C

0 , when clustering is applied. (3b)

Concerning the Kalman-based filter, given a nonlinear model operator or a nonlinear ob-
servation operator, it is classical to rely on an approximate optimal sequential estimator based
on the generalization of the Kalman filter to nonlinear operators [25, 14]. Here, we have cho-
sen to use the Unscented Kalman Filter (UKF), where the mean and covariance operators are
computed from the empirical mean and empirical covariance based on Nσ sample points – the so-
called sigma points [10]. Different choices of sigma-points can be used in practice from canonical
sigma-points (Nσ = 2NS × Nθ) which are aligned with the canonical base to star sigma-points
(Nσ = 2NS ×Nθ +1) in which the origin is added to the canonical points or simplex sigma-points
which are located on a regular polyhedron and represents the smallest number of necessary sigma-
points (Nσ = NS ×Nθ + 1), see [10, 18] for more details. Here in the numerical part, we will use
simplex sigma-points. To do so, we introduce a set of positive weight coefficients α = (αj)1≤j≤Nσ

with
∑Nσ

j=1 αj = 1, and a set of unitary sigma points (e(j))1≤j≤Nσ ∈ RNθ×NS with the following
empirical mean and covariances

Eα,Nσ
(e(·)) =

Nσ∑
j=1

αie(j) = 0 and Covα,Nσ
(e(·), e(·)) =

Nσ∑
j=1

αie(j)e(j)
⊺
= δ−1.

where δ is a scaling factor. As we consider a reduced version restricted to the parameters and
even sometimes restricted to few clusters, we use the Reduced-order Unscented Kalman Filter
(RoUKF) introduced in [18]. The full algorithm is given in Algorithm 1.

One can notice that the time evolution of the parameters is conditioned only by the Kalman
filter (4c), which means

♯θ̂
(j)+−
n+1 = ♯θ̂

(j)−
n+1 = ♯θ̂(j)−n , ∀j ∈ J1, NσK,

while the state evolves first with the model dynamics (prediction (4a)), then with the state observer
(state correction (4b)), and finally by the Kalman filter (parameter correction (4c)). This last step
is fundamental to integrate the sensitivity of the parameters to the state and is the key point of
the Reduced-order Unscented Kalman Filter (RoUKF) introduced in [18].

Remark 2 Possible extensions of Algorithm 1 exist as:

• One could consider a transformation of the state and parameter variables allowing to add
constraints (positive or bounded values for example). It is not difficult to extend the UKF
filter to manage variables that follow a Gaussian distribution up to a certain transformation,
see Remark 4 of [6] for more details.
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Algorithm 1 Luenberger observer coupled with a RoUKF

Initialization

Priors on initial conditions: ♯Ẑ+
0 = ♯Ẑ0

Priors on parameters: ♯θ̂+0 = ♯θ̂0

Priors on the covariance matrix of the parameters: ♯U0

Initial extension matrix: ♯L0

Error covariances: (♯Wn)n∈J0,N∆tK

Sigma points: δ, αj , e
(j), ∀j ∈ J1, NσK,

Loop ∀n ∈ J0, N − 1K
[1] Sampling(

♯Ẑ
(j)+
n

♯θ̂
(j)+
n

)
=

(
♯Ẑ+

n
♯θ̂+n

)
+
√
δ♯Ln

√
(♯U+

n )−1e(j), ∀j ∈ J1, NσK

[2] Prediction (Forward)(
♯Ẑ

(j)−
n+1

♯θ̂
(j)−
n+1

)
=

(
♯Ẑ

(j)+
n

♯θ̂
(j)+
n

)
+∆t

(
♯F (tn,

♯Ẑ
(j)+
n , ♯θ̂

(j)+
n )

0

)
, ∀j ∈ J1, NσK (4a)

[3] Correction (Analyze)

State Correction(
♯Ẑ

(j)+−
n+1

♯θ̂
(j)+−
n+1

)
=

(
♯Ẑ

(j)−
n+1

♯θ̂
(j)−
n+1

)
+∆t

(
♯G
(
♯Ẑ

(j)−
n+1 ,

♯Yn

)
0

)
, ∀j ∈ J1, NσK (4b)

Parameter Correction

♯Ln+1 = Covα,Nσ

(
e(·), ♯Ẑ

(·)+−
n+1

)
Λn+1 = Covα,Nσ

(
e(·), (♯H(♯Ẑ

(·)+−
n+1 )− ♯Yn)

)
♯Un+1 = Covα,Nσ

(
e(·), e(·)

)
+ Λ⊺

n+1(
♯Wn)

−1Λn+1

Kn+1 = ♯Ln+1(
♯Un+1)

−1Λn+1(
♯Wn)

−1(
♯Ẑ+

n+1
♯θ̂+n+1

)
=

(
Eα,Nσ (

♯Ẑ
(·)+−
n+1 )

Eα,Nσ (
♯θ̂

(·)+−
n+1 )

)
+Kn+1

(
♯Yn − Eα,Nσ

(♯Ẑ
(·)+−
n+1 )

)
(4c)
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• It is common to rely on a so-called fading memory effect when using a sequential estimator
in order to give greater emphasis to more recent data and, by contrast, limiting the risk of
being struggle by the history prediction [25, Section 7.4]. In this respect, we could introduce
a forgetting factor, see [6] for more details.

• In the spirit of [14, Chapter 2], one could introduce some stochasticity into the discrete-time
system by introducing an additive modeling error contribution, see [6] for more details. This
has been applied in an ODE context in [5].

• If necessary, one strategy for estimating the initial condition is to parameterize it with few
parameters and then add them to the parameter vector, see [4] for an illustration.

For the sake of the readability, we do not integrate here.

3 Application in 3D spheroids electroporation

3.1 Problem statement

3.1.1 Modeling

We will consider 3 compartments of cells: the proliferative ones whose the density denoted by p,
the quiescent ones whose the density denoted by q and the cells with a functioning altered by the
impact of the electrical shock whose the density denoted by f . By denoting the tumor spheroid
domain at time t by Ω(t), the evolution of the three densities are supposed to satisfy the following
equations  ∂t p+∇ · (v⃗p) = τG(t)(p+ q)− τO(t, x)p, Ω(t),

∂t q +∇ · (v⃗q) = τO(t, x)p, Ω(t),
∂t f +∇ · (v⃗f) = 0, Ω(t),

(5)

where the function τG defined by τG(t) = ae−bt is the growth rate which is decreasing over
time (a and b are two strictly positive constants) and v⃗ denotes the velocity field that describes
the motion of tumor cells. Using the saturation hypothesis p + q + f = 1 in Ω(t), we have
∇ · v = τG(t)(p + q) = ae−bt(p + q). The function τO depending on (t, x) has to be chosen to
describe the appearance of a high quiescent proportions of cell in the center of the spheroid.
Denoting by tas the time just after the electrical shock, the three following phenomenas will be
mathematically modeled:

(1) the death of proliferative and quiescent cells leads to P (tas, x) = 0, for x ∈ ωP ⊂ Ω(t < tas)
and Q(tas, x) = 0, for x ∈ ωQ ⊂ Ω(t < tas) then Ω(tas) decreases by a percentage noted pc,

(2) the functioning modification of proliferative and quiescent cells leads to F (tas, x) = λ(P (tas, x)+
Q(tas, x)), for x ∈ Ω(tas),

(3) the value of the parameter a is decomposed into two parts:

a =

{
abs, ∀t < tas,
mabs,∀t ≥ tas,

(6)

where m is a positive constant which can be interpreted as a boost of the growth when the
value is superior to 1 after the electrical shock.

Inspiring from the work of [17], the spherical symmetry of spheroid can be used to rewrite
the model in radial and relative coordinates. Interestingly, this implies that the field is entirely
determined by its divergence, therefore no assumption on the rheology of the tumor spheroid is
needed.

For all x ∈ Ω(t), we denote the normalized radial coordinate (r = 0 at the center of the
spheroid, r = 1 at the surface)

r(t, x) =
∥x∥
R(t)

,
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where R is the spheroid radius. Under the hypothesis of invariance by rotation, we can then
define, for all (t, x):

U(t, r(t, x)) = u(t, x), for unknowns u = {p, q, f, τO, v⃗} and U = {P,Q, F, TO, V⃗ }.

We denote by V the radial component of the velocity V⃗ and the invariance by rotation implies
that V⃗ = V e⃗r.

In [3], the authors show that System (5) becomes R′ = RτG I(t, 1),
∂tP = −τG (r−2I(t, r)− rI(t, 1))∂rP + τG (1− F )(1− P )− TOP,
∂tF = −τG (r−2I(t, r)− rI(t, 1))∂rF − τG (1− F )F,

(7)

where I is the following function of t and r

I(t, r) =

∫ r

0

(P (t, r) +Q(t, r))r2dr =

∫ r

0

(1− F (t, r))r2dr,

and then Q can be determined using the fact that Q = 1− (P +Q).
To close the system, the evolution of the rate TO has to be described. Seen as representing the

lack of oxygen, one can consider the following logistic function

TO(t, r) = T begin
O −

T begin
O − T end

O

1 + exp
(R(t)(1− r)− T d

O

T s
O

) .
The parameter T d

O > 0 corresponds to the distance from the tumor front for which the oxygen is
easily accessible. The parameter T s

O > 0 corresponds to the slope of the function. The param-

eters T begin
O > 0 (resp. T end

O > 0) corresponds to the value of TO far from (resp. close to) the
tumor boundary.

Initial conditions are given by:

P (0, r) = P̂0 + ξP , Q(0, r) = 1− P (0, r), F (0, r) = 0, ∀r,

and R(0) = R̂0 + ξR where R̂0 and P̂0 (resp. ξP and ξR) are constants corresponding to the prior
(resp. uncertainty) parts. We choose them as R̂0+ξR ≥ 0, R̂0 ≥ 0, P̂0+ξP ∈ [0, 1] and P̂0 ∈ [0, 1].

The parameters that we want to estimate are abs, b, λ, pc and m.

Remark 3 The parameters T begin
O , T end

O , T s
O and T d

O are not identifiable with the kind of obser-
vations considered in this article. To reproduce heterogeneity similar to the data available in [17]

(Figure 6, CAPAN-2 control), we fix the values T d
O = 0.3 mm, T begin

O = 0.04 s−1, T end
O = 0.005 s−1

and T s
O = 0.05 mm.

3.1.2 Mathematical analysis

We admit here that there exists a unique solution to the dynamical system (7) and this solution
is smooth (this can be proved by a Banach contraction mapping theorem).

Proposition 1 We have

(1) ∀t ≥ 0, ∀r ∈ [0, 1], U(t, r) ∈ [0, 1], for U = {P,Q, F} and P (t, r) +Q(t, r) ∈ [0, 1],

(2) ∀t ≥ 0, R(t) ∈
[
min

(
R(0), R(tas)

)
, R(0)e

mabs
3b

]
.

The proof of Proposition 1 is given in Appendix A.1.

3.1.3 Observations

We observe the radius at different times for a population of spheroids submitted to the same high
intensity pulsed field.
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3.2 Analysis of the state observer

3.2.1 State observer

We design the following Luenberger-type observer
R̂′ = R̂τGÎ(t, 1)− γobs(t)(R̂−R),

∂tP̂ = −τG(r
−2Î(t, r)− rÎ(t, 1))∂rP̂ + τG(1− F̂ )(1− P̂ )− T̂OP̂ ,

∂tF̂ = −τG(r
−2Î(t, r)− rÎ(t, 1))∂rF̂ − τG(1− F̂ )F̂ ,

(8)

with

Î(t, r) =

∫ r

0

(1− F̂ )r2dr, and T̂O(t, r) = T begin
O −

T begin
O − T end

O

1 + exp
( R̂(t)(1− r)− T d

O

T s
O

) .
The function γobs is the gain function. We assume that the function goes from [0, T ] to ]0,∞[ and
is bounded i.e. there exists γmin

obs , γ
max
obs ∈]0,∞[ such that γmin

obs ≤ γobs(t) ≤ γmax
obs , for all t ∈ [0, T ].

Initial conditions are given by

R̂(0) = R̂0, P̂ (0, r) = P̂0 ∈ [0, 1], Q̂(0, r) = 1− P̂0, F̂ (0, r) = 0, ∀r.

In this part, we only consider uncertainties reduced to the initial condition. The values of the
parameters are fixed to the true values. As previously, we admit that there exists a unique solution
to the dynamical system (8) and this solution is smooth. One can easily show that Proposition 1-
(1) is still valid for P̂ , Q̂ and F̂ .

Figure 1: Radius evolution. Blue curve: target solution (R) ; blue circles: observations ; or-
ange curve: freerun solution (R̂ with γobs = 0) and yellow dashed curve: observer solution (R̂
with γobs = 0.01 + 0.2(t < 20)). Left: no noise. Right: σerr = 0.08.

3.2.2 Analysis

In order to analyze the convergence of the observer we will study the estimation error defined
by R̃ = R − R̂ and P̃ = P − P̂ . One can prove the two following propositions (see the proofs in
Appendix A.2).

Proposition 2 If γmin
obs > mabs

3 , the radius t 7→ R̃(t) converges exponentially to 0 when t goes to
+∞.

Proposition 3 If γmin
obs > mabs

3 + T end
O and P̃ (0, ·) ∈ Hs(]0, r[), the norm t 7→ ∥P̃ (t, ·)∥2L2(]0,1[)

converges exponentially to 0 when t goes to +∞.

9



Figure 2: Time evolutions of proliferative and quiescent cells. Blue curve: target solution (P,Q),
orange curve: freerun solution (P̂ , Q̂ with γobs = 0 s−1) and yellow dashed curve: observer solution
(P̂ , Q̂ with γobs = 0.01 + 0.2(t < 20)). Top: no noise. Bottom: σerr = 0.08.

Figure 3: Time evolutions of the errors: |R̃| := |R− R̂| and ∥P̃∥L2(]0,1[) := ∥P − P̂∥L2(]0,1[). Left:
no noise. Right: σerr = 0.08.

3.2.3 Numerical illustrations with synthetic data

We illustrate the observer model by considering for initial conditions:

R(0) = 0.35 mm, R̂0 = 0.5 mm, P (0) = 0.9 and P̂0 = 0.7.

The numerical approximation is obtained using the explicit Euler scheme (tmax = 200 s, ∆t =
0.2 s) for the time discretization. Concerning the spatial discretization, we will consider for P
and F a finite difference of order 1 with a spatial step of ∆x = 0.05 meaning that the the size
of the size discretized state equals to N∆x = 2× 1

∆x
+ 1. The values of the parameters are fixed

at: a = 0.03 s−1, b = 0.01 s−1, λ = 0.6, pc = 0.85, m = 2 and tas = 15 s. Concerning the
observations, we consider the following Nobs time points for the observations:

tobs = [0, 6, 12, 18, 24, 30, 36, 43, 66, 90, 114, 138, 162, 186, 199] s,

and we denote by Y R
j = R(t0(j)) for all j ∈ [1, Nobs] the corresponding observations. To deal with

the time sampling of the data, we can think of two strategies: we can either use the data only
when they are available, or we can rely on time interpolation. Here, we choose to interpolate.
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Scenarios b k R0 P0

Target
mb = 0.01 mk = 3 mR0 = 0.35 mP0 = 0.9
σb = 0.5 σk = 0.5 σR0 = 0.3 σP0 = 0.3

str. pr. γobs = 0.0
mb̂ = 0.01 mk̂ = 3

R̂0 = R0 P̂0 = P0σb̂ = 0.5 σk̂ = 0.5

str. pr. - so γobs = 0.01 + 0.2(t < 20)
mb̂ = 0.01 mk̂ = 3

R̂0 = R0 P̂0 = P0σb̂ = 0.5 σk̂ = 0.5

w. pr. γobs = 0.0
mb̂ = 0.05 mk̂ = 1

R̂0 = R0 P̂0 = P0σb̂ = 1 σk̂ = 1

w. pr. - so γobs = 0.01 + 0.2(t < 20)
mb̂ = 0.05 mk̂ = 1

R̂0 = R0 P̂0 = P0σb̂ = 1 σk̂ = 1

w. pr., f. IC γobs = 0.0
mb̂ = 0.05 mk̂ = 1

R̂0 = 0.5 P̂0 = 0.7
σb̂ = 1 σk̂ = 1

w. pr., f. IC - so γobs = 0.01 + 0.2(t < 20)
mb̂ = 0.05 mk̂ = 1

R̂0 = 0.5 P̂0 = 0.7
σb̂ = 1 σk̂ = 1

Table 1: Values of priors for the 6 scenarios: strong priors (str. pr.), strong priors with state
observer (str. pr. - so), weak priors (w. pr.), weak priors with state observer (w. pr. - so), weak
priors and false initial conditions (w. pr., f. IC), weak priors and false initial conditions with state
observer (w. pr., f. IC - so)

The following gain function is considered: γobs = 0.01 + 0.2(t < 20) s−1. It is classical to
consider a highest gain at the beginning to correct error of initial condition without integrating
the noise too much.

Figure 1-Left shows the time evolution of the radius for the target, the freerun and the observer
models. One can see that the observer solution (yellow dashed curve) converges in time to the
target solution (blue curve). Figure 2-Top shows the time evolution of proliferative and quiescent
cells for the target, the freerun and the observer models. One can see that the observer solution
(yellow dashed curve) converges in time to the target solution (blue curve). Figure 3-Left shows
the evolution of the following errors: |R̃| := |R− R̂| and ∥P̃∥L2(]0,1[) := ∥P − P̂∥L2(]0,1[).

We then consider additive noise: Y R
j = R(t0(j)) + χR

j , where χR
j ∼ N (0, σ2

err) for all j ∈
[1, Nobs], with σerr the standard deviation of the error. We consider σerr = 0.08 to see the ability
of our observer to deal with measurement errors. Results are given in Figures 1-Right, 2-Bottom
and 3-Right. One can see that our observer is sensitive to the noise for the estimation of the
radius but the results are still reasonable. The gain function γobs has to be chosen very carefully
to avoid the overfitting.

3.3 State and parameter estimation

3.3.1 Synthetic data benchmark

In this section, we would like to test the ability of our algorithm to estimate parameters. First, a
synthetic data benchmark is considered to validate our implementation. To do so, we run different
simulation series with different numbers of spheroids and with different measurement errors – i.e.
with different values of the standard deviation of the additive Gaussian noise always denoted by
σerr – for 6 scenarios: strong priors with γobs = 0 (str. pr.), strong priors with γobs > 0 (str. pr.
- so), weak priors with γobs = 0 (w. pr.), weak priors with γobs > 0 (w. pr. - so), weak priors
and false initial conditions with γobs = 0 (w. pr., f. IC), weak priors and false initial conditions
with γobs > 0 (w. pr., f. IC - so). To limit the energy consumption of this validation, we
will focus on estimating only two parameters: b and abs considering the model in the free growth
case, i.e. without electroporation. More precisely, instead of estimating abs, we will estimate
k = abs

b which is assumed to be fixed in the population when using the reduced Gompertz model
introduced in [26].

For the NR replicates of all the cases, the data have been generated with the following Gaussian
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laws 
log(R0)
logit(P0)
log(b)
log(k)

 ∼ N




log(mR0
)

logit(mP0
)

log(mb)
log(mk)

 ,


σ2
R0

0 0 0
0 σ2

P0
0 0

0 0 σ2
b 0

0 0 0 σ2
k


 ,

whose values are given in Table 1. For all cohorts, the value of k in the cohort is fixed (but varies
from cohort to cohort). The prior values of the initial conditions are(

log(R̂0)

logit(P̂0)

)
and the prior values and standard deviations of the parameters used for the algorithm correspond
to the following Gaussian laws(

log(b̂)

log(k̂)

)
∼ N

((
log(mb̂)
log(mk̂)

)
,

(
σ2
b̂

0

0 σ2
k̂

))
,

whose values are given in Table 1. For the algorithm, the prior mixed covariance matrix(
(σf

b̂
)2 0

0 (σf

k̂
)2

)

is also needed. When there is no information about the distribution of the parameters, one can
consider that the standard deviation is divided by 2: σf

b̂
= 0.5σb̂. Concerning the parameter k

which is assumed to be fixed in the population, one can consider σf

k̂
= σk̂.

Remark 4 One might note that in this particular case, the prior mixed covariance matrix is of
size 2 by 2 because the population Kalman filter is reduced to the parameters as the state of the
system is managed by the Luenberger state observer.

To validate our algorithm, we consider several statistical validation criteria whose the defini-
tions are given in Appendix B: the relative bias (rBIAS), the relative mean squared error (rMSE),
the mean estimated standard deviation (STD), the empirical standard deviation of estimates,
defined as the standard deviation of estimates at convergence (ESTD) and the coverage (COV).

3.3.2 Results using Algorithm 1 with Eq. (3a)

We first study the results obtained with Algorithm 1 when no clustering is considered meaning
that the initial reduced covariance matrix ♯U0 and the initial extension matrix ♯L0 are given by
Eq. (3a). We generate NR = 100 simulation replicates for NS = 1, 5, 10, 20 and σerr = 0, 0.04, 0.08
for the 6 scenarios. We also generate NR = 100 simulation replicates for NS = 40 but only for the
scenario w. pr., f. IC - so.

To illustrate how the algorithm works, Figure 4 shows the time evolution of the states and
parameters of two spheroids belonging to a cohort of 10 spheroids and σerr = 0.08. The generated
data and the two selected spheroids are indicated (top, left). The second line corresponds to
Spheroid 2 and the third line to Spheroid 6. In both cases, the first column corresponds to radius
R, the second to proliferative and quiescent densities P,Q, and the third to parameter b. The
parameter k – estimated fixed in the population – is given in the upper right corner. The target
states and target values of the parameters are shown in blue. The blue points correspond to the
noisy observed data. The states and parameter values of the observer are shown in yellow. The
dashed lines correspond to the 95% confidence interval when available (i.e. for the parameters
only). One can see that the yellow lines converge to blue lines over time, showing the ability of
our algorithm to estimate well.

Figure 5 (resp. Figure 6) shows the rMSE, the rBIAS, and the COV concatenated for both
parameters b and k and the STD, the ESTD, and the BMIXED for parameter b against the
number of spheroids considered NS for a standard deviation error σerr of 0 (resp. 0.08) for the
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Algo ∆x NS = 1 NS = 5 NS = 10 NS = 20 NS = 40

Algorithm 1 0.05 0.03 0.3 1 4 12
Algorithm 1 0.01 x x 3.5 x x
Algorithm 1 0.001 x x 60 x x

Function nlmefitsa 0.05 x 80 x x x

Table 2: Computation times given in minutes when estimating 2 parameters (b and k) in Scenario
w. pr., f. IC - so. Comparison with the Matlab function nlmefitsa average of computation
times for 10 replicates).

6 scenarios. First, one can see that, as expected, the results are better when strong priors and
true initial conditions are considered. Second, using the state observer in conjunction with the
Kalman observer for the parameters leads to better results when weak priors are considered and
especially when the initial conditions are false. Since Scenario w. pr., f. IC - so is the most
interesting, we will focus on it. Figure 7 shows the rMSE, the rBIAS, and the COV concatenated
for both parameters b and k and the STD, the ESTD and the BMIXED for parameter b against
the considered errors. As expected, increasing the number of spheroids gives better results and
increasing the errors worsens them, although it can be seen that they are still acceptable.

These estimates are supplemented by computation times obtained using a 2.3 GHz quad-
core Intel Core i7 computer and an implementation in MATLAB-2020-b, see Table 2. This gives
an order of magnitude numerical complexity of the algorithm, albeit with a not fully optimized
implementation. In particular, we give the computation times when no parallelization of the code
is performed, although it is very easy to parallelize the loop on sigma points. Our strategy must
solve Nσ (= NS × Nθ + 1 using simplex sigma-points) times a time step of the PDE system at
each time step. Therefore – even if the estimation part was reduced to the parameters with the
Kalman filter, which means, that the dimension of the covariance matrix goes toNS×(Nθ+N∆x) =
NS × (2+2× 1

∆x
+1) = 43NS to NSNθ = 2NS – the computation times are always strongly related

to the size of N∆x. To illustrate this, we also shrink the spatial step ∆x for NS = 10. We can see
that the computation times for a non-optimized algorithm are still reasonable and this shows the
possibility of applying it to 2D or 3D PDE systems.

Finally, for comparison, we use the Matlab function nlmefitsa, which is an implementation of
the nonlinear mixed effects model (NLME) with the stochastic EM algorithm, but only for NS = 5
because of the high computational cost. We report the mean of the computation times for 10
replicates. The rMSE – equal to 0.0067 (mean for only 10 replicates) – is very close to the rMSE
– equal to 0.0074 (mean for 100 replicates) – obtained with our algorithm in exactly the same
context.

3.3.3 Results using Algorithm 1 with Eq. (3b)

Second, we study the results obtained with Algorithm 1 when clustering is considered, meaning
that the initial reduced covariance matrix ♯U0 and the initial extension matrix ♯L0 are given by
Eq. (3b). We consider NR = 100 replicates of NS = 20 and NS = 40 spheroids for Scenario
w. pr., f. IC - so and for σerr = 0.08. We compare the strategy without using clustering
and the strategy with using clustering with NC = 5 for NS = 20 and NC = 10 for NS = 40.
Table 3 shows the results. It can be seen that this strategy allows to reduce the computation
times a bit, but it comes at a price. The rMSE, the rBIAS and the BMIXED, the ESTD are
still comparable and very reasonable, but the fact that it couples more the subjects together
could be seen on the STD – which is too small compared to the target value of 0.5 – and the
COV also – which is too small compared to the target value of 95%. The larger the number of
spheroids, the higher the price to be paid. The fact that the reduction in computational time is
small in this context is not surprising. Eq. (3a) reduces the dimension of the covariance matrix
from NS × (Nθ + N∆x) = NS × (2 + 2 × 1

∆x
+ 1) = 43NS to NS × Nθ = 2NS and Eq .(3b) on

NC ×Nθ = 2NC , which is not a big difference. This strategy is only interesting when NS and Nθ

are very large and can also be used, for example, as a first step to improve priors.
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Spheroid 2

Spheroid 6

Cohort of 10 spheroids

Spheroid 2 Spheroid 2Spheroid 2

Spheroid 6 Spheroid 6Spheroid 6

Figure 4: Time evolution of states and parameters for two spheroids using Algorithm 1 with
NS = 10 and σerr = 0.08. The target states and target values of the parameters are shown in blue.
The blue points in the graphs of the radius correspond to the noisy observed data. The states and
parameter values with population estimation are shown in yellow. The dashed lines correspond
to the 95% confidence interval. First line, left: generated data of a cohort of the 10 spheroids.
The two selected spheroids are in dark blue. First line, right: evolution of parameter k (assumed
fixed in the cohort). Second (resp. third) line: Spheroid 2 (resp. 6) with time evolution state of
variables R on the left, variables P and Q at a time step in the middle and parameter b on the
right.

Algo NS NC rMSE rBIAS COV STD (b) ESTD (b) BMIXED (b) CT (min)

Eq. (3a) 20 x 0.004 -0.0032 96% 0.4 0.57 0.066 4
Eq. (3b) 20 5 0.006 0.022 82% 0.18 0.4 0.077 3.2
Eq. (3a) 40 x 0.0027 -0.0019 95% 0.38 0.55 0.046 12
Eq. (3b) 40 10 0.0061 0.023 63% 0.13 0.38 0.052 10

Table 3: Performances of Algorithm 1 with and without clustering evaluated over 100 replicates
in Scenario w. pr., f. IC - so when σerr = 0.08. Results are aggregated across all parameters of
the model for rMSE, rBIAS and COV. The computation times (CT) are also given.
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Figure 5: Performances of Algorithm 1 with Eq. (3a) evaluated over 100 replicates for the 6
scenarios when σerr = 0. First line: rMSE, rBIAS and COV concatenated for both parameters b
and k against the number of spheroids NS considered. Second line: STD, ESTD and BMIXED
for parameter b (k is fixed in the population) as a function of the number of considered spheroids
NS.

Figure 6: Performances of Algorithm 1 with Eq. (3a) evaluated over 100 replicates for the 6
scenarios when σerr = 0.08. First line: rMSE, rBIAS and COV concatenated for both parameters
b and k against the number of spheroids NS considered. Second line: STD, ESTD and BMIXED
for parameter b (k is fixed in the population) as a function of the number of considered spheroids
NS.
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Figure 7: Performances of Algorithm 1 with Eq. (3a) evaluated over 100 replicates for Scenario w.
pr., f. IC - so. First line: rMSE (log-scale), rBIAS and COV concatenated for both parameters
b and k against the errors considered. Second line: STD, ESTD and BMIXED for parameter b (k
is fixed in the population) as a function of the considered errors.

3.3.4 Anisotropic case

Before turning to the application to real data, we will perform final experiments on synthetic
data to test the ability of our estimation strategy to deal with anisotropic disturbances of the
parameters. We will consider Scenario w. pr., f. IC - so for 4 cases: σerr = 0 and 0.08 and
NS = 10 and 20. Only a few changes were made to the benchmark specified in Subsection 3.3.1.
First, the two parameters are generated in a coupled manner meaning that

log(R0)
logit(P0)
log(b)
log(k)

 ∼ N




log(mR0
)

logit(mP0)
log(mb)
log(mk)

 ,


σ2
R0

0 0 0
0 σ2

P0
0 0

0 0 σ2
b σb,k

0 0 σb,k σ2
k


 ,

where σb,k is the covariance of b and k. We consider the values given in Table 1 (target line)
and σb,k is fixed at 0.42 (k is not fixed in the population in this context). Regarding the prior

values for the estimation, only one value was changed: σf

k̂
= 0.5σk̂ as this parameter is no longer

constant in the population. Table 4 summarizes the results, which are very good in terms of rMSE
and rBIAS. Moreover, the results are very acceptable for the mean estimated standard deviations
(STD) and very good for the standard deviation of estimates at convergence (ESTD) confirming
the ability of our estimator to deal with anisotropic disturbances.

3.4 Application to real data

To conclude this study, we propose a validation using a real data set. Multicellular HCT-116-
GFP spheroids were exposed to different electric field intensities – more specifically, 80 unipolar
pulses of 100 µs and a frequency of 1 Hz at 0 V.cm−1 (referred to as the control group) or
500 V.cm−1 (referred to as EF500 group) or 1000 V.cm−1 (divided into 2 groups due to their
very different behaviour, referred to as EF1000-A and EF1000-B) or 2000 V.cm−1 (referred to as
EF2000 group) – and their volumes were monitored by fluorescence and bright field microscopy.
The experiments were designed and performed by Jelena Kolosnjaj, Muriel Golzio, and Marie-
Pierre Rols of the IPBS Institute at the University of Toulouse and are described in detail in [3].
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Criteria
True NS = 10 NS = 10 NS = 20 NS = 20
Value σerr = 0 σerr = 0.08 σerr = 0 σerr = 0.08

rMSE × 0.0041 0.015 0.0040 0.016
rBIAS × 0.0012 0.012 0.0010 0.0065
STDb 0.5 0.55 0.56 0.54 0.55
STDk 0.5 0.35 0.36 0.36 0.37

(Covb,k)
1
2 0.4 0.34 0.36 0.37 0.37

ESTDb 0.5 0.47 0.51 0.49 0.54
ESTDk 0.5 0.53 0.56 0.51 0.55

(ECovb,k)
1
2 0.4 0.43 0.41 0.44 0.43

Table 4: Performances of Algorithm 1 with Eq. (3a) evaluated over 100 replicates for Scenario
w. pr., f. IC - so for 4 cases: σerr = 0 and 0.08 and NS = 10 and 20. Results are aggregated
across the two parameters of the model for rMSE and rBIAS. The six last lines correspond to the
estimation of the variances and covariance of both parameters b and k.

Figure 8: Volume evolutions of multicellular spheroids. Left: Control experiment (35 cases).
Right: Electroporation experiment (37 cases divided into 4 categories: 12 for EF500, 6 for EF1000-
A and 5 for EF1000-B and 14 for EF2000).

Very large volume values were measured because of the osmotic shock in the cells forming the
spheroids after the electric shock. Because our model does not account for this phenomenon,
these values are not used to estimate the parameters. Figure 8 shows the data used in this article.
To avoid identifiability issues, b and k are estimated with the control cohort, and their mean
values are used to estimate the other parameters in the 4 cases: EF500, EF1000A, EF1000B, and
EF2000. Table 5 gives the estimated values. We compare the values obtained with the Matlab

function nlmefitsa in exactly the same context. We can see that the results are very comparable.
This last step with a real data set completes the validation of our algorithm on this example.

4 Conclusion

In this paper, we present a strategy to combine the principle of data assimilation through joint
state and parameter estimation with the population configuration classically considered in the
formulation of nonlinear mixed-effects models [12, 27, 13]. Due to the high computational cost,
the classical strategies for solving nonlinear mixed-effects models are not applicable in practice
for very large systems such as PDE systems. Our alternative estimation strategy to address this
challenge is based on two important existing methodological strategies: (1) a population-based
Kalman filter [6] and (2) a joint state-parameter estimation [19, 18]. We illustrated and evaluated
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Case Control (NS = 35)

b our 0.0064 (mean) - 0.0017 (std)
Function nlmefitsa 0.010 (mean) - 0.0018 (std)

k our 2.28 (mean) - 0 (std)
Function nlmefitsa 2.19 (mean) - 0 (std)

Case EF500 (NS = 12) EF1000-B (NS = 5)

λ our 0.37 (mean) - 0.035 (std) 0.36 (mean) - 0.045 (std)
Function nlmefitsa 0.22 (mean) - 0.092 (std) 0.37 (mean) - 0.012 (std)

pc our 0.90 (mean) - 0.0028 (std) 0.86 (mean) - 0.012 (std)
Function nlmefitsa 0.89 (mean) - 0.014 (std) 0.82 (mean) - 0.086 (std)

m our 1.14 (mean) - 0.18 (std) 1.21 (mean) - 0.16 (std)
Function nlmefitsa 1.11 (mean) - (std) 0.024 1.40 (mean) - 0.16 (std)

Case EF1000-A (NS = 6) EF-2000 (NS = 14)

λ our 0.69 (mean) - 0.04 (std) 0.92 (mean) - 0.0015 (std)
Function nlmefitsa 0.77 (mean) - 0.10 (std) 0.97 (mean) - 0.065 (std)

pc our 0.11 (mean) - 0.015 (std) 0.00097 (mean) - 2.1×10−6 (std)
Function nlmefitsa 0.17 (mean) - 0.010 (std) 0.0016 (mean) - 9×10−5 (std)

m our 5.3 (mean) - 0.77 (std) x
Function nlmefitsa 5.19 (mean) - 1.02 (std) x

Table 5: Mean (mean) and standard deviation (std) of estimated parameters using real data.
The values were compared with the results obtained with the NLME algorithm using the Matlab
function nlmefitsa. The post-pulse data for EF2000 do not really allow us to estimate the m pa-
rameter, since the data for all spheroids are close to 0. Therefore, this parameter is not estimated.

our proposed strategy on a 1D PDE model for tumor spheroid electroporation. Our approach
was shown to be successful on synthetic data even with anisotropic disturbances. Moreover, on
real data, our results compare very well with the estimation procedures used in the literature as
standard for estimating parameters of nonlinear mixed-effects models.

The choice of the 1D PDE model stems from the fact that the computational cost of solving
the PDE system is still reasonable and allows to perform many replicates – 7500 simulations in
total1 – to validate the ability to estimate the parameters well. Even though our strategy is
very efficient in terms of computation time, we need to solve the PDE system Nσ (equivalent to
NS ×Nθ+1 when simplex sigma points are considered) at each time step to apply it. This implies
that we recommend the use of an efficient solver for 2D or 3D PDE systems.

The strategy of double reduction of the Kalman filter (reduction to parameter space and
reduction by clustering) seems interesting only when NS and Nθ are very large. Since it seems to
worsen the results, we advise to use it cautiously. We emphasize that it can be used, for example,
as a first step to improve the prior values.

It is clear that using the state observer in conjunction with the Kalman observer for the
parameters leads to better results when weak priors are considered and especially when the initial
conditions are false. This implies that we recommend the use of a state observer especially when
the confidence in the initial conditions is low. We are aware that building a state observer to
handle errors in the initial conditions can be a very difficult step and is the main drawback of our
strategy.

Having demonstrated the concept of our strategy and these performances in terms of accuracy,
manageability and computation times, the main perspective of this work is to develop a code that
can be easily used by the community.

1(6 scenarios × 4 numbers of subjects (NS = {1, 5, 10, 20}) + 1 scenario × 1 number of subject (NS = 40)) × 3
considered errors (σerr = {0, 0.04, 0.08}) × NR = 100 replicates
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A Mathematical proofs

A.1 Proof of Section 3.1

The proof of Proposition 1 is given in what follows.
Proof First part - Using the characteristic curves defined by the velocity field V and the
assumption on the initial condition, it is easy to prove that P + Q belongs to [0, 1] as the right-
hand side of

∂t(P +Q) + V ∂r(P +Q) = τG (P +Q)(1− (P +Q))

vanishes for P +Q = 0 and P +Q = 1. With this fact, it is then easy to prove that P ∈ [0, 1] as
the right-hand side of the equation verified by P

∂tP + V ∂rP = τG (P +Q)(1− P )− τOP,
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is positive for P = 0 and non-positive for P = 1. This directly implies that Q ∈ [0, 1] (as P ∈ [0, 1]
and P +Q ∈ [0, 1]) and F ∈ [0, 1] (as F = 1− (P +Q)).
Second part - As (P +Q)(t, r) ∈ [0, 1],∀t ≥ 0,∀r ∈ [0, 1], one can show that

0 ≤ I(t, 1) =

∫ 1

0

(P (t, r) +Q(t, r))r2dr ≤ 1

3
. (9)

It then implies that R′(t), R(t) ≥ 0, ∀t and more precisely that

0 ≤ R′ ≤ mabse
−bt

3
R.

As the solution of R′(t) = mabse
−bt

3 R(t) is the solution of the Gompertz model given by

R(t) = R(0)e
mabs

3b (1−e−bt),

it concludes the proof. □

A.2 Proofs of Section 3.2

Before to start the proofs of Propositions 2 and 3, we need the following preliminary lemma.

Lemma 1 We have F̂ = F . This directly implies that Î = I.

Proof The last equation of System (7) and the last equation of System (8) are the same as the
velocity only depends on the density F or F̂ . The initial conditions F (0, r) = 0 and F̂ (0, r) = 0
imply that for all t < tas, F (t, r) = F̂ (t, r) = 0. The key point of the proof lies in the fact at t = tas,
as F (or F̂ ) equals to 0, P +Q = 1 (or P̂ + Q̂ = 1) then F (tas, r) = F̂ (tas, r) = λ,∀r ∈ [0, 1]. By
unicity, we then have F (t, r) = F̂ (t, r), ∀t ≥ 0, ∀r ∈ [0, 1]. □

Remark 5 All the following proofs are done in the context of tas = 0 just for the sake of simplicity.

Using Lemma 1 and the fact that τOP −T̂OP̂ = ((τO− τ̂O)P )+ τ̂OP̃ ), our objective is to study
the solution of the following system of equations{

R̃′ = R̃τGI(t, 1)− γobs(t)R̃,

∂tP̃ = −τG(r
−2I(t, r)− rI(t, 1))∂rP̃ − τG(1− F )P̃ − ((τO − τ̂O)P ) + τ̂OP̃ ).

with

I(t, r) =

∫ r

0

(1− F )r2dr.

This system can be rewritten as R̃′ = R̃τGI(t, 1)− γobs(t)R̃,

∂tP̃ + V ∂rP̃ = −τG(1− F )P̃ − ((τO − τ̂O)P ) + τ̂OP̃ ),
V = τG(r

−2I(t, r)− rI(t, 1)).

(10)

Now, one can prove Proposition 2.
Proof The solution of the equation on R̃ is

R̃(t) = R̃(0) exp
(∫ t

0

(τG(t)I(t, 1)− γobs(t))dt
)
, ∀t ≥ 0. (11)

Using Eq. (9) and the formula of τG(t) = mabse
−bt, one can show that

0 ≤
∫ t

0

(τG(t)I(t, 1)− γobs(t))dt ≤ t
(mabs

3
− γmin

obs

)
leading to

0 ≤ |R̃(t)| ≤ |R̃(0)|e(
mabs

3 −γmin
obs )t. (12)

□
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Now, one can prove Proposition 3.
Proof We have

(τO − τ̂O) = (T begin
O − T end

O )

(
1

1 + e
(R̂(1−r)−d)

s

− 1

1 + e
(R(1−r)−d)

s

)
,

= (T begin
O − T end

O )
e

(1−r)(R+R̂)−2d
2s

(1 + e
(R(1−r)−d)

s )(1 + e
(R̂(1−r)−d)

s )
sinh

(
(1− r)R̃

2s

)
.

The term (T begin
O −T end

O ) e
(1−r)(R+R̂)−2d

2s

(1+e
(R(1−r)−d)

s )(1+e
(R̂(1−r)−d)

s )

is bounded since R and R̂ are bounded as R

is bounded and R̂ converge to R. Using the mean value theorem and Eq. (12), on can show that

|τO − τ̂O| ≤ C|R̃| ≤ Ce(
mabs

3 −γmin
obs )t. (13)

Multiplying by P̃ and integrating on r ∈]0, 1[ the second equation of System (10), we obtain

1

2

d

dt
∥P̃∥2L2(]0,1[) = −

∫ 1

0

τG(1− F )P̃ 2dr −
∫ 1

0

(τO − τ̂O)PP̃dr −
∫ 1

0

τ̂OP̃
2.

Using the fact that 0 ≤ F (t, r) ≤ F0, ∀t, ∀r ∈]0, 1[, we have

1

2

d

dt
∥P̃∥2L2(]0,1[) = −

∫ 1

0

(ae−bt(1− F0) + T end
O )P̃ 2dr −

∫ 1

0

(τO − τ̂O)PP̃dr.

The last term is bounded using Eq. (13)

−
∫ 1

0

(τO − τ̂O)PP̃dr ≤
∫ 1

0

|τO − τ̂O||P ||P̃ |dr

≤
∫ 1

0

|τO − τ̂O|

≤ Ce(
mabs

3 −γmin
obs )t,

leading to

1

2

d

dt
∥P̃∥2L2(]0,1[) ≤ −T end

O ∥P̃∥2L2(]0,1[) + Ce−(γmin
obs −mabs

3 )t.

The solution of the ODE y′ = C1y + C2e
C3t is given by y = CeC1t + C2

C3−C1
eC3t if C3 ̸= C1.

With C1 = −T end
O , C2 = C and C3 = mabs

3 − γmin
obs , we have C1 > C3.

∥P̃∥2L2(]0,1[) ≤ C(e−T end
O t + e−(γmin

obs −mabs
3 )t) ≤ Ce−T end

O t.

□

B Statistical validation criteria

We quickly define the statistical validation criteria used to validate the ability of our estimator
to estimate parameters. For a given parameter θ, we define by θt (respectively, θe) the matrix of
size NR × NS that contains in each row r the target (respectively, estimated) values of θ for all
subjects of replicate r. We calculate the relative bias (rBIAS) and the relative mean squared error
(rMSE)

rBIAS =
1

NRNS

NR∑
r=1

NS∑
i=1

θt(r, i)− θe(r, i)

|θt(r, i)|
and rMSE =

1

NRNS

NR∑
r=1

NS∑
i=1

(θt(r, i)− θe(r, i)

θt(r, i)

)2
.
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Using the estimated covariance matrix, we compute σθ
e the matrix of size NR×NS that contains in

each row r the estimated standard deviation of θ for all subjects of replicate r. We also compute
the mean estimated standard deviation (STD) and the empirical standard deviation of estimates,
defined as the standard deviation of estimates at convergence (ESTD)

STD =
1

NRNS

NR∑
r=1

NS∑
i=1

σθ
e(r, i)

and ESTD =

√√√√ 1

NRNS

NR∑
r=1

NS∑
i=1

(
θe(r, i)−

1

NRNS

NR∑
n=1

NS∑
i=1

θe(r, i)
)2

.

Following the same idea, we also define for two parameters θ1 and θ2, the mean estimated covari-
ance (Cov) and the empirical covariance of estimates (ECov) by

Cov =
1

NRNS

NR∑
r=1

NS∑
i=1

σθ1,θ2

e (r, i)

and ECov =

√√√√ 1

NRNS

NR∑
r=1

NS∑
i=1

(
θ1e(r, i)−

1

NRNS

NR∑
n=1

NS∑
i=1

θ1e(r, i)
)(

θ2e(r, i)−
1

NRNS

NR∑
n=1

NS∑
i=1

θ2e(r, i)
)
,

where σθ1,θ2

e the matrix of size NR × NS that contains in each row r the estimated covariance
between θ1 and θ2 for all subjects of replicate r. Finally, we can calculate the relative bias of the
standard deviation for random effects, called BMIXED, defined by

BMIXED =
1

NRNS

NR∑
r=1

NS∑
i=1

(
σθ
e,m(r, i)− σθ

t (r, i)
)
,

where σθ
e,m is the matrix of size NR ×NS containing in each row r the estimated mixed standard

deviation of θ for all subjects of replicate r and therefore formed using the estimated covariance
matrix. This indicator is completed by coverage (COV), which is defined as the percentage of
time that the true value is contained within the 95% confidence interval of the estimated values.
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