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Abstract
Recursive graph queries are increasingly popular for extracting
information from interconnected data found in various domains
such as social networks, life sciences, and business analytics. Graph
data often come with schema information that describe how nodes
and edges are organized. We propose a type inference mechanism
that enriches recursive graph queries with relevant structural in-
formation contained in a graph schema. We show that this schema
information can be useful in order to improve the performance
when evaluating recursive graph queries. Furthermore, we prove
that the proposed method is sound and complete, ensuring that the
semantics of the query is preserved during the schema-enrichment
process.

CCS Concepts
• Information systems→ Query languages.

Keywords
Graph Schema, Query Optimisation, Graph Databases, Relational
Algebra

1 Introduction
The creation, utilisation and, most importantly, analysis of highly
interconnected data has become pervasive in various domains, in-
cluding social media, astronomy, chemistry, bio-informatics, trans-
portation networks and semantics associations (criminal inves-
tigation) [15, 16, 99, 112]. Graph databases have become appeal-
ing for modeling, managing and analysing highly interconnected
data [5, 98].

Discovering complex relationships between graph-structured
data requires expressive graph query languages to use recursion
to navigate paths connecting nodes in a graph database [47, 70].
Therefore, the design of contemporary graph query languages is
based on formalisms such as regular path queries (RPQ), two-way
regular path queries (2RPQ) and nested regular expressions (NRE)
along with their extensions such as conjunctive two-way regular

path queries (C2RPQ) [37], union of conjunctive two-way regular

path queries (UC2RPQ) [7, 25], conjunctive nested regular expressions
(CNRE), union of conjunctive nested two-way regular path queries

(UCN2RPQ) [14, 78, 91], XPath for graph databases (GXPath) [77, 106]
and more recently conjunctive queries and union of conjunctive

queries extended with Tarski’s algebra (CQT/UCQT) [98]. These founda-
tions form the basis of languages such as SPARQL [67], Cypher [54]
and PGQL [104]. Furthermore, projects such as ISO/IEC 39075 1 and
Linked Data Benchmark Council 2 (LDBC) are working towards
creating a standard query language for graph databases. At the core
of all these graph query languages is recursion. It is essential to
perform complex navigation and data extraction from the graph.

Furthermore, graph data often follow a certain organization,
structural patterns, or even sets of constraints on the admissible
graph shapes. Such knowledge may be left implicit or made explicit
by the means of a so-called graph schema specification. In an on-
going standardization effort, PG-Schema [8] and PG-Keys [9] have
been proposed to serve as a reference graph schema language for
graph databases.

One fundamental idea of the work presented in this paper is to
leverage the schema constraints in order to improve query evalua-
tion. Intuitively, we conjecture that taking advantage of the con-
straints expressed in a schema can be useful to reduce the amounts
of graph data involved when evaluating a query. This research
proposes a schema-based query rewriting approach to optimize
graph queries. We use a basic yet expressive graph schema for-
malism (based on [8]) to express graph constraints. We consider
graph queries expressed in the formalism of UCQT. We propose a
type inference method for injecting relevant schema information
into the query and produce a schema-aware UCQT variant that is
semantically equivalent.

1GQL: https://www.iso.org/standard/76120.html
2LDBC: https://ldbcouncil.org

https://www.iso.org/standard/76120.html
https://ldbcouncil.org
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The optimization of recursive queries (even independently from
schema constraints) is already known to be significantly more chal-
lenging than in the non-recursive setting [70, 88, 111]. Extensions
to classical relational algebra have been proposed to support re-
cursion [4, 57, 75, 111]. As a result, many graph database engines
use the query optimisation techniques developed for relational
databases [71, 96, 101, 109]. Numerous optimisation techniques
have been developed [30, 70, 83, 86] to optimise recursive graph
queries independently from the schema.

However, due to the schema optional nature of contemporary
graph databases [97], earlier schema-based methods that have been
researched in other settings for recursive queries have been largely
ignored. Examples of such earlier methods include static query anal-
yses for Datalog [20, 36, 38], semi-structured [36, 46, 51] databases
and XML [18, 55, 56, 73] databases. While these works are essen-
tially of theoretical nature, they can still bring useful insights for
schema-based graph query analyses and optimization.

The main contributions of this research work are:

Schema-based approach for query rewriting. We propose a type
inference mechanism capable of leveraging structural information
of a graph schema in order to rewrite UCQT queries. In particular,
the type inference mechanism enriches the edge label-based navi-
gational graph queries with additional information related to node
labels. This approach aims at reducing the size of intermediate sub-
query results in order to improve the overall query performance.
The approach automatically optimises recursive graph queries and
is capable of eliminating costly transitive closure operations using
schema information. The soundness and completeness of type in-
ference ensure that the semantics of the query is preserved during
optimization.

Prototype implementation. We have developed a prototype im-
plementation to demonstrate the practical application of the
schema-based approach. The prototype translates schema-based
rewritten queries into graph patterns for graph databases and into
recursive relational algebra for relational databases. We demon-
strate the efficiency of the approach on graph and relational data-
base systems.

Experimental evaluation. In order to empirically evaluate the ef-
fectiveness of the approach, we use the LDBC social network bench-
mark dataset which is a property graph, and the YAGO dataset
which is a knowledge graph. We use third-party recursive and non-
recursive queries. Experiments show that the proposed schema-
based approach is effective, especially for recursive queries.

Organisation: We present preliminary concepts related to
graph databases in Sec. 2, including schemas and the UCQT graph
query language. The main contribution to schema-based query
rewriting is presented in Sec. 3, where we present an inference sys-
tem to enrich queries with annotations deduced from the schema.
The prototype implementation is presented in Sec. 4, where we
describe the overall system architecture. We then report on em-
pirical evaluation results in Sec. 5, where we also consider several
(relational and graph-based) database systems. Finally, we discuss
related works in Sec. 6 before concluding in Sec. 7.

2 Graph Databases
We present a few basic definitions related to graph databases. In
particular, we define the notions of graph schema, graph database,
schema-database consistency and graph queries. These notions
are vital for schema-based query rewriting. Furthermore, we use
the graph database representation of the YAGO dataset as a run-
ning example to illustrate various definitions present in subsequent
sections.

2.1 Graph Schema
A graph schema is a directed pseudo multigraph: a graph in which
loops on nodes and multiple directed edges between two nodes are
permitted. A graph schema captures the structural and properties-
based restrictions in a graph database, with nodes representing
entities and edges representing relationships between entities. In
graph schemas, nodes and edges are labeled, and properties asso-
ciated with nodes are expressed in the form of key-type pairs. Let
LN be a finite set of node labels and LE be a finite set of edge labels
such that LN ∩ LE = ∅. Let KS be a set of keys (for example: id,
name, age), and T be a finite set of data types (for example: String,
Integer, Date). We define a finite set of properties PS such that
PS ⊆ (KS × T).

Definition 1 (Graph Schema). A graph schema is a tuple S =

(NS , ES , LN , LE , PS , 𝜆S , 𝜂S , 𝜉S ,ΔS ) where,
• NS and ES are finite set of nodes and edges such thatNS∩ES =

∅.
• 𝜆S : ES → NS × NS is a function which maps all edges to

source and target nodes.

• 𝜂S : NS → LN is a function which maps all nodes to the set of

node labels.

• 𝜉S : ES → LE is a function which maps all edges to the set of

edge labels.

• ΔS : NS → 2PS is a function which maps all nodes to all

possible subsets of the property set PS .

PERSON
name:String

age:Int

CITY
name:String

PROPERTY
address:String

REGION
name:String

COUNTRY
name:String

isMarriedTo

livesIn isLocatedIn

isLocatedIn

dealsWith

owns
isLocatedIn

Figure 1: Sample graph schema for YAGO dataset.

Example 1. Fig. 1 shows a graph schema for the YAGO dataset

[66] consisting of five nodes and seven edges. All edges are labeled

and directed; some edges can represent loops on the same nodes. For

instance, the edge labeled as isMarriedTo has the same source and

target node labeled as PERSON. All nodes are labeled and have prop-
erties associated with them. For instance, a node is labeled as REGION
and has a property name:String as a key:type pair.
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2.2 Graph Database
A graph database is a graph instance that allows modeling real-
world entities as labeled nodes and edges, with properties associated
with nodes. Let KD be an infinite set of keys (for example, id, name,
age), V be a finite set of values (for example, 345, James). We define
a function Υ : V → T that maps values in V to their respective
data types in T. The set of properties associated with the nodes of a
graph database are defined as PD such that PD ⊆ (KD × V) where
each 𝑝𝑑 ∈ PD is a key-value pair and each value has a data type.
Formally, a graph database is defined as follows:

Definition 2 (Graph database). A graph database is a tuple

D = (ND , ED , LN , LE , PD , 𝜆D , 𝜂D , 𝜉D ,ΔD ) where,
• ND and ED are finite set of nodes and edges such that ND ∩
ED = ∅.
• 𝜆D : ED → ND × ND is a function which maps all edges to

source and target nodes.

• 𝜂D : ND → LN is a function which maps all nodes to the set

of node labels.

• 𝜉D : ED → LE is a function which maps all edges to the set of

edge labels.

• ΔD : ND → 2PD is a function which maps all nodes to all

possible subsets of the property set PD .

𝑛1
PROPERTY
address:
7 Queen
Street

𝑛2
PERSON
name:John
age:28

𝑛3
PERSON
name:
Shradha
age:25

𝑛4
CITY
name:
Elerslie

𝑛5
REGION
name:

Grenoble

𝑛6
CITY
name:

Montbonnot

𝑛7
COUNTRY

name:
France

isMarriedTo

isMarriedTo

livesIn

livesIn

owns

isLocatedIn

isLocatedIn

isLocatedIn isLocatedIn

Figure 2: An example of YAGO graph database.

Example 2. Fig. 2 shows an example of a YAGO graph database

consisting of seven nodes and nine edges. All nodes are labeled, and

have optional properties associated with them. All edges are labeled

and can be identified by unique source and target node identifiers

using function 𝜆D . For instance, edge (𝑛2, 𝑛1) is labeled as owns, with
𝑛2 as the source and 𝑛1 as the target node identifier. The node with
identifier 𝑛2 is labeled as PERSON and has name:John and age:28
as properties.

2.3 Schema-database consistency
The notion of schema-database consistency implies that a graph
database follows the structural and property based restrictions
established by a graph schema. We define a function SD : D → S
that maps elements in the graph database to at most one element
in the graph schema (also known as strict graph schema [8]).

Definition 3 (Schema database consistency). Given a graph

database D and a graph schema S, we say that D is consistent with
S when there exists a schema-database mapping SD such that:

• For every node 𝑛𝑖 ∈ D there exists a corresponding node in the

schema: SD (𝑛𝑖 ) ∈ S, and we have 𝜂D (𝑛𝑖 ) = 𝜂S (SD (𝑛𝑖 )).
• For every edge 𝑒𝑖 ∈ D there exists a corresponding edge in

the schema: SD (𝑒𝑖 ) ∈ S. Let (𝑛𝑖 , 𝑛 𝑗 ) = 𝜆D (𝑒𝑖 ), then we

have 𝜆S (SD (𝑒𝑖 )) = (SD (𝑛𝑖 ),SD (𝑛 𝑗 )); furthermore, we

have 𝜂D (𝑛𝑖 ) = 𝜂S (SD (𝑛𝑖 )), 𝜂D (𝑛 𝑗 ) = 𝜂S (SD (𝑛 𝑗 )) and
𝜉D (𝑒𝑖 ) = 𝜉S (SD (𝑒𝑖 )).
• For each 𝑛𝑖 ∈ ND and for each (𝑘, 𝑣) ∈ ΔD (𝑛𝑖 ), we have
(𝑘, Υ(𝑣)) ∈ ΔS (SD (𝑛𝑖 )).

Example 3. By using Def. 3, we can observe that the graph data-

base presented in Fig. 2 is consistent with the graph schema shown

in Fig. 1. For instance, edge (𝑛2, 𝑛3) is labeled as isMarriedTo; more-

over, source and target nodes are labeled as PERSON and follow the

property-based restrictions imposed in the YAGO graph schema.

In this study, we only consider graph databases that are con-
sistent with the graph schema; that is, we exclude any database
that does not conform to Def. 3. Furthermore, we consider graph
databases with restrictions, including each node/edge can have at
most one node/edge label associated with it, and edges do not have
properties associated with them. However, as mentioned in [106]
our graph data model can easily be modified to accommodate prop-
erties over edges. In our graph data model we allow zero or more
properties associated with nodes. Moreover, we consider that prop-
erties are atomic entities and cannot have maps nor lists as data
types3.

2.4 Querying graph databases
Graph patterns are essential in graph query languages as they as-
sist in defining the structure of data to be extracted from a graph
database [7, 52, 98]. The core component of a graph pattern is
a path expression corresponding to specifying directed edges and/or
paths defined over the edge labels of a graph database. To specify
path expressions we use the formalism of Tarski’s algebra which is
strictly more expressive than other graph query formalisms such
as two-way regular path queries (2RPQ) and nested regular expressions
(NRE) [60, 63]. The grammar of Tarski’s algebra used to formulate a
path expression 𝜙 is presented in Fig. 3.

𝜙 ::= path expression
𝑙𝑒 single edge label (𝑙𝑒 ∈ LE )

| 𝜙1/𝜙2 concatenation
| 𝜙1 ∪ 𝜙2 union
| 𝜙1 ∩ 𝜙2 conjunction
| 𝜙1 [𝜙2 ] branch (right)
| [𝜙1 ]𝜙2 branch (left)
| −𝑙𝑒 reverse

| 𝜙+ transitive closure

Figure 3: Tarski’s algebra grammar (adapted from [60, 98]).

In our adaptation of Tarski’s algebra, the reverse operation can
be used with single-edge labels, as shown in Fig. 3. Notice that
it is possible to use the reverse operator in front of general path

3Interested readers may refer to [10, 97, 98] for detailed discussions on graph data
model restrictions.
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expressions𝜙 , as this does not offer any additional expressive power
compared to the reverse operation on single-edge labels [60].

In the sequel, we define and use the formalism of conjunctive
queries and union of conjunctive queries extended with Tarski’s alge-

bra (CQT/UCQT) to express graph patterns based on path expressions.
We choose the UCQT query language formalism for its high ex-
pressive power as it encompasses most existing query language
formalisms. In particular, UCQT subsumes both union of conjunc-

tive two-way regular path queries (UC2RPQ) and union of conjunctive

nested two-way regular path queries (UCN2RPQ) which are used in
many practical graph query languages such as Cypher, SPARQL
and PGQL [91, 98, 106].

Additionally, in UCQT, the conjunction operator is closed under
transitive closure [60, 98], which adds the ability to express recur-
sive queries that search for arbitrary-length paths with repeating
cyclic structures between the start and end nodes. Such queries
cannot be expressed in the formalisms of UC2RPQ and UCN2RPQ [98].

2.4.1 Syntax of CQT/UCQT. Given a graph schema S and a graph
database D, letVN be a finite set of node variables and P𝜙 be a set
of path expressions {𝜙1, . . . , 𝜙𝑛}, such that each path expression
𝜙𝑖 ∈ P𝜙 is defined over the set of edge labels LE .

Definition 4 (CQT). A conjunctive query with Tarski’s algebra

is a logical formula in the ∃,∧-fragment of first order logic, of the

form C =

{
(ℎ1, . . . , ℎ𝑖 ) | ∃ (𝑏1, . . . , 𝑏 𝑗 ) 𝑟1 ∧ . . . ∧ 𝑟𝑙 ∧ 𝑎1 ∧ . . . ∧ 𝑎𝑘}

where,

• H = {ℎ1, . . . , ℎ𝑖 } is a finite set of head variables. B = {𝑏1, . . . , 𝑏 𝑗 }
is a finite set of body variables such that (B ∪ H) ⊆ VN and

(B ∩ H) = ∅.
• A = {𝑎1, . . . , 𝑎𝑘 } is a finite set of atomic formulas formed by

a labeling function 𝜂A : VN → (LN ∪ 𝜖) that maps all node

variables to node labels in LN or to the empty label. These

formulas can be of the form e. g. 𝜂A (𝑌 ) = PERSON to specify
that nodes represented by the variable 𝑌 must be labeled as

PERSON.
• Rel ⊆ (VN × P𝜙 ×VN ) is a finite set of relations where each
relation 𝑟𝑖 ∈ Rel either represent directed edge(s) or path(s)

connecting two nodes.

Z Y M
owns

livesIn/isLocatedIn+

Figure 4: Example of a graph pattern.

Example 4. The graph pattern in Fig. 4 identifies people living in

regions and countries who also own properties. It consists of two rela-

tions: (Y, owns, Z) searches for people who own properties. While (Y,
livesIn/isLocatedIn+, M) specifies a path expression to search for

paths that have edges labeled as livesIn followed by an unbounded

number of edges labeled as isLocatedIn returning node that either

correspond to regions or countries. Both relations share the same node

variable Y, specifying that both relations must search for the same

person.

C1 =
{
Y | ∃ (Z,M) (Y,(livesIn /isLocatedIn+), M) ∧ (Y,owns,Z) }

Example 5. Query C1, presents a graph pattern in Fig. 4 expressed
as a CQT where Z,M are body variables and Y is a head variable.

Relations (Y,owns,Z) and (Y,livesIn /isLocatedIn+, M) describe
the structure of the graph pattern.

We extend the CQT query language formalism to the formalism
of the union of conjunctive queries with Tarski’s algebra (UCQT)
which is analogous to extending the formalism of C2RPQ to UC2RPQ.
The formalism of UCQT represents the disjunction of conjunctive
queries with Tarski’s algebra. A UCQT query is written as UC =

H ← {C1 ∪ . . . ∪ C𝑛}, where all C𝑖 are union compatible CQT
queries, that is, they share the same set of head variables H [70, 89].

2.4.2 Semantics of CQT/UCQT. As discussed in Sec. 2.4, path expres-
sions form the core components for syntactically describing graph
patterns as CQT/UCQT. We first present the semantics of path ex-
pressions 𝜙 that are based on Tarski’s algebra 4. The interpretation
of the path expression 𝜙 when evaluated over a graph database
D (represented as J𝜙KD ) is defined in Fig. 5. The output produced
after evaluating a path expression 𝜙 consists of all pairs of nodes
(source and target nodes) that are connected by the path 𝜙 in the
graph database.

J𝑙𝑒KD = { (𝑛,𝑚) |𝑛 𝑙𝑒−→𝑚 ∈ ED ∧ 𝑛,𝑚 ∈ ND ∧ 𝑙𝑒 ∈ LE }
J𝜙1/𝜙2KD = { (𝑛,𝑚) |∃𝑧 ∈ ND ∧ (𝑛, 𝑧 ) ∈ J𝜙1KD ∧ (𝑧,𝑚) ∈ J𝜙2KD }

J𝜙1 ∪ 𝜙2KD = J𝜙1KD ∪ J𝜙2KD
J𝜙1 ∩ 𝜙2KD = J𝜙1KD ∩ J𝜙2KD
J𝜙1 [𝜙2 ]KD = { (𝑛,𝑚) |∃𝑧 ∈ ND ∧ (𝑛,𝑚) ∈ J𝜙1KD ∧ (𝑚,𝑧 ) ∈ J𝜙2KD }
J[𝜙1 ]𝜙2KD = { (𝑛,𝑚) |∃𝑧 ∈ ND ∧ (𝑛, 𝑧 ) ∈ J𝜙1KD ∧ (𝑛,𝑚) ∈ J𝜙2KD }

J−𝑙𝑒KD = { (𝑚,𝑛) | (𝑛,𝑚) ∈ J𝑙𝑒KD }

J𝜙+KD =
⋃
𝑖≥1

J𝜙𝑖KD , 𝜙𝑘 = (𝜙/. . . /𝜙︸    ︷︷    ︸
𝑘−times

) where 1 ≤ 𝑘 ≤ 𝑖 .

Figure 5: Semantics of Tarski’s algebra (adapted from [98]).

Example 6. Given a graph schema (Fig. 1) and a graph

database (Fig. 2) for the YAGO dataset, consider 𝜙1 =

[owns] ( [isMarriedTo]livesIn) a path expression used to search

for all married property owners living in cities. The path expression

𝜙1 first searches for people living in cities using the livesIn edge

label. After that, the branching operation on isMarriedTo edge label
only serves as an existential node test to select married people. Finally,

the branching operation on the owns edge label only selects married

people living in cities and owning properties.

Based on the semantics in Fig. 5, the query returns nodes {(𝑛2, 𝑛4)} as
the final result set, where node𝑛2 represents a person “John” who lives
in a city named “Elerslie” (represented by node 𝑛4). Furthermore,

John is married and owns a property as shown in Fig. 2.

The formalism of CQT/UCQT expresses queries of two types: non-
recursive graph queries (NQ) and recursive graph queries (RQ). Non-
recursive graph queries are restricted CQT/UCQT that do not allow
transitive closure, whereas recursive graph queries allow general
path expressions with transitive closure.

4Interested readers may refer [98] for detailed discussion on the semantics of
CQT/UCQT
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The semantics of graph query language formalisms are broadly of
two types (i) evaluation semantics and (ii) output semantics [7, 98].
The formalism of CQT/UCQT uses homomorphism-based evaluation
semantics for non-recursive graph queries (NQ), arbitrary path
semantics for recursive graph queries (RQ) and set-based output
semantics [98].

3 Schema-Based Query Rewriting
We introduce a method that leverages schema information for query
evaluation. Specifically the method rewrites a query so that struc-
tural schema information is injected in relevant part of the queries,
namely in path expressions. As a preliminary step, we first trans-
form path expressions into a form where redundancies are elimi-
nated. We then present how schema information can be injected
into path expressions.
Preliminary path simplifications. The purpose of rewrite rules pre-
sented in Fig. 6 is to eliminate redundancies from path expressions
in order to simplify queries. These rewrite rules are general in that
they apply independently from any particular schema.

(𝜙+ )+ → 𝜙+ (R1) 𝜙+1 [𝜙+2 ] → 𝜙+1 [𝜙2 ] (R2) 𝜙1 [𝜙2/𝜙3 ] → 𝜙1 [𝜙2 [𝜙3 ] ] (R3)
[𝜙+2 ]𝜙+1 → [𝜙2 ]𝜙+1 (R4) [𝜙2/𝜙3 ]𝜙1 → [𝜙2 [𝜙3 ] ]𝜙1 (R5)

Figure 6: Rewrite rules for path expression simplification.

Rule R1 removes the redundant use of transitive closures. Rules
R2 and R4 simplify transitive closures within the branching operator
since computing full transitive closure in branching expressions is
not required [60, 63]. Rules R3 and R5 turn path compositions into
branching operations when possible, as also done in prior works
[60–63, 69]. Correctness of these rules follows immediately from
the formal semantics of path expressions, and in particular from the
existential semantics of the branching operator defined in Figure 5.

𝜙𝑟𝑒𝑑 = (((owns[isMarriedTo+/livesIn/dealsWith+])/(isLocatedIn+)+)+)+

𝜙𝑜𝑝𝑡 = ((owns[isMarriedTo[livesIn[dealsWith]]]/isLocatedIn+)+

Figure 7: Application of path simplification rules.

Example 7. In Fig 7, 𝜙𝑟𝑒𝑑 is a path expression with redundant plus

operations and uses the concatenation operation within the branched

path expressions. Rule R1 removes redundant plus operations, rule

R2 removes plus operation inside branched expressions, and rule R3
replaces concatenation with branching operation in branched expres-

sions. The optimised path expression is presented in Fig. 7 as the path

expression 𝜙𝑜𝑝𝑡 .

3.1 Schema-based query analysis
Path expressions in Tarski’s algebra do not contain any information
about node labels. However, given a graph schema, it is possible to
use the structure of a path expression to infer information about
node labels. This information can then be used to rewrite the origi-
nal query into a more precise query. The rewritten query generates
fewer intermediate results in general, but is always equivalent to
the original one in terms of the final result set, when the queried
database conforms strictly to the schema.

Example 8. In the graph database of the YAGO dataset

shown in Fig. 2, suppose we need to search for a path such as

owns/isLocatedIn. To answer this query, we only need to look for
paths that start from a node labeled PERSON with an outgoing edge

labeled owns to a node labeled PROPERTY, followed by an outgoing

edge labeled isLocatedIn to nodes labeled CITY. This path traversal
information can be inferred from the graph schema to formulate a

precise path traversal query. When we do not use this schema infor-

mation, the query considers all edges labeled isLocatedIn that start
from nodes labeled PROPERTY, CITY, and REGION, respectively.

3.1.1 Annotated path expressions. We first extend the grammar
of Tarski’s algebra to annotate concatenations with node labels:
annotated path expressions𝜓 follow the same grammar as described
in Fig. 3 except that concatenation / can be replaced by its anno-
tated version /𝑙𝑛 where 𝑙𝑛 is a node label. The expression𝜓1/𝑙𝑛𝜓2
represents paths which follow𝜓1, arrive at a node labeled 𝑙𝑛 , and
go on from there following𝜓2. Formally, we define:

J𝜓1/𝑙𝑛𝜓2KD = { (𝑛,𝑚) | ∃𝑧 ∈ ND 𝜂D (𝑧 ) = 𝑙𝑛

∧ (𝑛, 𝑧 ) ∈ J𝜓1KD ∧ (𝑧,𝑚) ∈ J𝜓2KD }

where J·K is defined as in Fig. 5 for the other cases.
Our idea here is that, when querying a database, replacing a

plain path expression with a set of annotated ones can help reduce
the size of intermediary results by keeping only the relevant data
and thus improve efficiency. To determine how these annotations
can be added, we use the schema.

3.1.2 Graph schema triples. Given a graph schema S as in Def. 1,
we have that for each edge 𝑒𝑖 ∈ ES , there exists a pair of source and
target nodes 𝜆S (𝑒𝑖 ) = (𝑛𝑖 , 𝑛 𝑗 ). For each such edge, we consider the
basic graph schema triple 𝑡𝑖 = (𝑙𝑛, 𝑙𝑒 , 𝑙 ′𝑛) constituted by the source
label, the edge label and the target label, without any information
about properties. Formally:

Definition 5. The set of basic graph schema triples of S, T𝑏 (S),
is defined as follows:

T𝑏 (S ) = { (𝑙𝑛, 𝑙𝑒 , 𝑙 ′𝑛 ) ) | ∃𝑛𝑖 , 𝑛 𝑗 ∈ NS ∃𝑒𝑖 ∈ ES 𝜉S (𝑒𝑖 ) = 𝑙𝑒

∧ 𝜆S (𝑒𝑖 ) = (𝑛𝑖 , 𝑛 𝑗 ) ∧ 𝜂S (𝑛𝑖 ) = 𝑙𝑛 ∧ 𝜂S (𝑛 𝑗 ) = 𝑙 ′𝑛 }

Example 9. The graph schema as shown in Fig. 1 contains seven

edges; therefore, the set associated with the schema contains seven

basic graph schema triples T𝑏 (S) = {𝑡1, . . . , 𝑡7}. For instance, the
triple 𝑡1 = (PERSON, owns, PROPERTY) has PERSON as source node

label, PROPERTY as target node label and owns as an associated

edge label. Similarly, the triple 𝑡2 = (PROPERTY, isLocatedIn, CITY)
has PROPERTY as source node label, CITY as target node label and

isLocatedIn as an associated edge label.

Consider the path expression owns. The only triple containing this

label is 𝑡1. If we query a database conforming to our schema, we

are able to know that this path expression will only return results

conforming to 𝑡1, in the sense that their source node will be labeled

PERSON and their target node PROPERTY.

Basic graph schema triples correspond to path expressions con-
sisting of a single edge label. More generally, we define graph
schema triples as follows:

Definition 6. A graph schema triple is a triple (𝑙𝑛,𝜓, 𝑙 ′𝑛) where
𝑙𝑛 and 𝑙 ′𝑛 are node labels and𝜓 an annotated path expression. For a



Chandan Sharma, Pierre Genevès, Nils Gesbert, and Nabil Layaïda

graph schema triple 𝑡 , we write sc (𝑡), eT (𝑡) and tr (𝑡) respectively
the source node label, annotated path expression and target node label.

Given a plain path expression and a graph schema, we can com-
pute a number of graph schema triples which are compatible with
the path expression. For example, if we consider the path expres-
sion owns/isLocatedIn, considering that triples 𝑡1 and 𝑡2 from
Exp. 9 share a common node label PROPERTY, we can build the triple
(PERSON, owns/PROPERTYisLocatedIn, CITY). In that example, it is
the only triple compatible with the expression.

3.1.3 Path expression and triple compatibility. The set of triples
compatible with a given path expression 𝜙 according to a schema
S can be computed inductively from the sets of triples compatibles
with the parts of𝜙 . We do this using inference rules and an auxiliary
function.

Definition 7 (path expression-triple compatibility). Let 𝜙
be a path expression, S a graph schema and 𝑡 a graph schema triple.

The judgement ⊢S 𝜙 : 𝑡 means that under schema S, 𝜙 is compatible
with 𝑡 . It is defined inductively by the rules in Fig. 8, where TS (𝜙 )
represents the set of all triples compatible with 𝜙 :

TS (𝜙 ) = {𝑡 |⊢S 𝜙 : 𝑡 }

The last rule, TPlus, relies on the auxiliary function PlC, which
works on the whole set of triples compatible with 𝜙 at once. This
function, defined below, generates two kinds of triples: (a) triples
where the path expression is 𝜙+ itself, with all annotations dropped,
and (b) triples where the path expression does not contain +, the
transitive closure operator, anymore. The rationale is that if the
schema information allows us to avoid the costly5 transitive closure,
we prefer to do so. However, we do not want to overcomplicate the
expression if we cannot avoid the transitive closure operation.

To determine when transitive closure can be avoided, we asso-
ciate to the set TS (𝜙 ) the directed graph whose vertices are the node
labels and whose edges are the triples. Any path of length 𝑛 in
that graph yields a triple compatible with 𝜙𝑛 (as we can infer by
repeated application of TConcat). Since the meaning of 𝜙+ is the
union of the 𝜙𝑛 for all 𝑛 ⩾ 1, the set of all (non-empty) paths in
the graph corresponds to triples compatible with 𝜙+. If this set is
finite, we actually define it as the set of triples compatible with 𝜙+.
If it is infinite, then transitive closure cannot be removed. Since
the existence of infinitely many paths is equivalent to the pres-
ence of cycles in the graph, we propose the following algorithm for
computing PlC:

Definition 8 (Plus Compatibility). PlC (𝜙,T) is the set of

triples resulting of the following:

(1) Let 𝐺 be the directed graph associated with T;
(2) Let 𝐾 be the set of vertices of 𝐺 which are part of a cycle;

(3) Let 𝑅 be the initially empty result set;

(4) For each path 𝑝 from 𝐴 to 𝐵 without cycles in 𝐺 :

• if any of the vertices of 𝑝 (including 𝐴 and 𝐵) is in 𝐾 , then

add to 𝑅 the triple (𝐴,𝜙+, 𝐵)
• else

– let 𝜓 be the annotated path expression resulting of con-

catenating all triples in 𝑝 ;

5In terms of time and computing resources required for querying graph
databases [60, 61].

– add to 𝑅 the triple (𝐴,𝜓, 𝐵)
(5) Return 𝑅.

Example 10. Consider the path expression 𝜙4 =

livesIn/isLocatedIn+/dealsWith+, and let S be the schema of

Fig. 1. Table 1 shows the sets of triples associated to 𝜙4 and its three
sub-terms 𝜙1 = livesIn(lvIn), 𝜙2 = isLocatedIn+ (isL+) and
𝜙3 = dealsWith+ (dw+).

For 𝜙3, we have TS (dealsWith) =

{(COUNTRY, dealsWith, COUNTRY)}. The graph associated to

that singleton set has one vertex and one edge which forms a cycle,

therefore the transitive closure cannot be eliminated: we have

TS (dealsWith+) = (COUNTRY, dealsWith+, COUNTRY).
For 𝜙2, the set TS (isLocatedIn) contains 3 triples; the associated

graph has 4 vertices (PROPERTY, CITY, REGION and COUNTRY) and 3
edges corresponding to the 3 triples. It contains no cycle, therefore

TS (isLocatedIn+) contains 6 triples, corresponding to the 6 non-

empty paths in the graph.

Notice that, while TPlus can yield many triples when it is possible

to remove the transitive closure, TConcat on the other hand can

drastically reduce their number, so that in the end there is only one

triple compatible with 𝜙4.

Table 1: Application of the inference rules of Fig. 8 to the
term 𝜙4 = livesIn/isLocatedIn+/dealsWith+.

TERM TRIPLES RULE

lvIn
(
PER, lvIn, CITY

)
TBasic

isL+
(
PRO, isL, CITY

)
,
(
CITY, isL, REG

)
,(

REG, isL, CUN
)
,
(
PRO, isL/CITYisL, REG

)
,(

PRO, isL/CITYisL/REGisL, CUN
)
,(

CITY, isL/REGisL, CUN
)

TPlus

dw+
(
CUN, dw+, CUN

)
TPlus

lvIn/isL+
(
PER, lvIn/CITYisL, REG

)
,(

PER, lvIn/CITYisL/REGisL, CUN
) TConcat

lvIn/isL+/dw+
(
PER, lvIn/CITYisL/REGisL/CUNdw+, CUN

)
TConcat

CUN = COUNTRY isL = isLocatedIn, lvIn = livesIn REG = REGION
PRO = PROPERTY dw = dealsWith PER = PERSON

3.1.4 Properties of the compatibility relation. The path expression-
triple compatibility relation is defined relative to a schema. Consider
now a database conforming to this schema. The compatibility rela-
tion enjoys the following properties relative to any such database:
• Soundness, meaning that whenever our path expression 𝜙
is compatible with some triple (𝑙𝑛,𝜓, 𝑙 ′𝑛), then all pairs of a
node labeled 𝑙𝑛 and a node labeled 𝑙 ′𝑛 linked, in the database,
by a path conforming to𝜓 , are part of the result of 𝜙 ;
• Completeness, meaning that whenever 𝜙 returns a pair
of a node labeled 𝑙𝑛 and a node labeled 𝑙 ′𝑛 , there exists a
triple (𝑙𝑛,𝜓, 𝑙 ′𝑛), compatible with 𝜙 , such that these nodes
are linked, in the database, by a path conforming to𝜓 .

These two properties make the initial path expression semanti-
cally equivalent to its set of compatible triples, so long as we only
consider databases conforming to the schema. Formally:

Theorem 3.1. Let S be a graph schema, let D be a graph database

conforming to S via the schema-database mapping SD , and let 𝜙 be

a path expression.
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(𝑙𝑛, 𝑙𝑒 , 𝑙 ′𝑛 ) ∈ T𝑏 (S )
⊢S 𝑙𝑒 : (𝑙𝑛, 𝑙𝑒 , 𝑙 ′𝑛 )

(TBasic)
⊢S 𝜙1 : (𝑙𝑛,𝜓1, 𝑙

′
𝑛 ) ⊢S 𝜙2 : (𝑙 ′𝑛,𝜓2, 𝑙

′′
𝑛 )

⊢S 𝜙1/𝜙2 : (𝑙𝑛,𝜓1/𝑙 ′𝑛𝜓2, 𝑙
′′
𝑛 )

(TConcat)
⊢S 𝜙 : (𝑙𝑛,𝜓, 𝑙 ′𝑛 )

⊢S −(𝜙 ) : (𝑙 ′𝑛, −(𝜓 ), 𝑙𝑛 )
(TMinus)

⊢S 𝜙2 : 𝑡
⊢S 𝜙1 ∪ 𝜙2 : 𝑡

(TUnionR)
⊢S 𝜙1 : (𝑙𝑛,𝜓1, 𝑙

′
𝑛 ) ⊢S 𝜙2 : (𝑙 ′𝑛,𝜓2, 𝑙

′′
𝑛 )

⊢S 𝜙1 [𝜙2 ] : (𝑙𝑛,𝜓1 [𝜓2 ], 𝑙 ′𝑛 )
(TBranchR)

⊢S 𝜙1 : (𝑙𝑛,𝜓1, 𝑙
′
𝑛 ) ⊢S 𝜙2 : (𝑙𝑛,𝜓2, 𝑙

′
𝑛 )

⊢S 𝜙1 ∩ 𝜙2 : (𝑙𝑛,𝜓1 ∩𝜓2, 𝑙
′
𝑛 )

(TConj)

⊢S 𝜙1 : 𝑡
⊢S 𝜙1 ∪ 𝜙2 : 𝑡

(TUnionL)
⊢S 𝜙1 : (𝑙𝑛,𝜓1, 𝑙

′
𝑛 ) ⊢S 𝜙2 : (𝑙𝑛,𝜓2, 𝑙

′′
𝑛 )

⊢S [𝜙1 ]𝜙2 : (𝑙𝑛, [𝜓1 ]𝜓2, 𝑙
′′
𝑛 )

(TBranchL)
𝑡 ∈ PlC (𝜙, TS (𝜙 ) )

⊢S 𝜙+ : 𝑡
(TPlus)

Figure 8: Inference rules for the path expression-graph schema triple compatibility relation.

Soundness. Assume ⊢S 𝜙 : (𝑙𝑛,𝜓, 𝑙 ′𝑛) holds for some triple

(𝑙𝑛,𝜓, 𝑙 ′𝑛). Let (𝑠, 𝑡) ∈ J𝜓KD such that 𝜂D (𝑠) = 𝑙𝑛 and 𝜂D (𝑡) = 𝑙 ′𝑛 .
Then (𝑠, 𝑡) ∈ J𝜙KD .

Completeness. Let (𝑠, 𝑡) ∈ J𝜙KD . Then there exists 𝜓 such that

(𝑠, 𝑡) ∈ J𝜓KD and ⊢S 𝜙 : (𝜂D (𝑠),𝜓,𝜂D (𝑡)).

Proof. Both properties are proved by structural induction on
𝜙 . The base cases, where 𝜙 is a single edge label, are a direct con-
sequence of the consistency between D and S (def. 3) and of the
definition of basic graph schema triples (def. 5). The inductive cases
other than transitive closure are straightforward since the inference
rules of Fig. 8 follow exactly the structure of the semantics defined
in Fig. 5. Finally, we detail the case of transitive closure:

Soundness: assume the property holds for 𝜙 . Let (𝑙𝑛,𝜓, 𝑙 ′𝑛) ∈
PlC (𝜙,TS (𝜙 )) and let (𝑠, 𝑡) ∈ J𝜓KD such that 𝜂D (𝑠) = 𝑙𝑛 and
𝜂D (𝑡) = 𝑙 ′𝑛 . We have two cases: if𝜓 = 𝜙+ then the result is immedi-
ate. Otherwise, according to Def. 8, it means that there exists a se-
quence of triples 𝑡1, . . . , 𝑡𝑛 ∈ TS (𝜙 ) such that: sc (𝑡1) = 𝑙𝑛 , tr (𝑡𝑖 ) =
sc (𝑡𝑖+1) for all 𝑖 < 𝑛, tr (𝑡𝑛) = 𝑙 ′𝑛 , and 𝜓 is the concatenation
of 𝑡1 . . . 𝑡𝑛 (i. e. 𝜓 = eT (𝑡1)/tr (𝑡1 )eT (𝑡2)/tr (𝑡2 ) · · · /tr (𝑡𝑛−1 )eT (𝑡𝑛)).
Since (𝑠, 𝑡) is in J𝜓KD , it means that there is a path in D from 𝑠

to 𝑡 which conforms to𝜓 . Since𝜓 is the concatenation of 𝑡1 . . . 𝑡𝑛 ,
that path has to be the concatenation of 𝑛 sub-paths conforming
respectively to the triples 𝑡1 . . . 𝑡𝑛 . Since each of those triples is
compatible with 𝜙 , we can use the induction hypothesis for each of
them and see that the source-target pair for each one is in J𝜙KD . It
results that (𝑠, 𝑡) is in J𝜙𝑛KD , and therefore in J𝜙+KD .

Completeness: assume the property holds for 𝜙 . Let (𝑠, 𝑡) ∈
J𝜙+KD . By definition, there exists 𝑘 ⩾ 1 such that (𝑠, 𝑡) ∈ J𝜙𝑘KD .
This means that there is a sequence 𝑛0 . . . 𝑛𝑘 of nodes in 𝐷 with
𝑛0 = 𝑠 and 𝑛𝑘 = 𝑡 such that we have (𝑛𝑖−1, 𝑛𝑖 ) ∈ J𝜙KD for all
𝑖 between 1 and 𝑘 . By induction hypothesis, for each 𝑖 there is a
triple 𝑡𝑖 = (𝜂D (𝑛𝑖−1),𝜓𝑖 , 𝜂D (𝑛𝑖 )) such that ⊢S 𝜙 : 𝑡𝑖 and (𝑛𝑖−1, 𝑛𝑖 ) ∈
J𝜓𝑖KD . Let𝐺 and𝐾 be the graph and set of vertices defined in Def. 8.
The sequence 𝑡1 . . . 𝑡𝑘 forms a path from 𝜂D (𝑠) to 𝜂D (𝑡) in 𝐺 . If
this path contains no cycle, then we see from step (4) of Def. 8
that PlC (𝜙,TS (𝜙 )) contains a triple (𝜂D (𝑠),𝜓, 𝜂D (𝑡)) with𝜓 equal
either to 𝜙+ or to the concatenation of𝜓1 . . .𝜓𝑘 . In both cases, we
have (𝑠, 𝑡) ∈ J𝜓KD . If the path 𝑡1 . . . 𝑡𝑘 does contain a cycle, say
𝜂D (𝑛𝑖 ) = 𝜂D (𝑛 𝑗 ) with 𝑗 > 𝑖 , then the sequence 𝑡1 . . . 𝑡𝑖 , 𝑡 𝑗+1 . . . 𝑡𝑘
is also a path in 𝐺 without that cycle, and we have 𝜂D (𝑛 𝑗 ) ∈ 𝐾
since 𝑡𝑖+1 . . . 𝑡 𝑗 is a cycle in 𝐺 . If that path still contains a cycle, we
can reiterate this ‘shortcutting’ until there are none left, and obtain
a path from 𝜂D (𝑠) to 𝜂D (𝑡) without cycles and containing at least
one vertex in 𝐾 . Therefore, PlC (𝜙,TS (𝜙 )) must contain the triple
(𝜂D (𝑠), 𝜙+, 𝜂D (𝑡)), which allows us to conclude since we already
have (𝑠, 𝑡) ∈ J𝜙+KD . □

3.2 From triples to rewritten query
3.2.1 Merging triples. The compatibility relation allows us to ob-
tain, from a path expression 𝜙 and a schema S, a set TS (𝜙 ) of triples
which represent all the paths, annotated with node labels, which
can possibly contribute to the query result. In principle, we could
then convert each individual triple from TS (𝜙 ) into a (very specific)
query of its own, combine all those queries with a union and obtain
a query which, provided the database conforms to the schema, is
equivalent to the initial path expression, while avoiding the com-
putation of intermediary results we know from the schema are
useless. However, when several triples have the same underlying
path expression and differ only by the node labels, it would not
be efficient to compute their results separately and do the union
afterwards. So, we merge such triples by replacing all single node
labels with sets of possible node labels.

Definition 9. Let𝑇 be a set of graph schema triples with the same

underlying path expression 𝜙 . The merged triple of 𝑇 is the triple

𝑀 (𝑇 ) = (𝐿1,Ψ, 𝐿2) where 𝐿1 = {𝑙 | (𝑙, _, _) ∈ 𝑇 }, 𝐿2 = {𝑙 | (_, _, 𝑙) ∈
𝑇 }, and Ψ is the path expression 𝜙 where each concatenation step is

annotated with the set of all labels annotating the same concatenation

step in {𝜓 | (_,𝜓, _) ∈ 𝑇 }.
Example 11. Consider an initial path expression 𝜙1 =

𝑎+/𝑏/𝑑 . Suppose the set of triples TS (𝜙 ) contains the following:

(𝑚,𝑎+/𝑛𝑏/𝑙𝑑, 𝑝) and (𝑚,𝑎+/𝑞𝑏/𝑟𝑑, 𝑙). These triples can be merged

into ({𝑚}, 𝑎+/{𝑛,𝑞}𝑏/{𝑙,𝑟 }𝑑, {𝑝, 𝑙}).
From the set TS (𝜙 ), we compute the set of merged triples of

𝜙 ,MS (𝜙 ), by: 1. partitioning TS (𝜙 ) in subsets having the same
underlying path expression, and 2. taking the merged triple of each
subset. Note that in many cases, this will result in one single merged
triple, whose underlying path expression is 𝜙 itself, but it is not the
case whenever 𝜙 contains a union, or a transitive closure which
could be removed.

3.2.2 Removing redundant annotations. In some cases, the source
and target node labels assigned to a specific edge label in an anno-
tated path expression are the only source and target node labels
associated with that same edge label in the graph schema. In such
a case, the annotation would not be useful for minimizing interme-
diate result size since the whole dataset already conforms to the
annotation: on the contrary, it would introduce a useless filtering
step. Therefore, as a last step before constructing the rewritten
query, we detect and remove such annotations.

Example 12. Let us assume that in a graph schema, source and

target nodes associated with edges labeled as𝑑 and𝑏 are 𝑙 and 𝑟 respec-

tively. The node labels 𝑙 and 𝑟 can be eliminated from the annotated

path expression in Ex. 11, resulting in ({𝑚}, 𝑎+/{𝑛,𝑞}𝑏/𝑑, {𝑝, 𝑙}).
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Q(𝛼, 𝛽, 𝜙 ) = (∅, ∅, { (𝛼,𝜙, 𝛽 ) } )
Q (𝛼, 𝛽,𝜓1/𝐿𝜓2 ) = let 𝛾 be a fresh variable,
let (B1,A1,Rel1 ) = Q(𝛼,𝛾,𝜓1 ) and (B2,A2,Rel2 ) = Q(𝛾, 𝛽,𝜓2 )
in (B1 ∪ B2 ∪ {𝛾 },A1 ∪ A2 ∪ {𝜂A (𝛾 ) ∈ 𝐿},Rel1 ∪ Rel2 )
Q (𝛼, 𝛽,𝜓1 [𝜓2 ] ) = let 𝛾 be a fresh variable,
let (B1,A1,Rel1 ) = Q(𝛼, 𝛽,𝜓1 ) and (B2,A2,Rel2 ) = Q(𝛽,𝛾,𝜓2 )
in (B1 ∪ B2 ∪ {𝛾 },A1 ∪ A2,Rel1 ∪ Rel2 )
Q (𝛼, 𝛽, [𝜓1 ]𝜓2 ) = let 𝛾 be a fresh variable,
let (B1,A1,Rel1 ) = Q(𝛼,𝛾,𝜓1 ) and (B2,A2,Rel2 ) = Q(𝛼, 𝛽,𝜓2 )
in (B1 ∪ B2 ∪ {𝛾 },A1 ∪ A2,Rel1 ∪ Rel2 )
Q (𝛼, 𝛽,𝜓1 ∩𝜓2 ) =
let (B1,A1,Rel1 ) = Q(𝛼, 𝛽,𝜓1 ) and (B2,A2,Rel2 ) = Q(𝛼, 𝛽,𝜓2 )
in (B1 ∪ B2,A1 ∪ A2,Rel1 ∪ Rel2 )

Figure 9: Translation of annotated path expressions into CQTs.

Note that, after merging triples and removing redundant annota-
tions, some queries may revert to the initial path expression. This
means that the schema did not contain information which would
allow optimizing the query.

3.2.3 Rewritten queries. We now want to translate merged triples
into CQT queries. For this, we first observe that the annotated path
expressions 𝜓 generated by the rules of Fig. 8 and Def. 8 always
obey some syntactic restrictions, namely: no annotations appear
under the transitive closure operator, and the union operator never
appears, except possibly under transitive closure. Furthermore, the
reverse operation only occurs in front of edge labels. These obser-
vations allow us to reduce the number of cases in the translation:𝜓
is either a plain path expression, a concatenation, a branching or a
conjunction.

Definition 10 (CQT of a merged triple). The translation is

defined using a function Q(𝛼, 𝛽,𝜓), where 𝛼 and 𝛽 are CQT variables

and𝜓 an annotated path expression, which returns a triple (B,A,Rel)
corresponding to a CQT representing 𝜓 with H = {𝛼, 𝛽} (see Def. 4).
This function is defined in Fig. 9.

For a given merged triple 𝑡 = (𝐿,𝜓, 𝐿′), we then define the asso-

ciated CQT as C (𝑡) = ({𝛼, 𝛽},B,A ∪ {𝜂A (𝛼) ∈ 𝐿, 𝜂A (𝛽) ∈ 𝐿′},Rel)
where (B,A,Rel) = Q(𝛼, 𝛽,𝜓).

This allows us to associate to any path expression, given a schema
S, a UCQTrepresenting the query enriched with schema information:

Definition 11 (schema-enriched qery). Given a path expres-

sion 𝜙 and a schema S, the schema-enriched query of 𝜙 , RS (𝜙 ), is
the following UCQT: RS (𝜙 ) = {𝛼, 𝛽} ← {

⋃
𝑡 ∈MS𝜙 C (𝑡)}

Thanks to Theorem 3.1, we have that 𝜙 is equivalent to RS (𝜙 )
on any database conforming strictly to S.

Example 13. Consider the path expression 𝜙4 = lvIn/isL+/dw+
of Example 10. We saw that our inference system derives

exactly one triple compatible with it in schema S:
(
PER,

lvIn/CITYisL/REGisL/CUNdw+, CUN
)
. Then, since there is only one

triple, there is nothing to merge. We then remove redundant labels:

the schema S of Fig. 1 only allows livesIn from PERSON to CITY and

dealsWith from COUNTRY to COUNTRY, so the final unique merged

triple is:

(
∅, lvIn/isL/{REG}isL/dw+, ∅

)
. Therefore, we can rewrite

this expression into:

RS (𝜙4 ) = {𝛼, 𝛽 | ∃𝛾 (𝛼, lvIn/isL, 𝛾 ) ∧ (𝛾, isL/dw+, 𝛽 )
∧ 𝜂A (𝛾 ) ∈ {REG}}

We can notice that the rewritten query allows the database engine to

avoid computing the transitive closure of isL at all.

4 System Implementation
We analyse the performance of queries augmented with schema in-
formation. The approach has been implemented as a system whose
architecture is depicted in Figure 10. Our system architecture con-
sists of three main modules (i) Rewriter, (ii) Translator and (iii)

Backend.

Figure 10: System architecture.

Rewriter. The rewriter module consists of three components Pre-
liminary Path Simplifier (PPS), Schema-based Query Rewriter (SQ-
Rewriter) and Schema-based Query Merge (SQ-Merge). The PPS
component takes a UCQT query as input, then applies the prelimi-
nary path simplification rules presented in Fig. 6 and produces a
simplified UCQT query 𝑞 as output. The SQ-Rewriter component
implements the query rewritings leveraging schema information
presented in Sec. 3 for the UCQT query language (defined in Sec-
tion 2.4). It takes a UCQT query 𝑞 and a graph schema 𝑠 described in
the graph schema formalism (using Def. 1) as input and generates
a schema-aware UCQT query 𝑞′ as output. The SQ-Merge compo-
nent uses the graph schema to remove redundant annotations by
merging path expressions as described in Sec. 3.2. It takes a schema-
aware UCQT query 𝑞′ as input and produces merged UCQT query 𝑞′′
as output.

Translator. The translator module compiles an UCQT query into a
graph query that can be executed by a graph database management
system (GDBMS) and a recursive SQL query that can be executed by
a relational database management system (RDBMS). The translator
module uses the UCQT2GP component to convert the UCQT query
into a union of graph patterns, which is then transformed into a
Cypher query by the GP2Cypher component. Due to the limited ex-
pressive power offered by Cypher [98], only UC2RPQ graph patterns
(not UCQT) can be converted into Cypher. Since we use the UCQT
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graph query language formalism to express graph patterns, our
approach extends beyond Cypher: it can also be applied to other
practical graph query languages such as SPARQL and PGQL [98].
If one starts from a query written in any of these formalisms, it can
easily be translated into UCQT before being given as input to our
system.

The translator module uses the UCQT2RRA component to trans-
late UCQT query into a term in recursive relational algebra, and that
is further optimised using the 𝜇-RA system based on the rewritings
proposed in [70]. Compared to the path expressions considered
in [70], we consider additional rules for translating conjunction

and branching operations as shown in Tab. 2.

Table 2: Conjunction and branching translation to RRA.

Path expression RRA term

L𝜙1 ∩ 𝜙2M =
{
𝜌Tr𝑛

(
𝜌Sr𝑚

(
𝜌𝑛Tr

(
𝜌𝑚Sr (𝜑1)

)
⊲⊳ 𝜌𝑛Tr

(
𝜌𝑚Sr (𝜑2)

))) �� 𝜑1 ∈ L𝜙1M ∧ 𝜑2 ∈ L𝜙2M
}

L𝜙1 [𝜙2]M =
{
𝜌Tr𝑚

(
𝜌𝑚Tr (𝜑1) ⊲⊳ 𝜌

𝑚
Sr (𝜋Sr (𝜑2))

) �� 𝜑1 ∈ L𝜙1M ∧ 𝜑2 ∈ L𝜙2M
}

L[𝜙1]𝜙2M =
{
𝜌Sr𝑚

(
𝜌𝑚Sr (𝜋Sr (𝜑1)) ⊲⊳ 𝜌

𝑚
Sr (𝜑2)

) �� 𝜑1 ∈ L𝜙1M ∧ 𝜑2 ∈ L𝜙2M
}

Our system architecture is modular, allowing for components
such as UCQT2RRA (currently based on the 𝜇-RA system) to be
replaced with other systems such as 𝛼-extended RA [4], 𝛽-RA [57],
WAVEGUIDE [111], AVANTGRAPH [75] and Datalog based RRA sys-
tems [11, 76, 103]. However, as discussed in [49, 70], the 𝜇-RA sys-
tem is superior in query optimisation capabilities.

The optimised RRA term is transformed into a concrete recursive
SQL syntax for each RDBMS using the RRA2SQL component where
the fixpoints are translated into recursive view statements6.

Backend. To evaluate our approach, we conducted experiments
on one GDBMS and three RDBMS. Specifically, we used Neo4j,
PostgreSQL, MySQL, and SQLite. Graph databases can be directly
stored as property graphs on Neo4j. However, in the relational data
model, we represent the nodes and edges of the graph database as
relational tables.

For instance, in the YAGO dataset’s graph representation (as
shown in Fig. 2), there are four graph edges labeled isLocatedIn
connecting different pairs of nodes labeled as (PROPERTY, CITY),
(CITY, REGION), and (REGION, COUNTRY) respectively. In the rela-
tional representation of the YAGO dataset, a table is created for
each type of edge label, each with at least two columns Sr and Tr,
which are foreign keys pointing to the source and target nodes. Sim-
ilarly, a table is created for each type of node label, with a specific
column Sr serving as a primary key and potentially many other
columns for properties. Fig. 11 shows two node tables (PROPERTY,
CITY ) and two edge tables (owns, isLocatedIn). Overall, each row
in node or edge tables represents a node or an edge of the graph
database.

5 Experiments
We assess the impact on performance of the schema-based ap-
proach experimentally with a complete prototype implementation.
Concretely, we try to answer the following questions: (i) Does the

6MySQL: CREATE OR REPLACE VIEW WITH RECURSIVE, SQLite: CREATE VIEW
WITH RECURSIVE and PostgreSQL: CREATE TEMPORARY RECURSIVE VIEW

Sr Tr
𝑛2 𝑛1

owns
Sr address
𝑛1 7 Queen

Street

PROPERTY
Sr Tr
𝑛1 𝑛6
𝑛6 𝑛5
𝑛4 𝑛5
𝑛5 𝑛7

isLocatedIn

Sr name

𝑛4 Elerslie
𝑛6 Montbonnot

CITY

Figure 11: Relational representation of nodes and edges.

schema-based approach improve the performance of query evalua-
tion on real and synthetic benchmark datasets? (ii) How does the
approach behave on different database management systems?

5.1 Experimental Setup
5.1.1 Datasets. We consider datasets of different nature:
• YAGO [110], which is a real knowledge graph. We use a
preprocessed and cleaned version of the real-world dataset
YAGO2s [110] in which only nodes with unique identifiers
are present. We split the set of RDF triples into multiple
edge relations (tables), one for each predicate name. We
create a node relation (table) for each node class. The dataset
conforms to the YAGO schema constructed for this study. In
other terms, the constructed schema does not exclude any
existing triples from this YAGO dataset.
• the Social Network Benchmark (SNB) interactive workload
from the Linked Data Benchmark Council (LDBC) [48] which
is a synthetic reference benchmark for property graphs.
Specifically, we used the LDBC-SNB dataset in CSV format
provided from [102].

Table 3: Summary of dataset characteristics.

Name SF #NR #ER #Nodes #Edges Size

YAGO N/A 7 88 98,582 150,391,592 26 GB
0.1 416,311 2,034,983 0.3 GB
0.3 1,154,108 6,235,570 0.9 GB
1 3,966,203 23,056,025 3.3 GB

LDBC-SNB 3 8 16 11,407,480 69,482,982 9.9 GB
10 36,485,994 231,532,873 33 GB
30 88,789,972 541,279,759 82 GB

Tab. 3 summarises the characteristics of the pre-processed
datasets. The YAGO dataset has 98k nodes and 150M edges, with
7 node relations and 88 edge relations. LDBC-SNB uses 8 node
relations (NR) and 16 edge relations (ER). LDBC-SNB has property
graphs of varying sizes measured by scale factors (SF), ranging from
0.1 to 30. We consider 6 of them shown in Tab. 3. LDBC property
graph with SF 0.1 has 416k nodes and 2M edges, SF 30 has 88M
nodes and 541M edges 7. The size column in Tab. 3 shows the size
on disk of the PostgreSQL database.

5.1.2 Schemas. YAGO does not have a graph schema, therefore
we developed a basic one, as illustrated in Fig. 1 8, inspired by
the SHACL semantic constraints from [100] that specify the dis-
jointness of certain classes. The LDBC-SNB dataset comes with a
pre-defined property graph schema [48].

7LDBC-SNB contains large property graphs with scale factors 100, 1000
8Due to space constraints, we only provide a small schema for YAGO in Fig. 1.

The complete schema is available as supplementary material (see Sec. 5.1.7).
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Table 4: Queries for the LDBC-SNB Dataset.
Lab Path expressions as CQT queries Typ

IC1 x1, x2 ← (x1, knows1..3/(isL|(workAt|studyAt)/isL), x2) NQ
IC2 x1, x2 ← (x1, knows/-hasC, x2) NQ
IC6 x1, x2 ← (x1, knows1..2/(-hasC[hasT])[hasT], x2) NQ
IC7 x1, x2 ← (x1, (-hasC/-likes)|((-hasC / -likes) ∩ knows), x2) NQ
IC8 x1, x2 ← (x1, -hasC/-replyOf/hasC, x2) NQ
IC9 x1, x2 ← (x1, knows1..2/-hasC, x2) NQ
IC11 x1, x2 ← (x1, knows1..2/workAt/isL, x2) NQ
IC12 x1, x2 ← (x1, knows/-hasC/replyOf/hasT/hasTY/isSubC+, x2) RQ
IC13 x1, x2 ← (x1, knows+, x2) RQ
IC14 x1, x2 ← (x1, (knows ∩ (-hasC/replyOf/hasC))+, x2) RQ
Y1 x1, x2 ← (x1, knows+/studyAt/isL+/isP+, x2) RQ
Y2 x1, x2 ← (x1, likes/hasC/knows+/isL+, x2) RQ
Y3 x1, x2 ← (x1, likes/replyOf+/isL+/isP+, x2) RQ
Y4 x1, x2 ← (x1, hasM/(studyAt|workAt)/isL+/isP+, x2) RQ
Y5 x1, x2 ← (x1, -hasM/([cof]hasT)/hasTY/isSubC+, x2) RQ
Y6 x1, x2 ← (x1, replyOf+/isL+/isP+, x2) RQ
Y7 x1, x2 ← (x1, hasMod/hasI/hasTY/isSubC+, x2) RQ
Y8 x1, x2 ← (x1, ([cof/hasC]hasM)/isL/isP+, x2) RQ
IS2 x1, x2 ← (x1, -hasC/replyOf+/hasC, x2) RQ
IS6 x1, x2 ← (x1, replyOf+/-cof/hasM, x2) RQ
IS7 x1, x2 ← (x1, (-hasC/replyOf/hasC)|((-hasC/replyOf/hasC) ∩ knows), x2) NQ
BI11 x1, x2 ← (x1, (([isL/isP]knows)[isL/isP]) ∩ (knows/([isL/isP]knows))) ,x2) NQ
BI10 x1, x2 ← (x1, (knows+[isL/isP])/(-hasC[hasT])/hasT/hasTY, x2) RQ
BI3 x1, x2 ← (x1, -isP/-isL/-hasMod/cof/-replyOf+/hasT/hasTY, x2) RQ
BI9 x1, x2 ← (x1, replyOf+/hasC, x2) RQ
BI20 x1, x2 ← (x1, (knows ∩ (studyAt/-studyAt))+, x2) RQ
LSQB1 x1, x2 ← (x1, -isP/-isL/-hasM/cof/-replyOf+/hasT/hasTY, x2) RQ
LSQB4 x1, x2 ← (x1, ((likes[hasT])[-replyOf])/hasC, x2) NQ
LSQB5 x1, x2 ← (x1, -hasT/-replyOf/hasT, x2) NQ
LSQB6 x1, x2 ← (x1, knows/knows/hasI, x2) NQ

isL=isLocatedIn, hasT=hasTag, isP=isPartOf, isSubC=isSubClassOf, Symbol | = ∪
hasTY=hasType, coF=containerOf, hasMod=hasModerator, hasC=hasCreator,
Lab=LDBC query label, Shp=Shape, Typ=Type, hasM=hasMember, hasI=hasInterest

5.1.3 Queries. We selected 30 queries from the LDBC-SNB work-
load [48], divided into two categories: non-recursive graph queries
(NQ) and recursive graph queries (RQ). As shown in Tab. 4 out of
the 30 queries, 12 are non-recursive, and 18 are recursive. Out of the
30 queries of Tab. 4, 22 are third-party queries. Queries labeled as
(IC and IS) are extracted from the LDBC interactive workload, while
queries labeled as (BI) are from the business intelligence workload,
and queries labeled as (LSQB) are extracted from the large-scale
subgraph query benchmark [84]. Finally, we proposed queries la-
beled as (Y) as complementary queries, inspired by YAGO-style
queries found in [70].

We consider 18 queries on the YAGO dataset. These queries
were previously used in studies such as [3, 58, 111]. All the queries
selected for the YAGO dataset are recursive graph queries.

5.1.4 Baseline. All experiments conducted using the schema-based
approach are systematically compared to the initial (non-schema
enriched) query considered as a baseline.

5.1.5 Measures and timeout. We set a 30-minute computation time
limit for each query to evaluate schema-based and baseline ap-
proaches. If the computation exceeded 30 minutes, we stopped the
process and deemed the query infeasible with the given approach,
allowing us to measure the system’s performance in a reasonable
time frame. Each reported query execution time corresponds to the
average of 5 runs.

In experiments, some queries result in timeouts at a given scale
factor but not with smaller dataset sizes. The primary focus is to
measure the relative performance improvements brought by the
proposed optimisations rather than conducting pure performance
comparisons between systems. In particular, we want to check
if such optimisations are capable of turning infeasible queries to
feasible ones at some scale factors on the various systems.

5.1.6 Hardware and software setup. All experiments have been
conducted by using a Macbook Air laptop with Apple M2 chip, 8
cores (4 performance and 4 efficiency), 24 GB of RAM and 1 TB
hard disk. The main backend used for evaluation is PostgreSQL
15.4. We also provide performance comparisons with the graph
database system Neo4j 5.21.2 community edition. We do not report
on comparisons with MySQL and SQLite because both systems are
significantly less efficient than PostgreSQL in executing queries for
large LDBC datasets. No queries could be succesfully executed on
MySQL and SQLite beyond scale factor 1.

5.1.7 Availability. The datasets, schemas, initial and rewritten
queries are available9.

5.2 Query feasibility
For the YAGO dataset, 17 queries out of 18 did run successfully with
both approaches within the allowed timeout period. Only one query
(query 7) timed out. Furthermore, during the process of schema
enrichment and query factorization, query 7 automatically reverted
to the initial query form since no schema-based optimization was
found. The LDBC dataset consists of ten queries (IC2, IC6, IC7, IC9,
IC13, Y7, BI11, BI9, BI20, and LSQB6) that returned to their initial
path expressions after going through the schema enrichment and
query factorization process. Among these, six are non-recursive,
while the remaining four are recursive.

These queries highlight an advantage of our approach, which is
to automatically avoid schema enrichment when it does not detect
any significant performance gain. This allows us to prevent query
performance degradation. For example, query 7 for YAGO and ten
LDBC queries did not benefit from schema enrichment, but their
performance was not made worse.

Out of ten LDBC queries, only three queries Y7, BI11 and BI20

could be executed on all six scale factors. Tab. 5 summarizes the
number and percentage of successful runs for the various scale
factors (data size) on the LDBC dataset.

Table 5: LDBC query feasibility across six scale factors (SF).
Recursive Non Recursive

SF Baseline Schema Baseline Schema
Count Percentage Count Percentage Count Percentage Count Percentage

0.1 18 100 18 100 12 100 12 100
0.3 16 88.9 18 100 9 75 9 75
1 14 77.8 15 83.3 9 75 9 75
3 11 61.1 13 72.2 7 58.3 7 58.3
10 10 55.6 11 61.1 7 58.3 7 58.3
30 5 27.8 7 38.9 4 33.3 4 33.3

As shown in Tab. 5, the percentage of queries that did timeout
increase with the scale factor for both approaches. For scale factor
30, the baseline approach could only execute 27.8% of recursive
graph queries, whereas the schema-based approach could execute
38.9% recursive graph queries. Both approaches successfully exe-
cuted the same number of non-recursive graph queries across all
scale factors. Using the schema-based approach, more recursive
graph queries could be executed compared to the baseline across
all scale factors, as shown in Tab. 5.

We now evaluate the impact of the proposed approach on per-
formance.

9 https://anonymous.4open.science/r/Schema_Graphs_Dataset-E883/

https://anonymous.4open.science/r/Schema_Graphs_Dataset-E883/
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5.3 Performance results on YAGO

Figure 12: Query runtime for YAGO dataset.

Fig. 12 presents the evaluation times for the schema-based ap-
proach compared to the baseline. We observe that the schema-based
approach outperforms the baseline for all YAGO queries; on av-
erage, YAGO queries run 6.1 times faster using the schema-based
approach compared to the baseline. Notice that the time scale is
logarithmic.

As mentioned in Sec. 3, the schema-enrichment approach en-
ables the removal of the transitive closure operation from certain
queries. Tab. 6 illustrates the replacement of the sub-path expression
isLocatedIn+ by fixed-length paths in YAGO queries.

Table 6: Statistics on generated fixed-length paths

YAGO Queries #Paths Min Avg Max

1,2,3,4,5 1 2 2 2
12 2 1 1.5 2

6,8,10,11,14,15,16,17,18 3 1 2 3
9 8 1 2.5 4

Tab. 6 displays the total number of fixed length paths (#Paths)
along with minimum (Min), average (Avg) and maximum (Max)
lengths of paths generated as replacement for transitive closure.
Specifically, the transitive closure operation can be eliminated in
16 out of 18 queries for the YAGO dataset.

All (third-party) queries considered in these YAGO experiments
happen to be recursive (RQ) graph queries. In order to further
experimentally assess the impact of the approach on performance,
we next investigate with graphs of different topology and varying
sizes, in combination with recursive and non-recursive queries.

5.4 Performance results on LDBC

Figure 13: Box plot of query runtime for six scale factors
(SF=Scale Factor, B=Baseline, S=Schema)

We execute the 30 queries of Tab. 4 for the six different scales
of the LDBC-SNB datasets, for both the schema-based approach

and the baseline. Therefore each query is run 6 × 2 = 12 times,
which yields 360 query runs. Some queries timed out. Among the
successful executions, times spent in evaluations can significantly
vary from a query to another. In order to extract useful insights
from these measurements, we resort to statistical measures and
aggregations on successful executions.

Performance analysis when dataset size varies. We test the hy-
pothesis that performance of query execution is improved by the
schema-based approach as compared to the baseline. We conduct
this test across all scale factors. Fig. 13, presents a summary of
statistics based on box plots for all the successful runs of the 30
queries of Tab. 4 for the two approaches for graphs of increasing
sizes. Running times reported on the 𝑦-axis use a logarithmic scale.
This suggests that the schema-based approach is more efficient
for executing queries, especially when the dataset size increases.
Notably, the performance of the schema-based approach improved
after scale factor 0.3, as depicted in Fig. 13.

Performance analysis between recursive and non recursive queries.

To further analyze the benefits of the schema-based approach,
we categorize queries into recursive and non-recursive. Then, we
collectively analyze both approaches across all six scale factors.
Tab. 7 compares schema-based and baseline (non-schema-based)
approaches in query runtime. Here, Count, Min, Q1, Q2, Q3, Max,
and Mean represent the total number of queries, minimum, 25𝑡ℎ

percentile, median, 75𝑡ℎ percentile, maximum and mean query
runtime in seconds, respectively.

Table 7: Query runtime summary statistics (in seconds)

Recursive Non Recursive

Baseline Schema Baseline Schema
Count 78 78 48 48
Min 0.0137 0.0137 0.087 0.087
Q1 2.839 1.968 1.211 1.271
Q2 16.254 11.284 10.574 9.515
Q3 140.446 46.759 45.397 44.938
Max 1800.0 1171.876 360.887 353.044
Mean 213.282 65.244 46.727 45.398

As reported in Tab. 7 comparing the schema-based approach
and the baseline for recursive queries across all six scale factors,
the results demonstrate that the schema-based approach outper-
forms the baseline. Specifically, the schema-based approach is 3.26
times faster on average than the baseline for recursive queries.
Both approaches exhibit comparable performance when examin-
ing non-recursive queries. However, it is worth noticing that the
schema-based approach generally demonstrates faster median, 75th
percentile, maximum and mean query runtimes compared to the
baseline.

Table 8: Overall analysis of query runtime (in seconds)

Count Min Q1 Median Q3 Max Mean

Baseline 126 0.0137 2.6 14.45 80.37 1800.0 149.833
Schema 126 0.0137 1.38 10.45 46.76 1171.87 58.066

Measurements in Tab. 8 suggest that the schema-based approach
consistently outperforms the baseline, with an average improve-
ment of 2.58 times for feasible queries at all six scale factors.
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Experimental statistics show that the effect of the schema-
enrichment process is even more significant for YAGO compared
to LDBC. First, YAGO queries provide more optimisation oppor-
tunities for transitive closure removal. In contrast, the transitive
closure operation can only be removed in 5 out of the 30 LDBC
queries. Second, YAGO queries also provide more opportunities
for semi-join insertion as they use less branching and conjunction
operators. Overall, 10 out of 30 LDBC queries returned to their
original UCQT form. In contrast, only 1 out of 18 YAGO queries,
reverted to its initial form. When the query reverts to its original
form, the schema-based approach obviously has the same runtime
than the baseline. This affects the overall performance impact and
explains the more favorable aggregate statistics for YAGO queries.

5.5 Evaluation on other database systems
We now conduct experiments to evaluate the schema-enrichment
approach on PostgreSQL relational database system and Neo4j
graph database system. We conducted experiments on the LDBC-
SNB dataset, focusing on chain-shaped queries [27]. These queries
are expressed without branching and conjunction operations and
correspond to the formalism of the union of two-way conjunctive
regular path queries (UC2RPQ). The Cypher query language used
in the Neo4j graph database only supports a restricted form of
UC2RPQ [98]. In particular, only 15 out of 30 queries from the LDBC-
SNB dataset shown in Tab. 4 are expressible in Cypher and hence
supported by Neo4j.

Figure 14: Query runtimes on Neo4j (N) and PostgreSQL (P)
for LDBC-SNB. (SF=Scale Factor, B=Baseline, S=Schema,
PB=PostgreSQLBaseline)

Fig. 14, provides a comprehensive overview of the summary sta-
tistics for query runtimes using box plots specifically for the LDBC-
SNB dataset at scale factors of 0.1, 0.3, 1, and 3. For scale factors 10,
and 30, Neo4j could not complete the query evaluations within 30
minutes. Results shown in Fig. 14 suggest that the schema-based
approach improves the performance on each individual system.
Overall, the median query runtime of the schema-based approach
is consistently better than the baseline across both database sys-
tems considered in this study. From our results we observed that
PostgreSQL offers more scalability as it is capable of handling scale
factors 10 and 30 (See Fig. 13), and yet its performance still benefits
from the schema-based enrichment approach. These performance
improvements are particularly important at scale factor 30.

Measurements with Neo4j are not reported for YAGO queries as
it is by far the most inefficient system for evaluating YAGO queries.
This was also noticed by [70].

Plan-level impact of annotated path expressions. To illustrate the
plan-level impact of the schema enrichment process on annotated

path expressions, we consider a query Q1 and its schema-enriched
version as query Q2 in the LDBC dataset.

S, T← (S, knows/workAt/isLocatedIn, T) Q1
S, T← (S, knows/workAt/OrganisationisLocatedIn, T) Q2

The translated versions of queries Q1 and Q2 in SQL and Cypher
are presented in Figures 15 and 16, respectively.

1 // SCHEMA -ENRICHED (Q2 )
2 SELECT DISTINCT kw.Sr AS S, isLin.Tr AS T
3 FROM knows AS kw
4 JOIN workAt AS wr ON kw.Tr=wr.Sr
5 JOIN (SELECT loc.Sr AS Sr , loc.Tr AS Tr
6 FROM (SELECT Sr FROM Organisation) AS org
7 JOIN isLocatedIn AS loc ON loc.Sr=org.Sr
8 ) AS isLin ON wr.Tr=isLin.Sr;

1 // BASELINE (Q1 )
2 SELECT DISTINCT kw.Sr AS S, isLin.Tr AS T
3 FROM knows AS kw
4 JOIN workAt AS wr ON kw.Tr=wr.Sr
5 JOIN isLocatedIn AS isLin ON wr.Tr=isLin.Sr;

Figure 15: Schema-enriched and baseline queries in SQL

In Fig. 15, the schema-enriched version of the SQL query contains
an additional semi-join between the Organisation node relation
and isLocatedIn edge relation (lines 5-7). The result of this semi-

join is then combined with the workAt edge relation (line 8). On the
other hand, in the baseline version of the query, additional node
relation-based semi-join is not performed.

1 // SCHEMA -ENRICHED (Q2 )
2 MATCH (S)-[: knows]->()-[: workAt]->(:org)-[: isLin]->(T)
3 RETURN DISTINCT S, T;

1 // BASELINE (Q1 )
2 MATCH (S)-[: knows]->()-[: workAt ]->()-[: isLin]->(T)
3 RETURN DISTINCT S, T;

Figure 16: Schema-enriched and baseline queries in Cypher
(isLin=isLocatedIn, org=Organisation)

In Fig. 16, the schema-enriched version of the Cypher query in-
cludes an extra node label in the graph pattern (line 2). The schema-
enriched graph pattern indicates the selection of isLocatedIn
labeled edges that start from nodes labeled as Organisation in the
graph database. In contrast, the baseline version of the query in
Cypher does not impose such constraints on the graph pattern.

In order to concretely illustrate the reduction of intermediate
results enabled by the schema-enrichment process, Fig. 17 presents
the schema-enriched and baseline query execution plans for queries
Q2 and Q1, annotated with costs and cardinalities as estimated
by PostgreSQL. In Fig. 17, the schema-enriched execution plan
generated for query Q2, indicates that the number of intermediate
rows significantly decreased after a semi-join is performed between
the Organisation node relation and isLocatedIn edge relation
(lines 12-16). The isLocatedIn edge relation contains 11 million
rows, however, after the semi-join, the number of rows reduced to
approximately 8 thousand. In the schema-enriched execution plan,
the result of the semi-join is combinedwith the workAt edge relation
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1 // SCHEMA-ENRICHED (Q2 )
2 HashAggregate (cost=215,265.50 rows=2,085,899)
3 Group Key: knows.Sr, islocatedin.Tr
4 Planned Partitions: 32
5 Hash Join (cost=40,408.50 rows=2,085,899)
6 Hash Cond: (knows.Tr = workat.Sr)
7 Seq Scan on knows (cost=12,221.46 rows=704,246)
8 Hash (cost=2,190.11 rows=58,912)
9 Hash Join (cost=2,190.11 rows=58,912)

10 Hash Cond: (workat.Tr = Organisation.Sr)
11 Seq Scan on workat (cost=965.12 rows=58,912)
12 Hash (cost=315.51 rows=7,955)
13 Merge Join (cost=315.51 rows=7,955)
14 Merge Cond: (Organisation.Sr = islocatedin.Sr)
15 Index Scan on Organisation(cost=215.61 rows=7,955)
16 Index Scan on islocatedin(cost=337,785.74 rows=11M)

1 // BASELINE (Q1 )
2 HashAggregate (cost=219,592.34 rows=2,085,899)
3 Group Key: knows.Sr, islocatedin.Tr
4 Planned Partitions: 32
5 Hash Join (cost=44,735.33 rows=2,085,899)
6 Hash Cond: (knows.Tr = workat.Sr)
7 Seq Scan on knows (cost=12,221.46 rows=704,246)
8 Hash (cost=6,516.95 rows=58,912)
9 Merge Join (cost=6,516.95 rows=58,912)

10 Merge Cond: (islocatedin.Sr = workat.Tr)
11 Index Scan on islocatedin (cost=337,785.74 rows=11M)
12 Sort (cost=5,780.08 rows=58,912)
13 Sort Key: workat.Tr
14 Seq Scan on workat (cost=965.12 rows=58,912)

Figure 17: Execution plans for schema-enriched and baseline queries (where 11M = 11,118,487 rows)

(lines 9-11), where the total number of estimated rows is 58,912
for an estimated cost of 2,190.11 (line 9). Conversely, in Fig. 17, the
baseline execution plan generated for query Q1, the isLocatedIn
edge relation does not undergo filtering. It is directly joined with
the workAt edge relation (line 10), for an estimated higher cost of
6,516.95 (line 9). The same number of rows is estimated for both
the baseline and the schema-enriched execution plans (line 9).

Overall, as shown in line 2 of Fig. 17, the schema-enriched plan
has a smaller estimated cost compared to the baseline for the same
number of rows in the final result set.

6 Related Work
Query rewriting techniques that rely on the structural information
of the schema have been proposed [39]. Authors of [2, 33, 35, 105]
emphasize the schema’s significance in the query rewriting. Ad-
ditionally, authors in [32, 50] suggest that knowing the structure
of the database can help reduce the query search space, leading
to a significant improvement in overall query runtime. We now
briefly discuss schema-based query rewriting techniques proposed
for databases following different data models.

Semi-structured databases. Schema-based query rewriting tech-
niques for queries over semi-structured databases is proposed
in [2, 33, 35]. In semi-structured databases, schemas are expressed
as path constraints that are regular expressions defined over edge
labels [34]. The use of path constraints to rewrite queries expressed
in the formalism of C2RPQ and UC2RPQ is proposed in [36, 46, 51].
However, a significant limitation of using path constraints as a
schema language is that the schema database consistency can only
be established when path constraints are defined without using the
Kleene star operator [35].

XML databases. Authors in [87, 108] propose rewriting XPath
queries using the structural information stored in the schema of
XML databases. For XML databases, schemas are expressed as Doc-
ument Type Definition (DTDs), which are essentially regular expres-
sions defined over the edge labels [81]. Authors [18, 43, 55, 65, 73,
85] study the satisfiability of XPath queries in presence of DTDs
and suggest that satisfiability is undecidable for XPath queries in
presence of recursive DTDs (DTDs defined using Kleene star op-
erator). Authors in [31, 80] propose the creation of smaller XML
documents by using the XPath query and structure of XML schema.

Authors in [19] suggest a type system-based approach for XML
document pruning; however, they highlight that creating pruned
XML documents can be time-consuming and may take a similar
amount of time as running the original query.

Datalog. Schema-based query rewriting of conjunctive queries
(CQ) and union of conjunctive queries (UCQ) in the presence of schema
expressed as Datalog rules is proposed in [82]. Furthermore, au-
thors [13] suggest that query containment of CQ and UCQ is decid-
able in the presence of schema expressed as non-recursive Datalog.
Authors [12, 44, 95, 105] study the containment of Datalog queries
in the presence of schema and suggest that the containment is de-
cidable in the presence of non-recursive schemas. Regarding graph
query language formalism, authors in [20, 36, 38] express the for-
malisms of C2RPQ and UC2RPQ as Datalog queries and suggest that
the query containment is decidable in the presence of non-recursive
Datalog schema.

Graph databases. Graph query and schema languages have been
extensively researched in the context of knowledge graphs [17, 68,
107] with RDFS and OWL in particular [64, 79], and the standard
query language SPARQL [28, 40, 41, 59]. Query rewriting based on
the structure of the Resource Description Framework (RDF) has been
proposed in [1, 72] for non-recursive SPARQL queries.

For property graphs, significant research and standardisation ef-
fort are still in progress [6, 21, 22, 29, 45, 53, 92–94]. So far, the lack of
standard schema language hinders the application of schema-based
query rewriting techniques. Contemporary research in property
graph data models mainly focuses on property graph schema design
and inference techniques [5, 23, 24, 26, 74, 90, 94]. The design of our
graph schema is motivated by existing works such as PG-Schema

and PG-Keys proposed in [8, 9].
In [42], a type inference approach is proposed to rewrite queries

expressed in the formalisms of RPQ and 2RPQ using a recursive graph
schema. However, the type inference system presented in [42] is
neither sound nor complete for graph query language formalisms
containing branching and conjunction operations. Additionally, the
type inference system is only explored theoretically.

Compared to the state-of-the-art, our approach can take a UCQT
query and a graph schema as input and generate a UCQT query
as output, which is enhanced with structural schema information.
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The rewritten schema-aware query preserves the initial query se-
mantics under the graph schema. We experimentally demonstrate
that for recursive UCQTs, the generated UCQT can be executed more
efficiently using our approach.

7 Conclusion and Perspectives
We propose a graph query rewritingmethod aimed at leveraging the
structural information of a graph schema. The purpose is to enrich
an initial query with schema information in order to improve query
performance. To this end, we introduce inference rules capable
of incorporating schema constraints in the path expressions con-
tained in a query. The difficulty comes from the fact that pushing
constraints through regular path expressions is complex. Our ap-
proach automates a process which would be tricky and error-prone
if done manually by a developer. The soundness and completeness
of the approach are proved to ensure that the initial query seman-
tics is preserved under the schema. Furthermore, our approach is
opportunistic in that it is applied only when performance gains are
expected. We conducted extensive experiments on real and syn-
thetic datasets, with several database systems. Experimental results
show that schema-based query rewriting provides significant per-
formance gains for recursive path queries in graphs. A perspective
for further work is to extend the approach by considering queries
with aggregrations.
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