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The geometric error is less than the pollution error when
solving the high-frequency Helmholtz equation with
high-order FEM on curved domains

T. Chaumont-Frelet* E. A. Spence'

February 29, 2024

Abstract

We consider the h-version of the finite-element method, where accuracy is increased by
decreasing the meshwidth h while keeping the polynomial degree p constant, applied to the
Helmholtz equation. Although the question “how quickly must h decrease as the wavenumber
k increases to maintain accuracy?” has been studied intensively since the 1990s, none of
the existing rigorous wavenumber-explicit analyses take into account the approximation of
the geometry. In this paper we prove that for nontrapping problems solved using straight
elements the geometric error is order kh, which is then less than the pollution error k(kh)??
when k is large; this fact is then illustrated in numerical experiments. More generally, we
prove that, even for problems with strong trapping, using degree four (in 2-d) or degree five
(in 3-d) polynomials and isoparametric elements ensures that the geometric error is smaller
than the pollution error for most large wavenumbers.

1 Introduction: informal statement of the main result

The results of this paper apply to general Helmholtz problems (interior problems, exterior problems,
wave-guide problems), but for concreteness here we consider the Helmholtz equation

— k?pu — V- (AVu) = f, (1.1)

with & > 1, posed in a bounded domain 2 corresponding to the exterior of an impenetrable
obstacle where the Sommerfeld radiation condition has been approximated by a radial perfectly-
matched layer (PML). For simplicity, we assume that  has characteristic length scale ~ 1. The
solution u satisfies either a zero Dirichlet or zero Neumann boundary condition on the part of 02
corresponding to the impenetrable obstacle, and a zero Dirichlet boundary condition on the part
of 99 corresponding to the PML truncation boundary. The piecewise-smooth coefficients p and
A describe the PML near the truncation boundary, and variation of p and A in the rest of the
domain corresponds to penetrable obstacles.

We assume that the solution operator to (1.1) is bounded by k*~! for some a > 0, i.e., given
ko > 0 there exists C' > 0 such that given f € L?(Q2), the solution u € H(Q) to (1.1) satisfies

||u||H’1(Q) < Ckt [/l 22(q) for all k > ko, (1.2)

where

||U||§{;(Q) = HVU||2L2(Q) + K HU||2L2(Q) . (1.3)
Recall that the bound (1.2) holds with o = 1 when the problem is nontrapping (i.e., all geometric-
optic rays starting in a neighbourhood of the scatterer escape to infinity in a uniform time);
indeed in this case the solution of the exterior Helmholtz problem satisfies (1.2) with « = 1 by

[Mor75, Vai75], and the solution of the associated radial PML problem inherits this bound by
[GLS23, Lemma 3.3].
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Theorem 1.1 (Informal statement of the main result) Suppose that the Helmholtz problem
above is solved using the h-version of the finite-element method with shape-reqular meshes with
meshwidth h, fived (but arbitrary) polynomial degree p, and fized order of the geometric approxi-
mation q (so that g =1 for straight elements and q = p for isoparametric elements).

Suppose further that the domain Q and coefficients A and p satisfy the natural reqularity as-
sumptions for using degree p polynomials, and that the data f in (1.1) comes from an incident
plane wave or point source (or, more generally, a particular Helmholtz solution that is smooth in
a neighbourhood of the scatterer). If

(kh n ka(kh)”) (kh)? + k®RY s sufficiently small, (1.4)
then the Galerkin solution uy, exists, is unique, and satisfies

lw = unl
MO o [(1 + ka(kh)p) (kh)P + kahq} . (1.5)
HUHH;(Q)

We make seven remarks about the interpretation and context of Theorem 1.1.

1. Near 0, the error |lu — up| g1 (q) in (1.5) is measured on the subset of  where both u and
up, are well-defined. When A and p are discontinuous, defining precisely where the error
l|lu — uh||Hé(Q) is measured is more involved; see Theorem 4.11 below.

2. In the limit & — 0 with k fixed, the bound (1.5) shows that the Galerkin error is O(h™n{P.a});
this is expected, at least in the isoparametric case when p = ¢, by [CR72a, Len86).

3. When ¢ = oo (i.e., there is no geometric error), the condition (1.4) becomes
E“(kh)?* is sufficiently small,

and then (1.5) implies that choosing k%*(kh)? to be a sufficiently-small constant maintains
accuracy of the Galerkin solution as & — oo. This result was

e proved for constant-coefficient problems in 1-d by [IB97] (see [IB97, Page 350, penulti-
mate displayed equation], [Th198, Equation 4.7.41]),

e obtained in the context of dispersion analysis in [Ain04],

e proved for 2- and 3-d constant-coefficient Helmholtz problems with the radiation condi-
tion approximated by an impedance boundary condition in [DW15] (following [FW09,
FW11, Wuld, ZW13]) and for variable-coefficient problems in [Pem20, Theorem 2.39],
and then

e proved for general 2- and 3-d Helmholtz problems with truncation either by a PML or
the exact Dirichlet-to-Neumann map in [GS23].

We note that bounds under the condition “k®(kh)? sufficiently small” were proved for several
specific Helmholtz problems in [MS10, MS11], and then for general Helmholtz problems in
[CFN20].

4. When the problem is nontrapping, o = 1, and kh? < 1 when k(kh)?P is constant, regardless of
q. Therefore, Theorem 1.1 implies that, regardless of q, choosing k®(kh)?? to be a sufficiently-
small constant maintains accuracy of the Galerkin solution as k — oo. That is, even with
straight elements (¢ = 1), in the limit ¥ — oo with h chosen to control the pollution error, the
geometric error is smaller than the pollution error; this feature is illustrated in the numerical
experiments in §2.

5. When the problem is trapping, o > 1, and it is not immediate that k*h? < 1 when k(kh)??
is constant. For Helmholtz problems with strong trapping, the solution operator grows
exponentially through an increasing sequence of wavenumbers, with this sequence becoming
increasingly dense as k increases [PV99, CP02, BCWGT11]. However, if a set of wavenumbers
of arbitrarily-small measure is excluded then (1.2) holds for any o > 5d/2+2 by [LSW21] and



[GLS23, Lemma 3.3] ([LSW21] proves this result for the original exterior Helmholtz problem,
and the PML problem inherits this bound by [GLS23, Lemma 3.3]). With isoparametric
elements ¢ = p, and then h%% < 1 when k%(kh)?" is constant if p > 4 in 2-d and p > 5
in 3-d. That is, for moderate polynomial degree, isoparametric elements, and most (large)
wavenumbers, the geometric error is smaller than the pollution error, even for problems with
strong trapping.

6. To prove Theorem 1.1, we extend the duality argument recently introduced for general
Helmbholtz problems in [GS23] to incorporate a Strang-lemma-type argument to allow varia-
tional crimes. We then use the results of [Len86] to apply this abstract setting to the case of
geometric error induced by polynomial element maps.

7. Finally, we highlight that Theorem 1.1 is conceptually similar to the results of [CFN18,
CFN23]. Indeed, [CFN18, CFN23] show that, when solving 2-d or 3-d Helmholtz problems
on domains with corners/conical points using a uniform mesh, the error from the corner
singularity is smaller than the pollution error (for k sufficiently large). In other words,
although both the geometric error and the error incurred by corner singularities are important
in the limit A — 0 with k fixed, in the limit k¥ — oo with A chosen to control the pollution
error, both of these errors are smaller than the pollution error.

Outline of the paper. §2 gives numerical experiments illustrating Theorem 1.1 for two 2-d
nontrapping problems (a = 0) and straight elements. §3 contains an abstract analogue of Theorem
1.1 proved under the assumptions that the sesquilinear form is continuous and satisifies a Garding-
type inequality. §4 shows that a wide variety of Helmholtz problems fix into the abstract setting
of §3 and proves Theorem 1.1.

2 Numerical experiments with straight elements in 2-d

In this section we demonstrate numerically for two 2-d scattering problems the consequence of
Theorem 1.1 discussed in Point 4 above; i.e., that, for nontrapping problems solved using straight
elements, in the limit £k — oo with A chosen to control the pollution error, the geometric error is
smaller than the pollution error.

The two scattering problems considered.
Definition 2.1 (Sound-soft scattering by a 2-d ball) Given uin(z) := e**1 let uior satisfy
—kJQUtOt — Autot =0 m Rd \ Bl (O), Utot = 0 on 331 (0),

WheETe Ugea = Utot — Uine Salisfies the Sommerfeld radiation condition

0
(8 - zk) Usea = o(r~@V/2) g5 = 2| = oo, uniformly in /7. (2.1)
”

Definition 2.2 (Scattering by a penetrable 2-d ball) Given u,.(z) := e**1 and

e {2 in B1(0), wd e {1/2 in B1(0), 22)

1 in R4\ By(0) 1 in R\ B1(0),
let ugoy satisfy
— kz,uumt -V (AVutot) =0 m Rd, (23)

and
20, ub, = 0ug,,  and  ul, =ug, on dB;(0), (2.4)

where the subscript + denotes the limit taken with r > 1 and the subscript — denotes the limit
taken with v < 1, and where ugea := Utor — Uine Salisfies the Sommerfeld radiation condition (2.1).



(Note that the transmission conditions in (2.4) follow from the variational formulation of the PDE
(2.3).)

The choice of the coefficients A and p in (2.2) implies that this problem is nontrapping, in the
sense that outgoing solutions to (1.1), with A and p given by (2.2), satisfy the bound (1.2) with
a = 1; see [MS19].

The reason for choosing these two scattering problems is that, in both cases, ui.t can be ex-
pressed explicitly as a Fourier series in the angular variable, with the Fourier coefficients expressed
in terms of Hankel and Bessel functions.

Although it is possible to directly compute uto; with the FEM, it is more convenient to compute

U= XuI —|—us

for x € Coonp(R?) and x = 1 in a neighbourhood of By(0); this is because u then satisfies (i)
the same boundary/transmission conditions as u., on 0B1(0) and (ii) the Sommerfeld radiation
condition (satisfied by usca) at infinity. Once u is computed, uior and use, can easily be recovered
since x and iy are known.

We then use a PML to approximate the radiation condition satisfied by w. Following [CM98],

we let

ppmL () := B (rp)B(rp) (2.5)
and
Apa () = B(rp) cos?f  cosfsinh) B(rp) sin?f  cos@sinf) (2.6)
PMLAZ) = B(rp) \ cosfsinf sin? @ B(rp) \ cosfsind cos? 0 '
where rp = |z| — 4, 0 is such that = |z|(cos,sind), and
B(r) = art B(r) = 9 el
+1

with a = 10 and ¢ = 2.
We therefore approximate with the FEM the solutions of the following two problems.

Definition 2.3 (PML approximation to sound-soft scattering by a 2-d ball) Let Q) := B5(0)\
Bl(O) Let

et in BO\B(©, o [1 in B4(0) \ B1(0),
’ APML m Bg, (0) \ Bl (0), . HPML in B5 (O) \ B4(0)7

where ApyL and ppyy are given by (2.6) and (2.5) respectively. Given x € Co5y,, (R?) satisfying

X=1o0nB1(0) and x=0 on B5(0)\ B4(0), (2.7)
let u € H () satisfy
— K*pu —V - (AVu) = f (2.8)
with ‘
f = =(AX)tUinc — 2VX - Vline = (—Ax — Qikalx)e””l. (2.9)

Definition 2.4 (PML approximation to scattering by a penetrable 2-d ball) Let ) := B5(0).
Let

2 in B1(0), 1/2 in B1(0),
A:=11 in B4(0)\ B1(0), and p:=<1 in B4(0) \ B1(0),
APML mn B5(0) \ B4 (0) HPML m B5(0) \ B4 (0)

where Apymi, and ppwmi, are given by (2.6) and (2.5) respectively. Given x € C(‘fgmp(Rd) satisfying
(2.7), let u € HY(Q) satisfy (2.8), with f given by (2.9), and the transmission conditions
+ pr—

20,uT =0~  and u u~  on dB1(0).



For simplicity, in the numerical experiments below, we actually use the cutoff

wa) = (1-at (F22))

2 b
erf(t) := ﬁ/o e % ds.

This x does not satisfy (2.7); however, |1 — x(x)| < 1072 if |x| < 2 and |x(x)| < 10712 if |x| > 4,
so that the error incurred by this inconsistency is so small that it does not affect our examples.

with o = 0.2 and

The finite-element solution and error measurement For simplicity, we only consider the
error in the region where x = 1, so that u = wut, i.e.,

N B5(0)\ B1(0) for the sound-soft ball,
T By (0) for the penetrable ball.

Hence, our error measure is
[ttt — Unll H1 (400)3

crucially, Q¢ot includes the interface 9B (0) where the geometric approximation takes place.

As a proxy for u = ugot, we use the Fourier-series solution; this incurs an error due to the PML
approximating the radiation condition, but this error is very small, especially for large wavenum-
bers; see [GLS23].

We consider finite element discretizations of degree p = 2,3 or 4 and straight meshes. Since
the analytical expression of wui, := Utot|p and ueug := UtothRd\ p are known here, considering any
triangle K € 7;, with barycenter xx, we compute the error by ||uin — unl|g1 (k) if 2x € D and
ltous — wn || a1 (k) otherwise.

We use gmsh [GR09] to generate the meshes. gmsh produces nodally conforming meshes (mean-
ing that interfaces are not cross by any edge) of specified maximal size hiarger. Once such a mesh
has been produced, we compute the actual mesh size h by measuring the length of all mesh edges.
This value of h is the one plotted in the left-hand sides of the figures below.

We consider an increasing sequence of wavenumbers ranging from 0.5 - 27 to 20 - 27, so that the
number of wavelengths in the total field region where the error is measured ranges from 2 to 80.
Fixing a polynomial degree p we then solve the problem for all wavenumber with increasingly refined
meshes. Specifically, we ask gmsh to mesh the domain at size h¢arget, Where kzp“hffrget = (C, and
C is chosen so that the relative error is about 1-2% for large wavenumbers.

Discussion of the numerical results Figures 1a, 1b and lc present the results for p = 2, 3
and 4, respectively, for the PML approximation to the sound-soft scattering problem.

Figures 2a, 2b and 2c present the results for p = 2, 3 and 4, respectively, for the PML approx-
imation to the penetrable-obstacle scattering problem.

As described above, the left-hand sides of the figures plot h as a function of k, illustrating that
gmsh actually produces a mesh with the desired maximal meshwidth. The right-hand sides of the
figures plot the relative Galerkin error in Q.

As anticipated from Theorem 1.1, the relative error remains uniformly bounded for all wavenum-
bers in all cases. We also see that, especially for higher polynomial degree, the error is larger for
the first few wavenumbers and then stabilizes to a roughly constant value. This is because for the
lowest wavenumbers, the geometric approximation error is not negligible, and in fact bigger than
the pollution error: indeed, for k fixed, the pollution error on the right-hand side of (1.5) is O(h?)
whereas the geometric error is O(h). When the wavenumber increases, the pollution error (which
remains constant thanks to our choice of h), becomes dominant, as predicted by Theorem 1.1.



10°

107!

1072

10()

10!

1072

109

101

Ll
[ = wunllm1g (o /10l 1 (02000

—

jan}

8

107t

k'_5/4

10! 102

k

L | | | | | |
0 20 40 60 80 100 120

k

(a) Numerical example: sound-soft scattering with p = 2

Ll |
[ = wnll s o/ 10l 1 (02000

101

k,—?/ﬁ 1072

101

—_
S
S

k

O

| | | | | |
20 40 60 80 100 120

k

(b) Numerical example: sound-soft scattering with p = 3

Lol L
[ = unllz1 (o) / 1l E2 (2000
—
(e
s
T

H
3
1

k—9/8

10!

—_
e}
[

k

i | | | | | |
0 20 40 60 80 100 120

k

(¢) Numerical example: sound-soft scattering with p = 4

Figure 1: Numerical example: sound-soft scattering
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3 Strang-type lemma for abstract Helmholtz problems

3.1 Assumptions on the sesquilinear form and finite-dimensional sub-
space
Continuity and Garding-type inequality. Let H C H'(f2) be a Hilbert space with the norm
[+ 220 (1.3). (In practice, H will be H'() with zero Dirichlet boundary conditions on part of
08); see (4.1) below).
Let b: H x H — C be a sesquilinear form that is continuous, i.e.,

sup sup  |b(v,w)| =1 M < o0 (3.1)
ol oy =1 1y =1
and satisfies the Garding-type inequality
Ccoer”UHiI;(Q) < Reb(v,v) + 2k2||ICU||2LQ(Q) for all v € H, (3.2)
for Ceoer > 0 and for some self-adjoint operator K : L?(Q) — L?(Q).

Remark 3.1 (The relationship between (3.2) and the standard Garding inequality) Ifb
satisfies (3.2) then b also satisfies a “standard” Garding inequality, since

Ccoer||”H12q,1(Q) < Reb(v,v) + 2k2\|’CH%2(Q)—>L2(Q)||U||2L2(Q) (3.3)

for all v € H. We show in Lemma 4.7 below (following [GS23]) that if b satisfies a standard
Garding inequality along with elliptic reqularity, then b satisfies (3.2) with K a smoothing operator;

the smoothing property of KC is then key to obtaining the high-order convergence in the main result
(Theorem 1.1).

The approximate sesquilinear form b, and approximate right-hand side ;. Given a
finite-dimensional subspace V,, C H, we consider a sesquilinear form b, : V;, x V};, — C that is
“close” to b, with this “closeness” characterised by the quantity

sup sup  [b(vp, wn) — bn(vn, wp). (3.4)
vp €V wp €V
HU}LHH;(Q):I HwhHH;(ﬂ):l

Sl

Yq =

Similarly, given ¢ € (H}(2))*, let ¢y, : Vi, — C be “close” to ¢ in the sense that

~ 1

Vq ! sup (¢ — n,vp)l. (3.5)

C MYl @y oneva

”Uh ”Ht(g)zl

Uniqueness of the solution of the variational problem. We assume that, given ¢ €
(HL(2))*, the solution of the variational problem: find v € H such that

b(v,w) = (Y,w) forallweH (3.6)

if it exists, is unique. The Garding-type inequality (3.2) implies that b satisfies the standard
Garding inequality (3.3). Uniqueness of the solution of (3.14) is then equivalent to existence by,
e.g., [McL00, Theorem 2.32], so that (3.6) has a unique solution v € H.

Notation for the adjoint solution operator and adjoint approximability. Define the
adjoint solution operator S* : L?(2) — H as the solution of the variational problem

b(v,8%¢) = (v,¢) 120y forallv € H, ¢ € L*(Q) (3.7)



(the fact that the solution to (3.6) is unique implies that S* is well-defined by, e.g., [McL00,
Theorem 2.27]). We then define

Ve = kIS L2()mmi @) s

the reason for including the factor of k is that 4} is then dimensionless.
Denote the orthogonal projector in the ||| 1 (q) norm by

mpw = arg min [|w — wp| g1y for allw € H. (3.8)
wpEVR k

The following quantity measures how well solutions of the adjoint problem are approximated in
Vh:
Yo = kI = 70)8" L2y 1 (@) 5 (3.9)

similar to with +J, the factor of k in (3.9) means that 4 is dimensionless.

The modified sesquilinear form and its solution operator. Define

bt (v, w) := b(v,w) + 2k* (/CZ’U, w) L2(Q) (3.10)

so that bt is coercive on H by (3.2) (with coercivity constant Cieer). Let
Sup iug){ 6T (v, w)| = M < M 4+ 2||K?|| 12(0)— £2(0)- (3.11)

ol ez o) =1 lwll g2 o) =1

Let St : L%(Q) — H be defined as the solution of the variational problem

b (ST, w) = (¢, w)r2q) forallw e H, ¢ € L*(Q). (3.12)
It is convenient to define the following approximation factor

v = k||(I - ﬂ-h)SJr]CHL?(Q)aH,i(Q); (3.13)

i.e., v measures how well solutions of the variational problem involving b+ and with a K on the
right-hand side are approximated in V,.

3.2 The main abstract result

The following result is an abstract version of the elliptic-projection argument from [GS23], extended
to allow a variational crime.

Theorem 3.2 (Abstract elliptic-projection-type argument with variational crime) Under
the assumptions in §3.1, let u € ‘H be the unique solution of the variational problem

b(u,w) = (Y,w)  for allw € H. (3.14)
Let
(M) .
A=1- 2@ KN 22 @)= L2(0) Yok
and

V2M M+ N
B:= A(Ccocr - M’Yq) T Caoer ||’C||L2(Q)—>L2(Q) Vs Ya-

If B > 0, then there exists a unique up, € V3, such that
bh(uh,wh) = <¢h,wh> for all wy, € Vy, (3.15)
and the error u — uy, satisfies the bound

V2MM*t
Bllu—=unll g1 q) < [AM e ”IC”L?(Q)HLQ(Q):l 1L = mn)ull g1

VAMM* _
+ A0+ L sy | (g + T Wl )

(3.16)



We make two immediate remarks.

1. The bound (3.16) has a similar structure to the Strang lemma for coercive problems, namely
the Galerkin error is bounded by the sum of (i) the best approximation error, (ii) the error in
the sesquilinear form, and (iii) the error in the right-hand side; see [Str72], [Cia91, Theorem
26.1].

2. If 74,7q = 0 and the approximation factors v}, yc — 0, then A — 1, B — Cgoer, and the
bound (3.16) approaches

My
C,

— (I = mn)ull g1 gy 3

lu = unll 1) <
observe that this is the bound given by Céa’s lemma for a coercive problem with continuity
constant M and coercivity constant Ceoer.

Interpretation and context of Theorem 3.2. Assuming that ||K||.20)-12(0), M, M™, and
Ceoer are independent of k (as we see below they are for Helmholtz problems), we see that Theorem
3.2 shows that if

vaye and Yl yq  are sufficiently small (3.17)

then
lu—=unll g3 < CA+22) [T = mn)ull g1y +C(1 +’Y:)<7q 1ll g2 ) + Fa 191l (2.2 ) (3.18)

Continuity of b (3.1) implies that ||z/1H(H;(Q))* <M ||uHH;(Q), and thus (3.18) implies that

lu = unll @) < CA+AD NI = 7n)ull g1 gy + C(1+90) (Ya +Fa) 1ull g () - (3.19)

Section 4 shows how for the particular Helmholtz problem considered in Section 1, (3.17) and
(3.19) become (1.4) and (1.5), respectively; indeed, this is via the bounds v} < C(kh + k*(kh)P),
vic < C(kh)P, and v, Yq < ChY (for a domain  with characteristic length scale ~ 1).

We now discuss here the relation between (3.17), (3.19) and other results in the literature.
Since these other results do not take into account errors in the sesquilinear form and data (via the
quantities 4 and 7q), in this discussion we assume that v, = 74 = 0.

Recall that the classic duality argument for sesquilinear forms satisfying a Garding inequality
proves that, if 4} is sufficiently small

lu = unll gy ) < CIUT = mn)ull g1 ) s

this argument has its origins in the work of [Sch74], with then the notion of adjoint approximability
encapsulated by 2 introduced in [Sau06].

The advantage of (3.17), (3.19) over this classic argument is that the condition “yx~y; sufficiently
small” can be less restrictive than “+; sufficiently small”. Indeed, the “elliptic projection” argument
introduced in [FW09, FW11] is essentially (3.17), (3.19) with the operator K chosen to be a
sufficiently-large multiple of the identity. In this case, we see below that

e = k||(I - ﬂ-h)S—FKHL?(Q)HH;(Q) < Ck[|(T - 7Th)3+HLz(sz)war;(sz) < C'kh,

and so the condition “yiv: sufficiently small” is “kh~v} is sufficiently small”, i.e., a weaker condition
than “y* is sufficiently small” (since kh < 1).

The generalisation of the elliptic-projection argument in [GS23] showed that, under natural
elliptic-regularity assumptions, there exists a smoothing operator K such that the Garding-type in-
equality (3.2) is satisfied. With this smoothing property, the condition “v} k|| (I_']Th)S+IC||L2(Q)*>Hé o)
sufficiently small” is weaker than “y*k|/(I — ﬁh)$+||L2(Q)_>H;(Q) sufficiently small”; we recap the
construction of K in Lemma 4.7 below.
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3.3 Proof of Theorem 3.2

Theorem 3.2 comes from combining Lemmas 3.3 and 3.4 below. These lemmas involve the following
projection operator; let 772' : H — V}, be defined by

bt (vh, W}J{w) = bt (v, w) for all v, € Vi,w € H;

i.e.

bt (v, (I —m)w) =0 for all v, € Vi, w € H. (3.20)

We immediately note that, since b is continuous and coercive, Céa’s lemma implies that

M+
(1 - W;)UHH]%(Q) < TH(I - ﬂh)UHH;(Q) for all v € H} (Q), (3.21)

and

+
HW}T”HH;(Q) < o ||v||Hé(Q) for all v € H, (3.22)

coer
since
Ceoer Hv||i1]1(g) <ot (mfo,miv) = bF (v, 0) < M| ol g o) [0l 112 (@) -
In both the statement and proof of the next lemma, we drop the (€2) in norms, i.e., we write,
e.g., [[K||r2— > instead of ||| L2(0)—r2(q)- to keep expressions compact.

Lemma 3.3 Let

Vi =K ||K(I = mH)S*|| 2, 2 (3.23)
If the solution uy to (3.15) ewxists, then
e VoM M* .
[(1 — 25 Kl ze ) (Coomr = Mq) = Y [IKll 2y 12 vq} ot = unl 3y
i V2(M*)?
< {(1 = 2% Kl 2y g )M + 07% ||’C||L2—>L2} 1 — 7"'h)UHH;(Q)
e V2MM* N ~
+ [(1 — 2 Kl oy 2 ) M + Il oy 2 4 (a Il gy + T 180 a3y )-
coer
(3.24)

Note that (3.24) has the same structure as (3.16), except that the instance of v} in A has been
replaced by a multiple of 7. The following lemma is then used to relate 7} to ..

Lemma 3.4 For allv € H,
k|l — 7TfJLr)UHLz(Q) < M1 - W;)”HH;(Q)'

Proof of Theorem 3.2 using Lemmas 3.3 and 3.4. Once the bound (3.16) is established under the
assumption that uy, exists, applying this bound with ¢ = 0 and using uniqueness of the continuous
problem (3.14) implies that uy, if it exists, is unique. Existence of uy, then follows since wy, is the
solution of a finite-dimensional linear system, for which uniqueness is equivalent to existence.

It is therefore sufficient to prove (3.16) under the assumption that w exists. By Lemma 3.4
and the definitions of ¥ (3.23), vk (3.13), and ~; (3.9),

_ (M+ )2
* < *
a Ccoer TKTa

and then using this in (3.24) gives the result (3.16). |

We now prove Lemma 3.4 using a duality argument involving the sesquilinear form b+.
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Proof of Lemma 3.4. By the definition of ST (3.12), the Galerkin orthogonality (3.20), and
continuity of b (3.11)

1 - WZ)UHQL?(Q) = (KT = m)o, (I - WZ)U)LQ(Q)
=0T (STI*(I — v, (I — 7))
=0T ((I — mp)STHI — v, (I — 7 )v)
< MF||(I - 7T}L)S+ICHL2(Q)HH,£(Q)HK(I - WZ)UHLQ(Q)H(I - ”;)UHH;(Q)’

and the result follows. ]

To complete the proof of Theorem 3.2, we therefore need to prove Lemma 3.3. To do this, we
start with a simple result controlling the variational crime error.

Lemma 3.5 (“Galerkin orthogonality” in the sesquilinear form b(-,)) Ifu € H and uy €
Vi satisfy (3.14) and (3.15), then, for all wy, € Vj,

[b(u — up, wp)| < M(%HU = unll ) + Yallvll @) + %WH(H;(Q))*) lwallmp (@) (3.25)
Proof. By (3.14) and (3.15),

b(u — up,wp) = blu, wr) — bup, wp) = (W, wp) — by (up, wp) + (bh(uh7wh) _ b(uhawh))
= (¢ — Yn, wp) + (bh(uh, wp) — b(uh,wh)).

Then, by (3.5) and (3.4),
b = wn)| < M (Fallllarzon- +Yalunllz oy ) leonllm -
The result (3.25) then follows from the triangle inequality. ]
Lemma 3.6 (Useful quadratic inequality) Let0 <a <1, b,c>0 and z > 0. If
ax® < bz + 2, (3.26)

then
ar <b+ec. (3.27)

Proof. Multiplying the inequality (3.26) by a > 0, we find that

b\? b2 b [2
(ax—2) —ZSGCQ, and thus awfi—i— Z—I—GCQ.

The result (3.27) follows since

b? b2 b
\/Z+a62§\/Z+VaCQS§+Cy

since a < 1 by assumption. ]
Proof of Lemma 3.3. Let e :==u — uyp. By (3.2), (3.25), and (3.1),

Ceoer HQH?{; < Reb(e,e) + 2k° HICQH?;?
=Reb(e, (I — m)u) + 2k H/Ce||iz — Reb(e,up, — mpu)
< M el gy 1 = Yol s + 282 [[Kel 2,

+ M (va lell g + a el g+ Fa 180 - ) el
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where to obtain the last inequality we have used (i) that up —mpu = 7pe and (ii) ||'/Th€||H; < ||e||H;
since 7y, is a projection (3.8). Rearranging the last displayed equation, we obtain that

2 ~ 2
(Ccoer - M'Yq) HEHH; <M ||6||H; (H(I - 7Th)UHH; + 7% ||U||Hi + 7 M’H(H;)* ) + 2k IKellzz -
Then, by Lemma 3.6,
(Ccoer - M'Yq) ||€||H; < M( (1 — Wh)uHH,i + 7% HUHH]{ + Yq ||¢H(H;)* ) +V2k 1Kell2 - (3.28)

We now use a duality argument to bound ||Ke||z2. By the self-adjointness of K, the definition of
S* (3.7), (3.25), and (3.22),

IKCell7- = ble, S K?e)
=b(e, (I —mH)S*K%) + b(e, m S*Ke)
<ble, (I —m)S*K?e)
_ Mt
432 (v el g 70 g + o Nl ) o 7 sy WKl s s Kl (3.29)

Now, by the definition of b+ (3.10), (3.20), the self-adjointness of K, continuity of b+ (3.11), (3.21),
and the definitions of v} (3.9) and 7 (3.23),
ble,(I — w7 )8*K?e) = b ((I — mp)u, (I — 7} )S*K?e) — 2k* (K?e, (I — m1)S* K?e) |,

= b7 (I = mp)u, (I — ) )S*K?e) — 2k (Ke, K(I — 7} )S*K?e)

M+ —1 _x* ~ % 2
< M =mn)ul gy G—F 9% I e e Kl g2 + 232 1K 2y 12 1 Kell
(3.30)
Combining (3.29) and (3.30), multiplying by &, and using the definition of ¥, we obtain that
(1= 25 1l g VKKl e < B 1K oo 1T = el
CCOEI‘ k
MM* . _
e a2 (el + v sy + 3 196 - )-
(3.31)
Multiplying (3.28) by (1 — 275 ||K|| .2_, ;=) and inputting (3.31), we obtain
(1= 232 1K 2 22 ) (Cooer = M) el
< (1= 277 1K oy 2 ) M (T = 7n)ell g + e el gy + e I - )
VM),
# P2 K g T —
VoMMt . -
P g0 (v lellgy + g+ ol - )
which then rearranges to the result (3.24). ]

4 Applying the abstract theory to Helmholtz problems solved
with curved finite elements

4.1 The Helmholtz problem with piecewise-smooth coefficients

Let © C R? be a bounded Lipschitz domain with characteristic length scale L. The boundary
00 of Q is partitioned into two disjoint relatively open Lipschitz subsets I'p and I'y (where the
subscripts “D” and “N” stand for “Dirichlet” and “Neumann”). Let #H be the Hilbert space

Hi () :={veH' (Q):v=0 onIp}. (4.1)
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The domain €2 is partitioned into disjoint open Lipschitz subsets () € Q, and we assume that the
restrictions of the PDE coefficients to each @ are smooth. Specifically, for each @) € Q, we consider
two functions pg : R? — C and Ag : RY — C%? and the sesquilinear form then reads

b(v,w) = Z { — E*(pgu,w)r2(q) + (AQVU,Vw)Lz(Q)}
QeQ

= —k*(pv, w)2(q) + (AVv, Vw) 2y  for all v,w € Hf_ (), (4.2)

where p|g = pg, Alg = Ag. To define the sesquilinear form b, the values of pug and Ag are
not needed outside ). However, assuming that they are also defined in a neighborhood of @ is
useful when defining the discrete bilinear form (involving geometric error). We note that in the
case of piecewise constant coefficients or coefficients given by analytical formula (e.g., in a PML)
such extensions are automatically defined.

Assumption 4.1 (Strong ellipticity of the Helmholtz operator) There exists ¢ > 0 such

that
d d

Rez ZAij(x)gja > clé*  forall z € Q and € € RY.

i=1 j=1

Assumption 4.1 implies that the Helmholtz operator is strongly elliptic in the sense of [McL00,
Equation 4.7] by, e.g., [McL00, Page 122].

Assumption 4.2 (Regularity assumption on A, u, and 9Q) For some ( € Z%, Ag,ug €
C=1 and 0Q € C%' for all Q € Q.

Assumption 4.2 implies that the Helmholtz operator satisfies the standard elliptic-regularity
shift (see, e.g., [McL00, Theorem 4.20]). Thanks to [CFN20] and [GS23] this shift property can be
used to bound the quantities v} and vk, respectively, appearing in Theorem 3.2; see §4.6 below.

Similarly, we assume that

<u)7v> = (gvv)L2(Q) (43)

with g = go on @ and gg : R? — C with g € H'(R?).
Given the partition Q of 2, we use the notation that v € H/(Q) iff v|g € HI(Q) for all Q € Q,

and we let
v m 0y =D [0ll3m(e) (4.4)
QeQ

where
2 2(m— 2
lallzmpy = D LTV 0% ullepy  for m e 27,
la|<m
where L is the characteristic length scale of €; these factors of L are included to make each term
in the norm have the same dimension.

4.2 Curved finite-element setting

Here, we introduce a finite element space on curved simplicial elements. For such spaces, there are
the following two key considerations.

(a) On the one hand, the mesh elements should be sufficiently curved so as to correctly approx-
imate the geometry of the boundary value problem (i.e. ©, I'p, I'y and Q).

(b) On the other hand, the elements should not be too distorted so as to preserve the approxi-
mation properties of the finite element space.

These two aspects have been thoroughly investigated in the finite-element literature [Cia02, CR72b,
Len86], and this section summarises the key assumptions needed in our analysis.

We consider a non-conforming mesh 7j, that does not exactly cover {2 nor the partition Q. The
(closed) elements K € Ty, are obtained by mapping a single (closed) reference simplex K through
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bilipschitz maps Fg : K — K. The maps Fx could be affine (leading to straight elements) but
we more generally allow polynomials mappings of degree ¢ > 1 leading to curved elements. We

o [e]
classicaly assume that the mesh is “matching”, meaning that K N K’ = ) for all K, K’ € T, and
K N K' is either empty, or corresponds to a single vertex, a single edge or a single face of the
reference simplex K mapped through Fx (or equivalently, F).

Let
o ::Int( U K);

KeTy,

i.e., Q" is the domain covered by 7,. In general, Q" # Q, but we expect that 7 is “close” to
matching the boundary and interfaces in the PDE problem. To encode this, we assume that for
each K € Ty, there exists a bilipschitz mapping % : K — R, such that if K := U (K), then

(i) there exists Q € Q such that K C Q,
(ii) Uxer, K =19,
(iii) letting U"|x := Uk for all K € Ty, defines a bilipschitz mapping W : QF — Q.
Let ®% := (V%)= and ®" := (U")~1. Note then that ®"|z = @} for all K € T;. We let

Iy = dMIp), Th:=d"Ty), Q":=d"Q) for Q € Q;

and Q" := {Q"}geo. Notice that if U* = I, then Q" = Q, " =Tp, 'y = 'y and Q" = Q for all
Q € Ty, so that the mesh is actually conforming. We therefore expect each map W% to be close to
the identity in a suitable sense (made precise below). Without loss of generality we assume that
det ®", det T > 0.

Finally, we assume that both T'f, and T'% are unions of full faces of elements K € T,. In other
words, every mesh face either sits in I'} or in T'%.

Fixing a polynomial degree p > 1, we associate with 7} the following finite element space:

Vi = {Uh € H%%(Qh) | vn 0-7:1;1 € Pp(f()}'

Note that elements of V4, need not be piecewise polynomials, since the map Fx is not polynomial in
general. Since piecewise polynomial spaces enjoy excellent approximation properties, we therefore
want Fg to be close to being affine, meaning that the mesh elements are not too distorted.

We can make the requirements needed for the maps Fx and ¥’ precise as follows.

Assumption 4.3 (Curved finite element space) The elements K € Ty, are not too distorted,
in the sense that the maps Fx satisfy

h s _ s
||VS.FK||LOC(I?) <(CL (f) , and ||VS(]:K1)||L00(K) < Ch‘K, (4.5)

for 1 <s<p+1, where hi is the diameter of K.
The elements K € Ty, approximate the geometry well, in the sense that

: h )" s 5%
19 = Dl <€ (") nss laen(@wh) ~tluma < ("E) L (wo)
and
: e 5%
9@k = Dl <C (%) W det¥ah) ~ Uy <0 () ()

for0<s<qg+1.
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The requirements in Assumption 4.3 are easily met in practice. Specifically, given a straight
simplicial partition 7;3 that nodally conforms to Q and €2, suitable maps Fx are constructed in
[Len86, §3.2-3.3]. Note that constructing 77.? is in turn easily done with standard meshing software
like gmsh [GRO9).

Under Assumption 4.3, there exists an interpolation operator Z;, : H2(Q") N H%'ﬁ Q" = v,
such that

h‘_l H(I - Ih)UHLZ(Qh) + ’(I - Ih)v’Hl(Qh) S Ch? HU||HP+1(Q}L) (48)

for all v € HPT1(Q") N H}, (Q"); see [CR72Db, Len86]. (Note that the piecewise Sobolev spaces on
D

Q" are defined exactly as the ones on Q, with semi-norm given by the analogue of (4.4).)
We finally introduce a discrete sesquilinear form:

bh(vh,wh) = Z { — k:2(,uth,wh)Lz(Qh) + (AQVUh,th)Lz(Qh)} for all Vp, Wh, € Vh,
QeQ

and a discrete right-hand side

(n,wn) =Y (9q,wh) 2(gn)- (4.9)
QeQ

(Note that since each Q" is exactly covered by 7y, the coefficients of the matrix associated with by,
and the vector associated with ¢, can be computed efficiently.) The discrete problem then consists
of finding uy € V}, such that

bh(uh,wh) = <1/)h,wh> for all wy, € V. (410)

Remark 4.4 (Quadrature error) In practice, if ug and Ag are not piecewise constant, the
integrals in the definition of by, are further approzimated by a quadrature rule. Following [Len86,
$6] this can be done by further considering approximations ,u'é and A’é for which the quadrature can
then be performed exactly; see also [Cia02, Section 4.4] for an alternative approach. For simplicity
though, we focus here on the geometric error and assume that the matriz coefficient associated with
by, are computed exactly.

4.3 A mapped finite element space

The setting introduced above for curved finite elements does not immediately fit our abstract
framework. Indeed, by, contains exact integrals on a wrong domain ", rather that inexact integrals
on the right domain Q. Following [Len86], this is easily remedied by introducing an abstract
mapped finite element space. Notice that this space is never used in actual computations; rather,
it is a convenient tool for the analysis. o

For vy, € V},, let vy, := vy 0 \I/gl; recall from Section 4.2 that U" : Q" — Q, so that v, : @ — C
and vy, € H%D(Q) The mapped finite element space ‘N/h := {Un; vp € V3, } is therefore conforming,

ie., Vi, C H%D(Q) Furthermore, instead of considering the solution wj, of the variational problem
(4.10), we can (abstractly) solve a variational problem set in ) with the mapped finite element

space Vj,. Specifically, we can equivalently consider the problem of finding u; € V}, such that

by (Tin, @p) = (P, @) for all @, € Vi, (4.11)
where
O, ) = 3 { = K2 (ulyiin, Bn)12(q) + (ADVitn, Viin) 2@ |
QeQ
= —kz(uhah, wh)LZ(Q) + (Ahva;“ Vﬁh)[g(g) (4.12)
with
pey = det VO (ug o ®"), A :=|det VO" VI (Ag 0 &")(VI")T (4.13)
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and pp|g = ,u’é and A"|g = Ag for all @ € Q. Similarly,

(G @n) = (g6, @n)  with  gfh := | det VO"|(gg o @"). (4.14)
QeQ
These definitions are made so that, by the chain rule,

bh(vh,wh) Zgh(ﬂh, @h) for all Vp, Wh € Vh,

and thus uj, = iy, o ¥" by (4.10) and (4.11).
It is clear from Assumption 4.3 and (4.8) that if we set Z, = " 0 Z, o (¥")~!, we obtain a
suitable interpolation operator onto Vj,. Specifically, [Len86, Lemma 7] shows that!

h_1||1} _th”LQ(Q) + ‘1} _i-hU|H1(Q) < ChP H’U||Hp+1(Q) for all v € Hp+1(Q) n H%D(Q) (415)

4.4 Bounds on 7, and 7,

With our framework established, we are ready to provide bounds on 4 and ¥,. The proof for v,
closely follows [Len86, Lemma 8] whereas the auxiliary result established in Appendix B is used
for 7.

Theorem 4.5 (Bounds on v, and 7,) IfV}, satisfies Assumption 4.3, then

h\? _ C (h\"1 ) ) ) 1/2
<0 (1) WA Aty <57 (7)) (2 loolo +21V50 10w )
QeQ

(4.16)
with
1
W(p, A) == i glea’g( (||MQ||L°°(Rd) + bV gl Loy + 1Al Loo (ray + h||VAQ||Loo(1Rd)>~
Proof. We first prove the bound on 74, and observe that we only need to show that
h h h\*
= i amioy + 1A = Ay < € () W) (4.17)
since then, by the definition of by, in (4.12),
~ h\?
4G, 0) = BT )| < € () WG AVl (1.18)

for all vy, wy, € Vh. The bound on v, then follows immediately from its definition (3.4) and (4.18).
We now show how (4.17) follows from Assumption 4.3. For the coefficient A, if Q@ € Q and
K € T;, with K C Q, by (4.13), we have

Ag — Al = Ag — (det VO VI (Ag o @")(VEM)T,
= (1 —det V®")Ag — det VO" {Ag — VI"(Ag o @")(VI")T}
so that
14 = ABl Lo () < 11 = det VO || ) 1A oo (ma)

+ [ det V|| o 2| A — VI (Ag 0 @") (VI . &

h q
<0 (() Molimqg + g -~ V9 (g 0 @) (VU i) (429

IStrictly speaking, the result is only establish for the H! semi-norm, but the proof for the L2 norm is analogous.
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by (4.7). We then work on the second term on the right-hand side of (4.19). Specifically,
Ag — VU"(Ag o @")(VIM)T = (Ig — VUM Ag + VI [Ag — (Ag 0 @")(VIE™)T]
= (14— VI Aq + VI"[Ao(1s — (VT;)T)]
+ VI (Ag — Ag o @")(VIM)T,
and therefore
[4q = VI"(Ag 0 @")(VIM) T 1w &) < Tt = VI oo (9 | AQ Low (ma)
+ OV oo iy 1A N oo ey [ — (V)T oo )
FOIV 2 2 1A — Ag o ¥ i)

h q
<0 (() Mollims + 1140 - Ag o 81, s,
(4.20)

by (4.6). We estimate the remaining term ||Ag — Ag o ‘I’hHLm(f() by using Taylor’s theorem and
(4.7) to find that

1 h !
4 ~ Aq 0 #"lm 7, < O = "l i IV Agllmiee) < € (7 ) Mol (421

Combining (4.19), (4.20), (4.21), and observing that these bounds are valid for all K € Ty, we
obtain that

h q
14 Ao <€ (7 ) g (ol uo + M Aol e (1.22)
The corresponding result for u, namely,
h h\*
= lemioy = € () g (oo + 1 Vgl ) (.23

is established similarly, with details in [Len86, Lemma 8]. The bound on 7, then follows from
(4.22) and (4.23).
To prove the bound on 7y, we first observe that, by (4.14),

Gntn) = 3 /Qdet(VQJh)(ng@h)’ﬁh

QeEQ
= det(VO") — 1 o ®")y o (®" — )7, Ths
Qgg/@( t(Ve") — 1) (g0 )h—’_Q;Q‘/Q(gQ ( ) h+Q§Q/Qth

so that, by (4.9),

(On = Yn,Th) = /Q (det(VO") — 1)gg 0 @5 + > /Q (90 © (®" — 1))y (4.24)

QeQ QeQ
For a fixed Q € Q,

‘/ (det VO" — 1)gg o "),
Q

= Z /f((detvtb}}(—l)(g(goq)}}()fﬁh

KeTh
KcQ

S 11det(Ve) — 1l ity 190 © Pl iy 10 o i)
I_(:Eﬂl
KCQ

h\? ~
<0 (%) Il oo (1.25)

IA
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by the second bound in (4.7). Similarly, by Lemma B.1 and the first bound in (4.7) with s = 0
and s =1,

~ h\? -
[ (sao @ =0y <€ () HTseleo o (4.26)

Using (4.25) and (4.26) in (4.24), we obtain

~ N B\ 1 1/2 -
G =m0 <€ (1) (3 loalmy + 22IV00laen ) [Tl
QeQ

C (h\* ) ) ) .
< i’ (L) ( Z ||gQHL2(Rd) +h ||V9Q||L2(Rd)> ||UhHH,1(Q)~
QeQ

The second bound in (4.16) then follows from the definition of 74 (3.5). |

4.5 Bound on v}

Theorem 4.6 (Bound on ~;) Suppose that A satisfies Assumption 4.1, that A, u, and O sat-
isfy the reqularity requirements in Assumption 4.2 for some £ € Z%, and that Vj, satisfies Assump-
tion 4.3 for some p < L. Suppose that kh < Cy for some Co > 0. Then given ko > 0 there erists
C > 0 such that, for k > ko, with v} defined by (3.9) with the finite-element space equal to Vj,

vi < C(kh 4% (kh)P).

Proof. The bound on ~ follows from the general result of [CFN20, Lemma 2.13] (see also [GS23,
Theorem 1.7]). Indeed, Assumptions 4.1 and 4.2 imply that the elliptic regularity assumptions of
[CFN20, Definition 2.1] are satisfied, and (4.15) provides the polynomial approximation result of
[CFN20, Equation 2.30]. ]

4.6 Bound on ¢

The next result uses the following k-weighted norms. For a Lipschitz domain D, let

2 —la]) [1aa, 12
[l H (D) = Z E20=leD 19 ullp2py form e VA (4.27)

lal<m

(observe that this definition is equivalent to (1.3) when m = 1) and let

2 2
[ullfip oy = Y lullfipg —formeZ®. (4.28)
QeQ

Lemma 4.7 (Existence of a smoothing K satisfying the Garding-type inequality (3.2))
Suppose that A satisfies Assumption 4.1 and A, p, and 0 satisfy the regularity requirements in
Assumption 4.2, for some £ € Z. Let b be the sesquilinear form (4.2).

Then there exists a self-adjoint K : L?(Q) — L?(Q) such that given ko > 0 there exists C' > 0
such that the Gdrding-type inequality (3.2) is satisfied and K : L*(Q) — H™(Q) N Hy_ () with

Furthermore ST : H=*(Q) N HE_ () — HTH(Q) with
-2
E PR i

We now proceed with the operator K introduced in Lemma 4.7.
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Theorem 4.8 (Bound on vx) Suppose that A satisfies Assumption 4.1, that A, p, and 98 sat-
isfy the reqularity requirements in Assumption 4.2 for some £ € ZT, and that V}, satisfies Assump-
tion 4.3 for some p < £. Suppose that kh < Co for some Co > 0. Then given ko > 0 there exists
C > 0 such that, for k > ko, with v defined by (3.13) with the finite-element space equal to V,
and the operator IC given by Lemma 4.7

v < C(kh)P. (4.31)
Proof of Theorem 4.8 using Lemma 4.7. By (4.15) and the definition of the weighted norm (4.28),
(1 - w;)unHé(Q) < O+ kh)(kh) k™ [v]| esr (o)
< C(1+ kh)(kh)* [Vl gre+1 gy forall ve H™ Q)N HE ().

Combining this with (4.30) and (4.29), we obtain that

e < K[ =S K| 2 o)y o

<k[I- WITHHHl(Q)ﬁH;(Q)HS_‘—HHﬁ_l(Q)ﬁHf;“(Q)HKHLQ(Q)AH,‘;*(Q)

< Ck(1 + kh)(kh)*k~2k;

the result (4.31) then follows. |

Proof of Lemma 4.7.  This result was first proved in [GS23, Lemma 2.1]. For completeness,
we give a (slightly different) proof here. Since A is a symmetric, positive definite matrix-valued
function, Re A is a real, symmetric, positive definite matrix-valued function. Combining this with
the uniform positivity of Rey and the spectral theorem (see, e.g., [McL00, Theorem 2.37]), we
see that there exist {A\3}32, and {u;}52; with A\ < A3 < ... with 0 < A} — oo as j — oo and
u; € H1D () with

(uj, ug)rep = ((Re u)uj,ug)Lz(Q) =05

such that
((Re A)Vu,, Vw)L2(Q) = )\?((Re [)u;, w) L2(Q) for all w € H{_ () (4.32)
i.e.,
— V- ((Re A)Vu;) = A5 (Re p)uy, (4.33)
and -
Z v uj o Wi for all v € L?(9). (4.34)
j=1

We record immediately the consequences of (4.34) and (4.32) that
((Rep)v,v) L2(Q) Z| v, u;) Re“ and  ((ReA)Vv, Vv Z)\ | (v, u; Re/| , (4.35)

respectively. Let

o0

Kv := Z (U’uj)Reuuj for all v € L*(9). (4.36)
,\j.];le
and let 179\ ~
K= (sup (Rep(z)) / ) K. (4.37)

zeQ

Since K2 = K, K has norm one in the L2 norm weighted with Re x, and thus the L2(Q) — L?(Q)
bound in (4.29) holds.

We next prove that the L?(2) — H?(2) bound in (4.29) holds with 1 < n < £+ 1. Since 4, u,
and 012 satisfy Assumption 4.2, by elliptic regularity (see, e.g., [McL00, Theorem 4.20]),

451200y < € (117 - (Re A)F05) | 2y + el ey ) < C(A2 sl + Nl ey )-

20



By (4.32) with w = u;, ||u||H1(Q) < O] ||uHL2(Q), and thus
||UJHH2(Q) = C)‘JQ‘ ||uj||L2(Q) : (4.38)
The bound (4.38) and interpolation (see, e.g. [McL00, Theorems B.2 and B.8]) imply that
H“jHHl(Q) < O\l ||uj||L2(Q) . (4.39)

By elliptic regularity, (4.33), and (4.39), for 0 <m < ¢+ 1,

gm0y < C( [V ((Re A)Vuj)HHW(Q) + HuHHl(Q))

< C(N2 sl moy + Nl ) < CX2 It gy (4.40)

;]

(where the upper limit of m = ¢+ 1 is determined by the regularity of A, x, and 92 in Assumption
4.2). The combination of (4.38), (4.39), and (4.40) imply that

lwill gy < ClIAG™ ujll o) forall 0 <n <£+1. (4.41)
Therefore, by the definition of K (4.36), (4.41), and (4.35),

HEUHZn(Q) <C Z A§"|(v,uj)ReM|2 < Ok ||11||2LQ(Q) foral0 <n</{+1;
j=1
Aj‘.jgzﬁ
the bound (4.29) then follows 0 < n < ¢+ 1 by the definition of the weighted norm (4.28).
To prove the Garding-type inequality (3.2), observe that, by (4.35) and the definition of K
(4.36),

Re (b(v, v)) + 2k? (lzv, I%v) = (Reb)(v,v) + 2k (IEU, v)Re#,

Rep
= (A?_k2)|(v’uj)Reu‘2+2k2 Z ’(Uvuj)Reu|2v
j=1 j=1
AF<2k®
_ (2 = &) |0, u)reu])” + >0 (A2 4+ )| (0, u))ren|”. (4.42)
)\§§2k2 /\;‘?>2k2
Now,
if A7 >2k*  then (A —k%) > A7 > i()\?+k2). (4.43)

= N

Therefore, combining (4.37), (4.42), and (4.43), we obtain that, for all v € H}_(£2),
Re (b(v,v)) + 2k? ||ICv||:22(Q) > Re (b(v,v)) + 2/<;2HI€1)H;W

> 25 (N + 82| (0, u)Rep”

Il
-

v

= ] =
— .
Mg

((Re A)V0,V0) . ) + K2 (Re )0, 0) 12 ) = Cooer 011320y

which is (3.2) with
1 . 0. :
Ceoor := 7 min { ;Ielg ((Re A)*(x)),;relg(Re ,u(a:))}

where, for z € ©, (Re A).(z) := infeepa(Re A)(2)4;6:;-
To complete the proof, we need to prove the bound (4.30). First observe that, by coercivity of
b*, the Lax-Milgram lemma (see, e.g., [McL00, Lemma 2.32]) and the definitions of || - (2 ()~

and || - ||H;(Q)’

C C
’|S+||(H;(Q))*—>H;(Q) <G, ||S+HL2(Q)—>H;(Q) < % and ||S+HL2(Q)—>L2(Q) < w2 (4.44)
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Given ¢ € L?(2), by the definition of S* (3.12), v := S*¢ € H{_(Q) is the solution of the equation
—k*(Rep)v — V- (Re A)Vv) + k*Kv = ¢.

Since A, i, and 0f2 satisfy Assumption 4.2, by elliptic regularity (see, e.g., [McL00, Theorem 4.20])
the second bound in (4.44), and the third bound in (4.44), for 0 <m < £ -1,

[olzes20) < (K20 + K2 (Re ) + 0| 1 gy + 10110 )
< C(k’2+m 0]l 220y + K2 [0l gm0y + H¢||Hm(g))
< O (K™ 19ll 2y + ¥ 1]l gy + 16l imcay )-

After multiplying by k~™~! and using the definitions of the weighted norms (4.27) and (4.28), we
obtain that

E ol ey < c( 10l g1y + A2 \|¢||H?,(Q)) for 0 <m < €—1. (4.45)

By iteratively applying (4.45), and then using either the second and third bounds in (4.44) (depend-
ing on whether m is odd or even), we obtain that ||11||H£+2(Q) <k2 ||¢”HL7(Q) forall0 <n</{¢-1;
using this last bound with n = m — 2 in (4.45) and then setting m = ¢ — 1, we obtain the result
(4.30). |

4.7 Transferring the error bound from the mapped finite-element space
to the true finite-element space

With Theorems 4.5, 4.6, and 4.8 we have all the tools needed to apply the abstract framework of
Section 3 to obtain an error estimate for the abstract mapped finite-element solution, i.e., a bound
on [[u — tp| 1 (o). We now provide an additional set of results to give an error estimate for the
“concrete” finite element solution wy. Since we can expect that K = K for the elements K € Th
not touching an interface, the error bound for wu, already gives an error bound for u; on those

elements, but we can be a bit more precise. To do so, we need the following additional assumption
that essentially requires that for the elements K € 7; not touching an interface, \IJ};( =1.

Assumption 4.9 (Ruling out pathological behaviour of V" inside Q) For all Q € Q,
QNQ"= |J KnK.

KeTh
KcQh

Under Assumption 4.9, we can transform an error estimate on @y, into an error estimate on uy,.

Lemma 4.10 (Error transfer) Let v € H} (Q) and v, € V;,. Then, for all Q € Q,

~ h\?
o= whllmanan < € (I =Gl + () Pllnya ) (1.46)

Proof. If we can prove that

~ R\?, -
o — vnllziorony < C {7 ) 0rllz@nar), (4.47)
L
then the result (4.46) follows by the triangle inequality:

v = vnlla2@ngry < v =0rllr@nan) + I10n = vnlla2(@nan)

h q
< v =l @nan) + € (L) 0nll 2 (@nan)

h\* _ R\
< (1 +C <L> > lv =Bl @nan) +C (L) Il @nan

- h\?
< (o= Tlmaron + () Iolizanan)-
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We now prove (4.47); by Assumption 4.9,

B = vnlia@ngn = 2 18 = onlia azy:
KeTn
KcQh

We now focus on a single element K. Since 0, = vj, o " and ®"(z) = ®" (z) when z € K,

1T — o2, = = / o (8" (2)) — v () Pl = / o (Bl (2)) — op(z) Pde. (4.48)
L2 (KNkK) KNK KNnK K
We now work on the integrand; specifically,

|on (@ () — vn ()| = [on(z + (I — @) (2)) — va(x)|
< |(I = @) @)[[IVonll o sy < I = @l oo (1) [V on | oo (16

using this in (4.48) gives
19n = 0nl 2 sy < I = Pl Ze a0y KNIV ORI 1) < ChEPIT = Pl oe sy lonlZ2 1

due to standard equivalence of norms and scaling argument on polynomial spaces recapped in
Lemma A.1 below. Summing over K and using the bound (4.7) on ® in Assumption 4.3, we obtain
that

~ h\? AN
5 = tllia@neny <€ () Bonlisian <€ () Tonlzor (1.49)
We argue similarly for the gradient term; since v, = vy, 0 ®" and ®"(x) = &% () when z € K,
~ \ 2
IV =g = 2 [ [(V0R)T@(Von) (@ (o) = (Ton) o) e
KeT, VKN
KcQh

Then, with I; the d x d identity matrix,
[(V@5) T (2)(Vor) (@ (2) — (Von) (@)
< |Ta = V@) (2) (Von) (P ()] + [(Vor) (@5 (2)) — (Vou) ()]
< g = Vi oo () VORI oo (1) + 11 = M| oo () V2 0R] Lo ()

and it follows from the scaling arguments in Lemma A.1 that
IV @n = on)llz2@ngny < € (ITa = Ykl o ) + A I = O iy ) IV ORIz

Summing over K and using the bound (4.7) on ® in Assumption 4.3, we obtain that

~ h\? h\? ~
196~ lsanen <€ () IVenllman <€ () IVl (450)

Combining (4.49) and (4.50), we obtain (4.47) and the proof is complete. |

4.8 Theorem 3.2 applied to Helmholtz problems solved with curved fi-
nite elements

Theorem 4.11 (Preasymptotic Helmholtz h~-FEM error bound with curved finite el-
ements.) Suppose that A, u, and g satisfy the assumptions in §4.1 (in particular, A satisfies
Assumption 4.1 and A, i, and 0 satisfy the reqularity requirements in Assumption 4.2). Suppose
that Vy, satisfies Assumptions 4.3 and 4.9. Suppose that kh < Cy for some Cy > 0.

(i) Given ko > 0 there exists C1,Co > 0 such that, for all k > ko, if

(kh + fy:(kh)p> (kh)? + (1 +~7) (2) e (4.51)
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then the Galerkin solution uy, exists, is unique, and satisfies

1/2
( Z Ju — Uh||§{;(QmQh)>

Qe

<O [(1 + ’Y:(kh)p) I = 7n)ull g1 oy

AN 1 1/2
20490 (7) (Il + (X laalnes) )] @32

QeQ

where Ty, is the orthogonal projection in the mapped finite-element space 17h (which, in particular,
satisfies the interpolation bound (4.15)).

(ii) Suppose, in addition, that supp g C Q for some Q € Q and that given ko > O there exists
C > 0 such that for all0 < j <p-—1,

lgllmi@) < CRFH sup  [{g,0)|  for all k > ko. (4.53)

v
“’IJHH’i(Q):l

Then, given ko > 0, there exists C5 > 0 such that, for all k > ko, if (4.51) holds, then

1/2 . L (h\?
(3 - wlggnan) < o[ (Leaztmr)anr 4z (1) |l
QeQ
Proof. (i) Under the assumptions of the theorem, Theorems 4.5, 4.6, and 4.8 all hold. Applying
Theorem 3.2 to the variational problem (4.11) (i.e., in the mapped space V}) and inputting the
bounds on 7y, ¥q, Vs, and k||(I — 7rh)S+ICHL2(Q)_>Hé(Q), we obtain, for some C' > 0 depending on
A and p,

Ju— ah||H,§(Q)
< C(1+ 7 (kh)P) (I - Th)ull 1)

h\* h\? 1 . . ) 1/2
o) (1) My + (1) (3 190leo + 21V00lmn ) ) (458

QeQ

(compare to (3.19)). The bound (4.46) and the fact that (h/L)? is bounded (by (4.51)) allows us
to replace ||u — ﬁh”H;i(Q) on the left-hand side of (4.54) with 35 [lu — unll 1 (Qugn)- The result

(4.52) then follows by using h < Cj/k in the terms involving gg.
(ii) The result follows from Part (i) if we can show that

(a) given kg > 0 there exists C' > 0 such that, for all k > ko, if kh < Cp,

(I - %h)UHH;(Q) < C(kh)? ||UHH;(Q) ) (4.55)
(b) if g satisfies (4.53), then
1 1/2
(X lallipen) ™ < Cllullgy e (4.56)
Qe
For (a), by (4.15)
I = Tn)ull g1 ) < O+ kR)RP [[u]| goe1(g)- (4.57)

If g satisfies (4.53), then by elliptic regularity (using the regularity assumptions on A, u, and 9
in Assumption 4.2),
[ull grosr 0y < CK” ”u”Hi(Q) for all k > ko; (4.58)
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(i.e., the data being k-oscillatory implies that the solution is k-oscillatory); the proof is very similar
to the uses of elliptic regularity in the proof of Lemma 4.7; for the details see [GS23, end of the
proof of Theorem 1.5]. Combining (4.57) and (4.58), we obtain that

1 = %)l gy 0y < COU+ KRR [l 11 ey

and (4.55) follows since kh < C.
For (b), by (4.53) applied with j = 1 and the fact that suppg C @ for some Q € Q,

1 1/2 _
(X lgallmmn) =k 2lgllm@) < C gl @y - (4.59)
QeQ

By continuity of b (3.1) and (4.3),
||9||(H;(Q))* <M ||U||H;(Q)a (4.60)
and (4.56) follows from combining (4.59) and (4.60). |

Remark 4.12 (Obtaining Theorem 1.1 from Part (ii) of Theorem 4.11) For the radial PML
originally introduced in [CM98], the coefficient A satisfies Assumption 4.1 by, e.g., [GLSW2/,
Lemma 2.83]. Theorem 1.1 therefore follows from Part (ii) of Theorem 4.11 if the data satisfies
(4.53) and is such that suppg C Q for some Q € Q.

As described in Definitions 2.8 and 2.4, the solution of the plane-wave scattering problem can
be approzimated using a PML by solving for the unknown u := yu! +u®, with x € Cg(fmp(Rd) equal
one on the scatterer, and corresponding data g = f with [ defined by (2.9). By construction, the
PML must be away from the support of x; thus Vx, and hence also g, are supported where A =1

and p =1, and thus on a single Q € Q.

A Scaling arguments and inverse estimates

In this section, we consider a mesh 7}, satisfying the requirements of Assumption 4.3. Recall that,
in this case, the elements K € 7, are obtained by mapping a single reference simplex K through
bilipschitz maps Fg : K — K. To simplify the notation, we let G := ]-"1}1. By (4.5),

| det V-Fre || oo () < ClIVFic | Foe (50 < Chis, (A.la)
and
I det VOk || oo () < C||VQK||dLoo(f<) < Chi. (A.1b)

Lemma A.1 For allv, € V), and K € Ty,
(K| Vonlli e i) < CRiElonlZ2(xys KV 0R]F o0 5y < CREEIVURNZ2 (56
Proof. By (A.1),

|K\:/Kldx:/f<(detV}'K)(§)d5:‘§ R[] det VFr |l ) < Chlk. (A2)

Let © € P,(K) and set v := 0o F' =00 Gg. By the chain rule,
;v = 8jg§<(6ﬁ) oGk
and a second application gives
Ppv = 03,G5c (040) 0 Gic + 0;G1 00 (07,,0) © G .

It then follows from (4.5) that

190z ) < ORIVl ey amd (V0] i) < Chi2 (190 ) + 1920 e )
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Since Pp(I? ) is a finite dimensional space, equivalence of semi-norms gives that
10l ) < Cloll gy and 98] e ) + 19280 o ) < CIVEl o )
leading to
||VU||L°°(K) < Chl_(lni]\HLZ(I?) and ||V2UHL°°(K) < Ch}QHVﬁlle(g)-
Using the chain rule in the other direction gives us that
Vo[> < Ch%|Vvo Fil?,
and, by the change-of-variable formula, we have

[iail

2 iy S Ch ol and V512, ) < CR % 90)3s )

L2(K)

where we again used (A.1); combining (A.3), (A.4), and (A.2) concludes the proof.

B Composition with a map close to the identity

(A.3)

The following result is used to estimate the geometric error on the right-hand side (in Theorem

45).

Lemma B.1 Let U C R? be a measurable set and ¢ : U — ¢(U) a bilipschitz mapping such that
11 — ¢l < € and |[Ig = Vo|lpeowy < € < 1. Let Ue := {x € R? : dist(z,U) < € } and

f € HY(U.). Then
If = fodllLzw) <

1 -
Proof. Let ¢(z) = x4+ t(¢(z) — ) and g, (t) = f(¢+(x)) t € [0,1]. Then

F(é(@) — f(x) = / gl (t)dt = / (6(x) — 2) - (V) (n())dt

and

1 2

(¢() z) - (Vf)(@(x))dt| d

//| (V) (ge(x ydxdt

where we have used the Cauchy-Schwartz inequality and Fubini’s theorem.
Since Vo, = 14+ t(V —14), we have |V (z)| > 1 —te’ > 1—¢'. Tt follows that ¢; *
all ¢t € [0, 1] with

| 166t - @)z -

Ve <

Hence, for a fixed t € [0, 1], by (B.1) and the fact that ¢+(U) C U, for all ¢ € [0,1],

for all y € ¢(U).

/y )= @) - (V) (be(a))[Pde < ||~ IllLoc(U/Wf (¢n())Pdx

6 - f||mu/( | det V(671) (9) 21 (V 1) () [Py

< (i )/IVf )i2dy,

and the result follows.
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