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CONVOLUTION OF A SYMMETRIC LOG-CONCAVE
DISTRIBUTION AND A SYMMETRIC BIMODAL
DISTRIBUTION CAN HAVE ANY NUMBER OF MODES

CHARLES ARNAL

ABSTRACT. In this note, we show that the convolution of a discrete
symmetric log-concave distribution and a discrete symmetric bimodal
distribution can have any strictly positive number of modes. A similar
result is proved for smooth distributions, which contradicts the main
statement in [HLWZ17].
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1. INTRODUCTION

Log-concave functions and sequences feature preeminently in many math-
ematical domains, including probability, statistics and combinatorics, but
also more surprisingly algebraic geometry (read [Bak18] and [SW14] for sur-
veys of the notion).

Likewise, it is natural to consider the properties preserved by the con-
volution of two distributions, and in particular to consider the number of
modes of the resulting distribution. It has been known for a long time that
the convolution of two unimodal distributions need not be unimodal, though
the convolution of two symmetric unimodal distributions will be unimodal
(see [DJD88|, or [AKO7] for an alternative proof of the second fact in the
discrete case).
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Further explorations have shown that convolutions of log-concave real
distributions are log-concave (hence unimodal) (see [Mer98]), and that the
convolution of a unimodal (but not symmetric) distribution with itself can
have any number of modes (see [Sat93]). In the same line of questioning, we
prove the following result:

Theorem 1.1. Let n € N be greater or equal to 1. Then there exists a
discrete log-concave distribution p, and a discrete bimodal distribution gy,
both symmetric about 0, such that their convolution p, * q, has exactly n
modes.

We also prove a continuous variant, which directly contradicts the main
statement! in [HLWZ17]:

Theorem 1.2. Let n € N be greater or equal to 1. Then there exists an ab-
solutely continuous distribution on R whose density function f, is smooth,
symmetric about 0 and log-concave (hence unimodal), and an absolutely con-
tinuous distribution on R whose density function g, is smooth, symmetric
about 0 and bimodal, such that the convolution f, = g, has at least n modes.

Remark 1.3. In fact, we can ask that f, * g, have exactly n modes; proving
it makes the demonstration much more tedious, yet not any deeper.

In what follows, the reader is reminded of the main definitions in Section
2. Theorem 1.1 is proved in Section 3, and Theorem 1.2 is proved in Section

4.

2. DEFINITIONS

In this note, we will consider absolutely continuous distributions on R
with continuous density functions and discrete distributions on Z.

The modes of an absolutely continuous distribution with continuous den-
sity function f are the local maxima of f.

We will say that an absolutely continuous distribution with continuous
density function f is strictly n-modal in {ai,...,ay} if there exists a; < by <
ag < ...<by_1 <a, € R such that f is strictly increasing on [—00,a1] and
[biya;41] for i = 1,...,n — 1, and strictly decreasing on [a,, 0] and [a;, b;]
fori=1,...,n—1.

We will say that a discrete distribution with probability mass function p
has a mode in {m,m+1,..., m+k} cZif p(m—1) <p(m) =p(m+1) =
.=p(m+k)>pm+k+1). We say that it is n-modal if it has exactly
n modes.

In the discrete case, a mode is often required to be a global maximum of
the mass function. This nuance in definition matters not, as all our discrete
modes will be global maxima.

The density function f of an absolutely continuous distribution is called
log-concave if f(az + (1 — a)y) = f(z)*f(y)'~@ for all z,y € R and all
a € [0,1]. If f is strictly positive, it is equivalent the concavity of logof.

The mass function p of a discrete distribution is called log-concave if
p(m)? = p(m — 1)p(m + 1) for all m € Z, and if its support is a contiguous

IThe mistake can be found in the proof of Theorem 1 in [HLWZ17]: Equations (3) and
(4) do not imply Equation (5).
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interval, i.e. if there exists mj, mg € Z such that m; < mg, p(m) = 0 for all
m < my and all m = mg, and p(m) > 0 for all m; < m < mg. The second
condition is sometimes omitted.

Remark 2.1. It is easy to show that log-concavity implies unimodality both
in the continuous and the discrete case.

As usual, the convolution of density functions f,g : R — R (and by
extension the convolution of the two associated absolutely continous distri-
butions) is defined as

fegla) = fR F()g(x — tydt

for all z e R.

Similarly, the convolution of mass functions p,q : Z — [0,1] (and by
extension the convolution of the two associated discrete distributions) is
defined as

pxq(m) =Y. p(k)g(m — k)

keZ

for all m e Z.

3. DISCRETE CASE

Proof of Theorem 1.1. The case n = 1 is almost trivial: consider p; :=
1{;3’0’1} and q1 := 1“%”, where 14 : Z —> {0, 1} refers to the indicator
function of A for any A c Z.

Now for n > 2, let us define p, = 1({_,12 0, . n2y and p, = pp - TI—S
The function p, is clearly a log-concave distribution and symmetric about
0.

If n is even, let ¢, be as such: for k = 1,...,5 — 1, we let ¢,(2k — 1) =
gn(2k) = 2k + 1 and ¢,(2n — 2 — 2k) = ¢, (2n — 1 — 2k) = 2k. We also let
gn(n —1) = n, ¢,(0) = 1 and ¢, (k) be 0 for any k > 2n — 3. We define ¢,
on Zgo symmetrically.

Let Cy, =Yo7 Gn(m) and ¢, := g;’;. Then g, is symmetric about 0, and
it is a bimodal distribution whose modes are in {—n + 1,n — 1}. It has a
minimum in 0.

See Figure 1 to see the case n = 6 illustrated.

The convolution p,, * g, is clearly symmetric about 0.

For any m € Z, the finite difference satisfies D(p,*gy)(m) = (pn*gn)(m)—
(Pn#qn)(m—1) = (D(pp)*qn)(m). As D(p,)(1) is equal to ﬁ ifl = —n+2,
to ﬁ if | = n—1 and to 0 otherwise, we get that D(py * gn)(m) =
gn(m+n—2)—gn(m—n+1)

2n—3 :
We see that D(py, * ¢n)(m) is 0if m > (2n —3) + (n — 1) = 3n — 4 and
is strictly negative if 3n —4 > m >n — 1. For m = 1,...,n — 1, the finite

difference D(py, * g,)(m) is equal to i

QVL%:S)G” lfm is odd and to ﬁ lf

m is even.
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FiGURE 1. Case n = 6. The e correspond to ¢g, the x to
pg and the + to where they take the same value.

By symmetry of p,, and q,, if m < 0, we have that

Dipn o)) = LA Z =)

2n—3
_(-mtn—1)—g(-m—n+2) _
2n — 3
gn(—(m—=1)+n—-2)—q(—(m—-1) —n+1)

2n — 3 = —D(pn * ¢)(—(m — 1)).

From this, we get that p, * ¢, has exactly n modes, located in —n +
1,...,-3,-1,1,3,...,n— 1.

The convolution py, * ¢, is illustrated in Figure 2 in the case n = 6 (re-
@3e,)-

The case where n is odd (and strictly greater than 1) is very similar. Let
Gn be as such: for k =1,..., 251 — 1 we let ¢,(2k — 1) = ¢u(2k) = 2k + 1,
and for k = 1,..., 252 we let ¢,(2n — 2 — 2k) = ¢,(2n — 1 — 2k) = 2k. We
also let ¢,(n —2) =n, ¢,(0) = 1 and ¢, (k) be 0 for any k& > 2n — 3.

As before, we define ¢, on Z<o symmetrically, let Cp, := >, ¢n(m) and

member that p, * ¢, =

Qn = (qj—’;. Then g, is symmetric about 0, and it is a bimodal distribution
whose modes are in {—n + 2,7 — 2}. It has a minimum in 0.
The case n = 7 is illustrated in Figure 3.

As above, D(p,*q,)(m) = q"(m+"_2221__q§(m_n+l). Thus we see that D(py, =
gn)(m) is 0 if m > (2n —3) + (n — 1) = 3n — 4 and is strictly negative if
3n—4>=m>n—1. Form=1,...,n—1, the finite difference D(p, *¢,)(m)

is equal to W if m is even and to ﬁ if m is odd.
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FIGURE 2. The convolution product p,, * ¢, in the case n = 6.
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FiGure 3. Case n = 7. The e correspond to ¢7, the x to
p7 and the + to where they take the same value.

By symmetry, D(pp * gn)(m) = —D(pn * gn)(—(m — 1)) if m < 0.
From this, we get that p, * ¢, has exactly n modes, located in —n +
1,...,-2,0,2,...,n— 1. The proof is complete.
O

Remark 3.1. Note that if we wanted p, to be such that there is a strict
global mazimum in 0, we could replace p, in the proof of Theorem 1.1 by
2i
the restriction to Z of x — exp <— [ﬁ] for i € N large enough, and
2

then proceed as above.
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4. CONTINUOUS CASE

We come up with a smooth variant of the construction used in Section 3.
Given a function p : Z — 7Z, we define

®(p) = ) Pl 1) R — R
keZ

Note that ®(p)|Z = p.

Lemma 4.1. Let p,q : Z —> 7 be two functions with finite support.

Then the convolution ®(p) *r ®(q) over R (where ®(p) g ®(q)(x) =
g ®(0)(1)®(q)(x — t)dt) is a continuous piecewise affine function which is
affine on each interval [I,1 + 1] for | € Z. Moreover, the convolution p %z q
over Z (where pxz,q(m) = Y .., p(k)g(m —k)) coincides with the restriction
to Z of ®(p) *r ®(q):

(@(p) *r P(@)|Z = prz.q.
In particular, p xz q and ®(p) *r ®(q) have the same modes.

The proof of Lemma 4.1 is straightforward.

Denote by || = ||w : f — [|flleo = supzer(|f(z)|) the uniform norm. We
need the following Lemma, which is easy to prove using classical smooth
approximation tricks:

Lemma 4.2. For any n € N, there exists a family of smooth symmetric
about 0 density functions {g}nen such that:

(1) As N goes to o, gY converges to ®(gy,) in norm L;.

(2) There exists M > 0 such ||gN||sw < M for all N.

(3) If n is even (respectively, odd and strictly greater than 1), gN is
strictly increasing from —oo to —n + 1 (respectively —n + 2) and
strictly decreasing from —n + 1 (respectively —m +2) to 0 (and sym-
metrically so on R, ) for all N. In particular, g~ is bimodal.

(4) If n = 1, g)¥ is strictly increasing from —oo to —1 and strictly de-
creasing from —1 to 0 (and symmetrically so on Ry ) for all N. In
particular, g is bimodal.

Proof of Lemma 4.2. We assume that n > 2 - the case n = 1 is similar.
Given N € N, one can for example consider the function
1

hyi=g—> ——— 1, NS P
N 1+eXp(x12Vf1) {—1<z<1} {z=1}

illustrated in Figure 4, which is smooth and approximates the Heavyside
step function as N — 0.

Let also by : Z — R be such that by (k) =0if k¢ {—2n +3,...,2n — 3},
that by (k) = & if k€ {—2n +3,...,2n — 3} is even, and by (k) = —% if
ke {-2n+3,...,2n — 3} is odd. Then for any n > 2 and N € N, one
can define a smooth and symmetric about 0 function ' as follows: let
GN(x) =0 for any z < —2n + 2 or & > 2n — 2, and let

gn' (@) = (@n(k + 1) + by (k + 1) = Ga(k) — b (k))-hn (2(2—k—0.5))+Gn (k) +bn (k)
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FIGURE 4. The graph of hy : z — Wl{_kxd} +

1{:}c>1} for N = 10.
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FIGURE 5. The graph of g, which serves as a smooth ap-
proximation of ®(g,), for n =5 and N = 10.

for z € [k,k + 1] and k € {—2n + 2,2n — 2}, where ¢, is as in the proof of
Theorem 1.1. The case n = 5 and N = 10 is illustrated in Figure 5. Then
G~ converges to ®(§,) in norm L' as N — o, and the family of functions

=N
gN = In
! SR g5 (v)dz
satisfies conditions (1) to (4).

We can now prove Theorem 1.2.

Proof of Theorem 1.2. Consider the mass functions p,, and g, defined in the
proof of Theorem 1.1.
For any N € N-g, let £V be defined by

o) - 6901?(—(”,;%)2]\[)
" Seean(=()™)dy
if n > 2 and
N () exp(— (%))

_ 3
§ exp(—(%)*N)dy
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ifn=1.
This defines a family of smooth log-concave distributions that are sym-
metric about 0. Moreover, as N goes to infinity, fY converges in norm L'

to ®(pn).
Let {g)}nen be as in Lemma 4.2. Using properties (1) and (2), we see

that

|’f7]zv *97]1\[ - (I>(pn) * q)(Qn)Hoo <
||f1]1V * gr]y - (I)(pn) * g1lmv||oo + H(I)(pn) * gvjmv - (I)(pn) * (I)(Qn)Hoo

N—o0

< M||frjzv 7q)(pn)”L1 +2||g7jz\[ *(I)(Qn)HLl — 0.

In particular, (£ *gN)|Z converges uniformly to (®(p,,) * ®(q.))|Z = pn*qn
(see Lemma 4.1).
We have seen in the proof of Theorem 1.1 that if n is even,
P # qn(—n) <pn*qu(—n+1) >pyp*gu(—n+2) < ...
< pp* qn(—=1) > pp * qn(0) < pp *xqn(l) > ...
> pp ok gn(n —2) < ppxgu(n—1) > py * qu(n).

Hence for N large enough, we also have

fal g (=n) < [ w g (=n+1) > [« gl (-n+2) <.
<[ wgn (=1 > [ gy (0) < S w g (1) > .
> [ w gy (n—=2) < [ wgh (n—=1) > f;0 « g3 (n),
which means (using Rolle’s theorem) that f¥ % g/ has at least n modes.
Moreover, the number of modes must be even, since 0 is not a mode (and
the convolution is symmetric with respect to 0).
The same reasoning applies if n is odd and strictly greater than 1, in
which case
P # qn(—n) < pp#qn(—n+1) > pp = qu(—n +2) < ...
> Pn ¥ Qn(_l) < Pn * Qn(o) > Pn * Qn(l) <...
> Pn * Qn(n - 2) < Pn *Qn(n_ 1) > Pn *Qn(n)

and

gl (=n) < fN s gl (—n+1) > f¥ x gl (-n+2) < ...
> N gl(=1) < Y« gl (0) > [ gl (1) < ...
> N agln—2) < fV s gl (n—1) > £ = g) (n)

for N large enough, which again means that f¥ % g has at least n modes.
Moreover, as (gY)(-n+2—1) = —(¢)(n — 2+ 3) > 0 by property (3)
we see that the second derivative of fY % g% in 0 is negative if N is large
/

enough by considering (fY)" (which converges to % (_57n+2—§ + 6n72+%>,

where 6, is the Dirac distribution in 2 € R). Hence, 0 is a mode of f x ¢!V,
which has an odd number of modes.
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If n = 1, likewise, p1 * q1(—1) < p1*q1(0) > p1*q1(1) and f¥ + g (-1) <
Y % gl (0) > f % gV (1) for N large enough, which implies that f{¥ = gi¥
has at least one mode. O

Remark 4.3. By adding more technical conditions and being more careful
than we are in Lemma 4.2 when defining the functions g¥ , it can be tediously
shown that we can make it so that fN g has exactly n modes.

The idea behind it is to make sure that the convolution alternates between
being strictly convex and strictly concave, so that it admits exactly one mode
on each interval on which it is convex. To do so, one needs to consider
the second derivative (fN) « (gN) of N gV, and use the fact that (fN)'
converges nicely to a normalized sum of Dirac distributions and that gflv can
be chosen so that its derivative also converges to a weighted sum of Dirac
distributions. Additional conditions concerning the behavior of g& on certain
pairs of segments must also be added.
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