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TOURING SAMPLING WITH PUSHFORWARD MAPS

Vivien Cabannes

Meta AI, FAIR Labs
New York, USA

ABSTRACT

The number of sampling methods could be daunting for a
practitioner looking to cast powerful machine learning meth-
ods to their specific problem. This paper takes a theoretical
stance to review and organize many sampling approaches in
the “generative modeling” setting, where one wants to generate
new data that are similar to some training examples. By re-
vealing links between existing methods, it might prove useful
to overcome some of the current challenges in sampling with
diffusion models, such as long inference time due to diffusion
simulation, or the lack of diversity in generated samples.

Index Terms— Ancestral sampling, Pushforward sam-
pler, Statistics Matching, Likelihood maximization, Diffusion
models.

1. INTRODUCTION

Generative Al has received much attention recently. It consists
in generating realistic data, could it be drugs to cure disease
[[1], award-winning images [2]], or chat bots [3]]. McKinsey
recently estimated that it could boost the global economy by
up to $4.4 trillion annually [4]]. Recent advances in generative
Al are due to machine learning, where, rather than complex
engineering rules, a machine learns to generate new data that
resemble training samples. Several generiﬂ perspectives have
been suggested to do so, ranging from variational auto-encoder,
generative adversarial networks (GANSs), stochastic diffusion
models, or flow models. On the one hand, a GAN provides
fast inference but is hard to train; on the other hand diffusion
models are easy to train but are slow to generate new samples.
Could we have the best of both worlds?

The crux of this paper is to tour the sampling literature to
explore and organize principled ways to learn deterministic
mappings between distributions, which lead to fast inference
algorithms. We distinguish three different perspectives, one
based on test functions, one based on density likeliness, and
one based on probability flows.

Setting & Notations. This paper considers X C R? endowed
with a target distribution ;11 € Ay, that generates samples
X ~ p1. Here, A4 denotes the set of probability measures

'We let aside specific perspectives such as next token prediction for LLMs.
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over a space A. The goal is to parameterize 1 from a user-
specified initial distribution v € Az for some “sampling”
space Z, with a deterministic pushforward map ¢ : Z — X.
In other terms, we want to learn ¢ such that one can cast a
sample Z ~ v, which is easy to generate, as a sample X =
©(Z) ~ uy following the desired distribution pi;. Formally,
we want v(p~1(A)) = p(A) for any measurable set A C
X, which reads ¢xv = p; when written with pushforward
notation. In order to benefit from the extensive literature on
transport maps between measures on X', we will eventually lift
v into po € Ay through some canonical embedding £ : Z —
X such that {xv = . The learning of ¢ is reparameterized
as the learning of ¢ : X — X that maps po to pq,1.€. Yppo =
w1, with o =1 oé&.

2. STATISTICS MATCHING OBJECTIVES

The first approach we will consider leverages the duality
bracket, defined for any measurable function f : X — R
and measure ; € My over A as

(Ul = [ S@ulds) = Bxa (XL ()
When p is parameterized as u = v, this corresponds to

(flewv) =Ez[f(0(2))]-

To make sure that . = j1, one can make sure that the actions
of both measures are the same against any test functions (or
equivalently that the action of the signed measure p — 7 is
null everywhere).

Maximum formulation. Introducing F C RY a space of test
functions, one can look for the variational objective defined by
the worse function

Do (pts pr1; F) == sup(f | — pa)- )
fEF

Those measures are known as integral probability metrics [5].

When F is the unit ball By, of a reproducing kernel Hilbert
space with kernel k& : X x X — R, () becomes the maximum
mean discrepancy, or MMD [6]]

D3, (1, 11 Be) = E[k(X, X') + k(Y. Y") — 2k(X,Y)],



where X, X' are independent variables distributed according
topand Y, Y’ follows p1. When F is taken as all the functions
from X to [0, 1], it becomes the total variation defined as

Doo (i, 115 [0, 1]%) = max| u(A) = (A)]

When f, the argument of the maximum, is learned with an
adversarial neural network, this approach identifies to GANSs.
And when F is taken as C?’l the set of all contractions, i.e.,
functions that are 1-Lipschitz continuous, (12]) becomes the
W 1-Wasserstein metric, which has motivated W-GAN:ss [[7].

Guarantees. From those observations, one can deduce that
when the span of F is dense in C?’l (with the W7 -topology),
D, is a distance. As a consequence, the function p —
Do (12, p11) would have a unique local minimum, achieved for
1 = 1, reachable through gradient descent. In practice, the
descent could take place with respect to the parameter § which
parameterizes the map (g, itself parameterizing p = (¢g)4v.
Eventually, the space F may be chosen to ensure the consis-
tency of the loss p — Do (pt, 1) for the sole target ulﬂ

Mean formulation. When the maximization in (2)) does not
have a closed-form solution, fitting ¢ implies solving a min-
max optimization problem. This is potentially hard, arguably
explaining the instability observed when training GANs [9]E]
Interestingly, one could equally consider some average with
respect to a measure 7 on J,

D3(p, pa; 7) = L(f\u—u1>27(df)- 3)

This integrand can be rewritten as (f | u)? — 2(f | u)(f | 1) +
(f | u1)?, which allows us to approximate the objective
D3 (p, 115 7) empirically without bias thanks to the formula

(1) = Ex, ol f (X1) f(X2)].

Once again, when the span of the support of 7 is dense in C? 1,
this defines a metric on measures.

Characteristic function matching. From a theory perspective,
it is natural to consider F = {f; : x — e!* |t € T} for T a
subset of C. Those spaces of functions relate to the moment-
generating function ¢ — E[e'*] = >, t*E[X*]/k! and
the characteristic function t — E[e?®X]. Using analytical
properties, it turns out that as soon as 7 € C has a limit
point, F = {f; |t € T} can be used to define a metric through
or (3). It does not seems that those spaces have been
utilized for generative Al, although we note that the specific

2E.g., F could be chosen as the image of a Stein operator [§]).

3For example, if one considers p; to be the uniform measure on
(0,1/4) U (3/4,1), F to be all the functions taking values in [0, 1], and
¢ to parameterize the uniform distributions on (a,a + 1/2) fora € [0,1/2],
there is no stable saddle point that the optimization can converge too. Indeed,
if the adversary is f = 1(1 /2 1), it will push ¢ to learn the uniform distribu-
tion on (1/2, 1), which will lead the adversary f to become 1 g /2y, which
in turn will push ¢ to the uniform distribution there, creating an infinite loop.

T
—2.5 0.0 2.5
T
Fig. 1: Learning to map the Gaussian distribution to the uni-
form one with the mean formulation D3, F taken as the set of
function {x € [0,1] = €*"***|k € [10]}, with 7 uniform over
those ten functions, and ¢ parameterized with a small multi-
layer perceptron. A solution to this problem is given by the
cumulative distribution function of the Gaussian, which relates
to the error function. The ground truth is plotted in blue, while
the learned pushforward is plotted in dashed orange.

case of Dy where F = R -4 and 7(df;.,) = |s|[~(4+1) ds is
known in the literature as the “energy distance”ﬂ and can be
rewritten as a MMD distance with k(x,y) = ||z — y|| [10].

Generalization. While we have compared the same statistics
on /1 and p1, one can generalize Do, to J C L () x LY (1)
under the form

Doo(ps p11; ) := sup (f | ) — (g | p1).

(f.9)eT

Taking the max over (g, h) € J allows to cast p-divergences
as Dy, for 7 = {(f,¢*(g9)|f : X — R} where ©* is the
convex conjugate of f, as per Theorem 7.24 in [11]], see also
[12,[13]. Moreover, this generalization describes Wasserstein
distances thanks to Kantorovich duality,

WC(:“‘? ul) = TreI{l_[iIl E(az,y)Nﬂ' [C(Ia y)] =D (.ua H13 jl'[)a
where ¢ : X x X — R is a cost function, II,, ,, denotes all
the probability measures on X' x A whose marginals according
to the first and second variables are 1 and p; respectively, and
J is the set of pairs of function (£, g) such that f(x)—g(y) <
c(x,y) forall z,y € X [14].

3. WORKING AT DENSITY LEVEL

The second approach we will consider consists in maximizing
the likeliness of a probability model.

When it admits a density, learning the distribution g
can be done through density estimation. Once the density
is learned, it can be used to generate new samples with tech-
niques such as Monte Carlo Markov Chain. Popular methods
that go down this path are contrastive divergence and score
matching, which learned the logarithm of the density based on

4Seeing the characteristic function as the Fourier transform of a measure,
it identifies with a negative Sobolev norm H~%~1,



Kullback-Leibler and Fisher divergence respectively together
with computational tricks [15]. However, this work is focused
on learning pushforward maps.

Trackable pushforward density. In particular the map v :
X — A&, that parametrizes u = 14 uo from some base mea-
sure pp € A XE] can be learned using the change of variable
formula

p(@) = po(v™ " (z))|det(Dy~" (2))]. 4)

and plugging p(z) into some variational objective. Here, the
densities p and p formally corresponds to the Radon-Nikodym
derivatives of p and po respectively against a base measure,
which is equally used to compute the Jacobian D) of ),

d d
P) = @), pol@) = (@),

Once the map % is learned, new samples are easily obtained as
¥(Xg) for X ~ o (supposedly easy to generate). Following
this perspective, [[L6] suggests an invertible architecture with
easily computable Jacobian determinants to be trained with
log-likelihood maximization. Composing many such mapping
assimilates to a (normalizing) flow [17]], which in the limit of
composing infinitely many infinitesimal displacements can be
seen as the solution of an ordinary differential equation [18].

Variational auto-encoder. Rather than providing new sam-
ples, p(z) could be used as the parameter of a well-known
distribution from which to sample X, e.g., (X|Z = z) is the
Gaussian NV (p(z),1). This creates a joint probability model
on (X, Z) where the density p(z) is fixed according to v, and
p(z|z) is to be optimized to maximize the likelihood of the
data. Computing the likelihood p(x) implies a marginalization
over z, which is usually too costly to compute. However, the
evidence lower bound (ELBO), stating thalE]

p(m, Z)
42(Z)

allows to derive a tractable objective to learn ¢ : Z — X" by
maximizing >, Ez~q, [logp(zi, Z) —loggs,(Z)] over both
q : X — Az, seen as the encoder, and ¢ (which parameterizes
p(z|z)), seen as the decoder [19] (see also [20]).

),

logp(x) = q,HéaAXZ Ez~q, [log(

4. BUILDING MAPS FROM FLOWS

The third approach we will consider focuses on flows ¢ — 4
that transform continuously (with respect to some Wasserstein
topology) the base measure 1 into the target measure fi1.

5This parameterization ensures the Jacobian D) to be a square matrix.
If one uses . = pxuv with ¢ : Z — X, then one would have to consider the
restriction of ¢ on the image of D, and dx to be a base measure on this
subset to write the change of variable formula.

%This statement follows from that fact that for an arbitrary ¢, € Az,
10g p(x) = Ezng, log(B55)] = E. [log(2%2))] + D (g: [Ip(2])),
The maximum is reached for g, = p(z|z).

Stochastic differential equations. In order to build a map
that goes from a Gaussian variable pg = N(0, ) to u1, one
could use a whitening process that map p; to po before trying
to invert it. Stochastic processes offer such constructions. E.g.,
one may initialize a random particle at Xy ~ w1, and diffuse
it according to an energy potential U; () = V E;(x) that pulls
the particle towards low energy regions, together with random
noise that excites the particle in various random directions.
Formally, the particle X is initialized at X ~ w1 and follows
the stochastic differential process

dX; = —Uy(Xy) dt + V2dB, )

where B, is the Brownian motion[] The specific case where
Ey(x) = ||2||?/2 is known as the Ornstein-Uhlenbeck process,
which maps X ~ 1 t0 Xoo ~ po = N (0, 1), and could be
reversed to go from Z ~ pg to X ~ pu; through stochastic
simulation. This is the basis of diffusion models [22], but how
does it relate to the original problem of finding a deterministic
mapping between pg and p1 7 The answer leverages the flow
t — i, defined through p; the law of X _y-1.

From stochastic particle evolution to transport map. When
a path that maps ¢ € [0, 1] to p; € Ax happens to be abso-
lutely continuous with respect to the p-Wasserstein topology,
Theorem 8.3.1 of [23] implies the existence of a velocity field
vy € LP(py) that governs the evolution of p; through the “con-
tinuity equation”

dps = — div(vepe) dt. 6)

When p; is the law of X, that derives from equation (3)), v
is characterized by v(v) = —Ui(r) — Vlogri(x), where
r¢(x) denotes the Lebesgue density of p in z. In essence,
vy () characterizes the expected velocity of X; when at X; =
x. Moreover, when (¢t,z) — v¢(z) is bounded, Lipschitz
continuous with respect to x, and continuous in ¢, Theorem
4.4 of [24] implies that the continuity equation (6} can be
integrated with y; : X — X

dx: = v dt, N

from y being the identity to obtain a mapping x = x1 such
that x4p0 = p1 [

The need to speed up inference. Recently, practitioners have
focused on neural networks that map (¢, x) to v,(z). Such
a network can be learned through score or flow matching
[26]. They then use it at inference time to simulate the reverse
stochastic process (3) leading from Z ~ pug to X ~ pq,
or to compute trajectories ¢t — X(1_y-1(Z) by integration
of the ODE (7). While diffusion models do not seem to be
particularly more principled than other approaches, they are

Inspired by physical systems, one could enrich equation (J) to describe
particle interactions, see e.g. [21]. While it has not been explored much in the
literature, it may help to engineer better flow, or to enforce sample diversities.

8Interestingly, many flow maps provide optimal transport plans [25]).



performing remarkably well on images in practice. This may
be because (t, x) — v:(z) is expected to be regular, hence easy
to learn, especially with some adapted U-net architecture; and
because the error between trajectories obtained by integration
of an estimated flow ¥; and integration of the real one v; is
relatively well-behaved (see, e.g., Section 2.4 in [27]).

However, generating new samples with flow-based models
currently relies on expensive stochastic simulation or flow
integration at inference time. Some attempts have been made
to learn straight flows that are fast to integrate [28]]. Others
have tried to globally integrate the velocity v; into a map
1), which has been referred to as distillation, as one want to
“distill” the neural network that parameterized (¢, z) — v:(z)
into a new neural network parameterizing ¢ [29]. But why
not directly learn the pushforward ¢» = 3! rather than going
through the convoluted construction of learning and integration
of flows?

From network to optimization architecture. Let us now
focus on the following research question: GANs are known to
be hard and unstable to train, but could diffusion models help
us engineer better optimization procedures? Before training,
a GAN (or an auto-encoder) will more or less map Gaussian
noise, seen as the distribution i, to Gaussian noise, seen as the
distribution p..,. Eventually, one could fine-tune it iteratively
to map po to p; for t decreasing during the different rounds
of fine tuning. At the end, one would obtain a mapping from
10 = Poo 10 41 = po. The fine-tuning would always employ
the same loss at each iteration, but the data would be modified
little by little, starting with really noisy images, i.e., X ~ p;
for a big ¢, to sharper high-resolution images, i.e., X ~ p, for
a small ¢.

Diffusion models have seduced theorists, they may wonder
what our suggestion corresponds to in more abstract terms. Ex-
tending on the seminal papers of Otto [30, 31], one can show
that the flow ¢ — p; that solves (3)) for a time-independent
potential U; = V E corresponds to the gradient flow (for some
topology) of the objective Dy (@) for F = {f;|i € N} and
T(fi) o< A;, where (A;, f;) is the eigendecomposition of the
operator representing the quadratic form f +— (||V f]|? | po)
in L?(p1) where p11 o< exp(—FE(x)) dzﬂ In other terms, de-
noising diffusion probability models that learn v; through the
Ornstein-Uhlenbeck process so that the base sampling dis-
tribution po(dz) oc exp(—2?) is a Gaussian distribution are
implicitly following and reverting a gradient flow. If diffu-
sion models encode the full flow (¢, 2) — v(z) () in their
architecture, we are suggesting to rather encode this flow into
an optimization scheme to learn a network fy so that after ¢
“epochs” of optimization fy, = 1, ! (7, and at the end of the

°Tt is relatively standard to show that d(f; | pt) = —X;(f: | p¢) dt for all
¢ € Nand that fo = 1 [32]. As a consequence, (f; | poo) = {(fi | o) =0,
and 92t = — " Ni(fil o) S = *d% > Xilfi | pe)?, which assimi-
lates to d D2 (p¢, po; 7)/ dp. Details to define the different topologies (to
take adjoints and gradients) and prove formally this result are beyond the
scope of this paper.

optimization (fp__ )40 = 1.

5. CONCLUSION

There exists many perspectives on sampling, even when we
restrict ourselves to the search of a pushforward map while
only accessing samples from the target distribution.

A straightforward approach consists in defining losses us-
ing test functions to quantify differences between measures,
as explained in Section[2] Among the methods based on this
principle, GANs have provided the most exciting results, but
their training is hard, requiring skilled engineering.

This has led to the rise of another stream of research based
on density-centered considerations, as detailed in Section E}
One can e.g. learn pushforward maps by maximizing probabil-
ity likelihood, though it involves ensuring mapping invertibility
and computing Jacobian determinants, which is constraining.
Moreover, the target distribution p; might not have a density,
which is notably the case when the data span uniformly a
manifold in the input space. This hurdle can be avoided by
artificially injecting noise to the data to create a distribution y}
admitting a density before adding a denoising step to recover
w1 from 4} . Several model evolutions have led to cascading
many noise injection and denoising processes, which were
ultimately understood through the lens of Brownian motion
and reversible diffusion models, explained in Section 4} Those
diffusion models are currently state-of-the-art, although they
require extensive simulation to generate new samples. Remark-
ably, they are implicitly associated with pushforward maps.

Getting a neural network to efficiently learn such a push-
forward map would be a major advance for generative Al
Another, perhaps less discussed issue is that the target measure
is only accessed through a finite number of samples, and rules
to extrapolate from them arise mainly as a consequence of
the biases induced by network architectures and optimization
schemes—more principledness would be desirable.

This paper reviewed several principles to learn pushfor-
ward maps. Future work consists in experimenting with those
to extract more practical knowledge for generative Al across
different modalities.
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