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Abstract

Hardware architectures based on multiple cores, cache memory and branch pre-
diction usually preclude the application of classical methods for determining
execution time bounds for real-time tasks. As such bounds are fundamental
in the designing of real-time systems, Measurement-Based Probabilistic Timing
Analysis (MBPTA) has been employed. A common choice is the derivation of
probabilistic Worst-Case Execution Time (pWCET) via the use of Extreme Value
Theory (EVT), a branch of statistics used to estimate the probability of rare
events that are more extreme than observations. However, pWCET estimations
are usually reported in a controlled or simulated environment. In this paper we
apply MBPTA in a real multi-core platform, namely Raspberry Pi 3B, taking
into consideration possible interference due to operating system and concurrent
activities. The results indicate that although EVT is effective, it does not always
produce adequate models and coherent pWCET estimations. As MBPTA is pri-
marily called for when classical methods are not applicable, as it is the case
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for the studied platform, the results reported in this paper highlight risks and
vulnerabilities when applying MBPTA-EVT for pWCET inference∗.

Keywords: Measurement-Based Probabilistic Time Analysis (MBPTA), Extremes
Value Theory (EVT), Real Time Systems (RTS), Worst Case Execution Time
(WCET), Probabilistic WCET (pWCET)

1 Introduction

Real-time systems (RTS) are those whose actions are subject to time constraints,
usually defined in terms of deadlines associated with the tasks that perform the sys-
tem actions. Critical RTS, such as avionics and space systems, must be designed such
that all deadlines are met. Information on the worst-case execution time (WCET)
for each task is thus needed. In simple architectures, these values of WCET are
obtained via classical timing analysis [50], which establishes procedures based on mod-
eling the task code control flow and the hardware characteristics for the worst-case
execution scenarios. When complex hardware platforms are in place, however, clas-
sical timing analysis becomes more difficult since this type of environment exhibits
unpredictable hardware and software behaviors, which are caused by memory cache,
pipelines, branch prediction or multi-core processors. This difficulty has motivated the
use of Measurement-Based Probabilistic Timing Analysis (MBPTA) [9, 13], supported
by the statistical techniques based on Extreme Values Theory (EVT) [11]. The idea
behind MBPTA is to collect a sufficiently large execution times sample for the task
under analysis running on the target platform and then derive statistical models capa-
ble of representing the maximum execution time of a task. Through MBPTA-EVT,
instead of estimating a single absolute worst-case value, a probability distribution for
the maxima is obtained. This distribution is called probabilistic WCET (pWCET).

Fig 1 illustrates the concept of pWCET through two different graphical repre-
sentations. Fig 1(a) represents a Complementary Cumulative Distribution Functions
(CCDF or (1 − CDF )), also known as tail distribution or survival function, and (b)
shows the respective Probability Density Functions (PDFs). The black dashed lines
represent the distributions obtained from run-time measurements of a program under
analysis. The red dashed line shows the observed pWCET distribution and it may not
match the distribution for a specific execution scenario. The solid red line highlights
the final pWCET distribution, which provides an upper bound for the probabilities of
occurrence. The value x in the graph refers to the pWCET estimate for an exceedance
probability of p [13].

The pWCET estimate can therefore be considered as a tuple (p, x), where x is
the quantile of the distribution of maxima such that the probability of observing a
value greater than x is not greater than p. That is, if X is a random variable that
models the execution time of the analyzed task, p and x relate to each other as

∗This work is an extended version of the conference paper that appeared in DOI:
10.1109/SBESC56799.2022 [48]

2



(a) 1-CDF (Adapted from [13]) (b) PDF

Fig. 1 Execution times and pWCET distributions of a program.

p = Pr{max(X) > x}, where the probability model for max(X) is constructed via
EVT-based procedures.

Motivation and related work. Due to the relevance of offering execution time
guarantees when RTSs make use of complex hardware platforms, there has been
immense effort in the field of MBPTA-EVT. Basic concepts and related challenges
to use EVT for pWCET inference have been reported [9, 10, 13, 20, 42]. Positive
results have been obtained in simulated [32], single-core [4, 33, 41] and other platforms
[5, 25]. Some publications have investigated problems and specific characteristics for
applying EVT in the domain of timing analysis, such as determining sample sizes
[44], issues of representativeness or problems related with dependencies in the col-
lected samples [22, 37, 40]. In some cases, the impact of a specific platform were
evaluated [2, 3, 5, 25]. There are results focused on evaluating choices between EVT
models or specific distributions [8, 24, 34, 39]. Studies on other specific aspects have
been reported, which include modeling dependencies via copulas [6, 36, 37], the use of
Goodness-of-Fit (GoF) tests [12, 19, 38] or specific improvements [41].

Despite the large literature in the field, there has not been much attention given
to reporting cases where MBPTA-EVT fails in real and complex hardware platforms.
Such a kind of studies are reported for simulated environments [32] or based on theoret-
ical grounds [20, 21]. One exception is a recent study [49] that proposes an alternative
for EVT applying Markov’s inequality using synthetic and real data.

Motivated by the perception that there is a lack of practical experiments that fully
apply the MBPTA-EVT in real modern architectures, exposing situations where the
technique fails, we propose an experimental study using a Raspberry Pi, version 3B,
a multi-core and super-scalar board equipped with branch predictor and multilevel
cache. This exhibits several characteristics that preclude the use of classical timing
analysis and define scenarios where MBPTA is called for.

Contribution. Our study takes an implementation of 11 algorithms from
Malärdalen Benchmark [23] and employs the prescribed EVT-based procedures.
Observing the results obtained for these programs when subject to different sets of
execution scenarios, we are capable of reporting both success and failure cases for the
use of MBPTA-EVT. The main result of this paper is thus sending an alert to the
community since we report scenarios where pWCET estimations may not be reliable
in a real hardware platform, the kind of platform requiring alternative timing analysis
methods.
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Fig. 2 Steps for applying EVT in MBPTA for pWCET inference.

Paper structure. The remainder of the paper is structured as follows. Section 2
explains basic concepts about EVT and explains how it is applied for the case
of MBPTA. Results obtained are reported in Section 3. Section 4 highlights our
conclusions.

2 Application of EVT to Timing Analyses

EVT is a branch of statistics widely used in areas such as financial market, meteorology
and sports [18, 27, 43, 45]. While classical statistical theory prioritizes the behavior of a
distribution around the central moments, the statistical theory of extremes is based on
Fisher–Tippett–Gnedenko’s Theorem of Extreme Types and models the distribution
of the maximum of a sequence of n observations from a random variable X, namely
Mn = max (X1..., Xn). The technique is applied to generate extreme value models for
rare events with low probability of occurrence [11].

The EVT pillar model takes X1, ..., XN , a sequence of N i.i.d. (independent and
identically distributed) observations from a continuous random variable and builds
a statistical model for its maximum. (Xi)1≤i≤N usually represents the sequence of
measurements done for the random variable of interest [11]. In order to model the
distribution of the maximum of the observed data, five steps are usually applied, as
illustrated in Fig. 2, and explained next for the task execution time of a program taken
as the random variable X, such that the distribution of max (X) can be associated
with the pWCET of that program.

2.1 Sampling

Initially the data collection is performed. In our case, the program is run and its
execution time is measured in CPU clock cycles. Note that measuring execution time
for a piece of code may produce different observations, even if its input is kept the same,
due to expected variability from the platform. There are also a series of challenges
that can directly affect the measurements.
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Sample size. A small sample can cause an incorrect estimate of the parameters
of the maximum’s distribution. There are some techniques used to define this size
[12, 44], but there is no consensus on what this appropriate size should be. Most of
the time the sample size is stipulated empirically [32, 40]. In our study, a reasonably
large sample size with N = 10, 000 measurements sufficed for the initial results. Then,
larger samples were used in order to evaluate the impact of sample size on the observed
results.

Representativeness. Representative samples are those that reflect the charac-
teristics of the population from which they were extracted. This issue is still an open
problem in MBPTA [20] as it is not possible to obtain a single measurement protocol
that provides a representative sample of all possible operational scenarios [13]. The
elements that can impact measurements for timing analysis are: the program’s input
data, the varied and possible program execution paths and the possible software and
hardware states. Some authors state that a sample is representative if a given number
of K collected observations produce a coherent pWCET estimate [35], although it is
not clear what coherent estimation might mean. Representativeness issues were not
addressed in this work.

Dependencies. Another challenge found during data collection is how to handle
dependency relationships that can exist between different components of the system,
which may appear as statistical dependency when sampling the data. Such a problem
is frequent in RTS and can directly affect measured runtimes. It can happen in different
cases, such as, for example, when a program composed of two blocks run in sequence
has its execution times impacted by some common and unknown aspect [6], also for
situations with execution resulting from operations such as multiplication and division.
In this case, depending on the hardware architecture, the instruction may take a fixed
time to execute, or it may depend on previous executions produced by sources like
cache and pipelines [8].

For some authors [22, 29, 30, 40, 42] dependency relationships can be classified as:
a) stationary, which implies identical distributions between random variables; b) short-
range dependence, which focuses on the relationship between measurements that are
close in time; and c) long-range, or extreme dependence, which shows a significant cor-
relation in measurements distant in time. In this work, to make sure that an observed
measurement does not depend on the previous ones, we start each measurement after
resetting the platform.

Adequacy of observations. Some authors apply GoF tests to check if the
observations comply with the i.i.d. criteria, such as Kolmogorov-Smirnoff [4, 12, 44],
Anderson-Darling [2, 4], Wald-Wolfowitz [4, 12], Ljung-Box [2, 5] among others [40, 41].
However, this action is not mandatory and can be questionable, since there are situ-
ations where data meet the i.i.d. criteria but EVT does not properly work, as will be
reported in this paper. It is also known that independence conditions can be relaxed,
dependencies can be modified during the EVT application process, and it is possible
to apply EVT to stationary samples [11].

A less discussed issue is the assumption that the observed distribution in fact
belongs to the domain of attraction of an extreme value distribution in the first place,
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(a) BMM (b) PoT

Fig. 3 EVT methods for maximums selection.

another requirement for EVT theorems to apply. On the theoretical side of the liter-
ature, it was recently shown in [31] that the set of distributions that belong to the
domain of attraction of an extreme value distribution, although dense, is meagre in
the topological sense. In practice, little is usually done to test the hypothesis on the
actual sample. Indeed, two problems may arise: either the underlying distribution of
the sample is not in the domain of attraction of any extreme value distribution, or the
sample size is not large enough for the convergence to have succeeded.

As will be explained, we have applied the tests by Dietrich and Drees (described
and compared in [28]) in order to test this assumption. This procedure were coupled
with the standard recommendations based on analyzing GoF visually based on some
key graphs like the QQ plots [11].

2.2 Selection of observations

A sample of maxima must be obtained from the sample of observed measurements.
Two methods can be applied: the Block Maxima Method (BMM) or Peaks over
Threshold (PoT) method.

The BMM consists of creating a new sample from the values of the original sample
divided into non-overlapping blocks of equal sizes, selecting the maximum value from
each block (Fig. 3(a)). Then, EVT procedures estimate the distribution that best
explains (or fits) the data given by this sample of maxima. Indeed, the EVT theorems
ensure, under certain hypotheses, that the sample’s limit distribution belongs to the
GEV distribution family, which is determined by three parameters (location - µ, scale
- σ, shape - ξ). The shape parameter (also known as the extreme value index) is the
one that dictates the behavior of the tail. It can be a Weibull (ξ < 0), a Gumbel
(ξ = 0) or a Fréchet (ξ > 0) distribution. The GEV model is represented by the CDF
of Eq. (1) and Fig. 4(a) exemplifies the GEV family.

F (x) =

{

exp
[

−(1 + ξ x−µ
σ

)
−1
ξ

]

for ξ ̸= 0

exp
[

−exp(−x−µ
σ

)
]

for ξ = 0
(1)

For the PoT method, the sample of maxima is created from observations that
exceed a certain predefined threshold (Fig. 3(b)). This sample can be modeled by a
member of the GPD family of distributions, which are also defined in terms of three

6



0 50 100 150 200

0
.0

0
0

0
.0

1
0

0
.0

2
0

x

Weilbull .. = −0.5

Gumbel .. = 0

Frechet .. = 0.5

(a) GEV

0 2 4 6 8 10

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

x

G
P

 d
f

Beta .. = −0.5

Exponencial .. = 0

Pareto .. = 0.5

(b) GPD
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parameters, location - µ, scale - σ and shape - ξ, the latter of which represents a Beta
distribution (ξ < 0), an Exponential distribution (ξ = 0) or a Pareto distribution
(ξ > 0). The GPD model is represented by the CDF of Eq. (2). The location µ can
be set to 0 for the distribution of exceedances Y = X − u > 0, with u a large enough
threshold. Fig. 4(b) exemplifies the GPD family.

F (x) =

{

1− [1 + ξ(x−µ
σ

)]−
1
ξ for ξ ̸= 0

1− exp
(

−x−µ
σ

)

for ξ = 0
(2)

Proper choices for block size, in the case of the BMM, and threshold value, in the
PoT, are fundamental for the effective application of the EVT methods [11].

No systematic method exists to set these hyper-parameters, and usually heuristics
are used, which is in part what the authors in [49] criticize EVT for. In our work,
we used a wide range of block sizes/thresholds and did the GEV/GPD estimations
for all of them, before analyzing the quality of the estimations and testing for all the
hypotheses needed for the theorems to apply.

2.3 Model estimation

In this third step, a range of block sizes (resp. thresholds) is chosen, and the parameters
of the distribution for GEV (resp. GPD) are estimated for every block size (resp.
threshold) before checking the quality of the estimations in the next step. There are
several methods for this.

The Maximum Likelihood Estimation (MLE) is the most used method and it
estimates the parameters that have the highest probability to produce the observed
data. Nonetheless this method may not work when ξ < −0.5 [11]. In these cases,
another method can be used. In this work we apply the L-Moment (LM) estimator [26].

The LM estimator is based on probability weighted moments and linear combi-
nations of order statistics. It can be used to estimate the parameters of the extreme
value distribution. It does not present convergence problems, but it can produce non-
symmetrical confidence intervals (CI) and it demands support from computational
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Fig. 5 Failed attempt to fit a GEV model with parameters estimated via MLE for Sample 01.

methods (such as Bootstrap [16]) to estimate CIs. Additionally, the LM estimator is
only valid when ξ < 1. Therefore, both the MLE and the LM estimator are needed to
cover all real numbers for the value of the shape.

2.4 Fit quality checking

In step 4, the model quality, either for GEV or for GPD, is checked. Normally,
this process is carried out by visual inspections of some plots, one of which is the
Quantile-Quantile (QQ) plot. Through the QQ plot, it is possible to visualize the
linear regression of the distribution and observe the values of the empirical quantile
against those from the obtained model. If the result follows a straight line, then it has
a good fit.

Two samples are taken from our experiments (Section 3) as illustration for our
explanation in this and the next sections. They are called Sample 01 and Sample 02,
each with 10, 000 observations. The R1 software and extRemes2 package were the tools
used in this work for EVT-based analysis.

Fig. 5 shows two failed GEV fit attempts for Sample 01, for models obtained using
block sizes n = 50 and n = 100. It can be seem that the data completely deviates
from the regression line, indicating problems in the quality of the fit for both models.

Four Sample 02 GEV fit attempts are presented in Fig. 6. Fig. 6(a) shows the result
for a model created without specifying the block size. It can be seen that it is not
possible to obtain a good fit. The model in Fig. 6(b) has the block size set to n = 50
and a good fit quality can be observed. In Fig. 6(c) and Fig. 6(d), it is possible to
perceive the good fit quality for both models (block size set to n = 100), but visually
a little inferior to the quality obtained in Fig. 6(b). It can also be observed that one
model had the parameters estimated via MLE and the another via LM, and that these
results show similar behaviors, with very subtle differences, as expected.

GPD models obtained via the PoT method (Fig. 7) produced similar results as
those observed for BMM: no fitting for Sample 01 and good fit quality for Sample 02.
This suggests a failure of EVT for Sample 01 and a success for Sample 02.

1Available at https://cran.r-project.org/.
2Further information at https://cran.r-project.org/web/packages/extRemes/extRemes.pdf.
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(a) Failed - Parameters via
MLE but no block size defined

(b) Fitted - Parameters via
MLE and Block n = 50

(c) Fitted - Parameters via
MLE and Block n = 100

(d) Fitted - Parameters via LM
and Block n = 100

Fig. 6 GEV fit attempts with parameters estimated via MLE and LM for Sample 02.
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Fig. 7 GPD fitting attempts.

Despite the results observed, a single QQ plot does not show a convergence of the
distribution of the maximum, it only shows that it happens to be close to an extreme
value distribution for a given block size or threshold. Showing convergence requires
testing the more constraining hypothesis that the distribution F of the observations
is in the domain of attraction of some extreme value distribution.
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Domain of attraction

Additional tools were used in this work to check the EVT fit quality wrt. the conver-
gence of the maximum distribution: the tests by Dietrich et al. [14] and Drees et al. [15].
The former is available in the TestEVC1d R-package and both were implemented by
us in Python, following the directions in [28] closely. The purpose of applying the tests
was to compare the results between them and with the results of the conventional
method of checking QQ plots visually.

The Dietrich and Drees tests check if a distribution F is indeed in the domain of
attraction of an extreme value distribution, a hypothesis we may call H0 required for
the EVT theorems to apply. We write H0: F ∈ Dξ for some ξ ∈ R. In their conclusion,
the authors in [28] specify that the Dietrich test is more suitable for negative shapes
(ξ < 0) and the Drees test is better for positive shapes (ξ ≥ 0). This leads us to
naturally couple the Dietrich test with the LM estimator (valid for ξ < 1), and the
Drees test with the MLE (ξ > −0.5).

From [28], we give here the two test statistics we implemented in Python, following
the instructions given by the authors. First, we extract the k+ 1 largest values of the
sample of size N . These are the order statistics, denoted XN−k,N ≤ XN−k+1,N ≤ ... ≤
XN−1,N ≤ XN,N . Then, the test statistics EN for the Dietrich test and TN for the
Drees test are given by:

EN = k

∫ 1

0

(

log
(

XN−⌊kt⌋,N

)

− log (XN−k,N )

ξ̂+
−

t−ξ̂
− − 1

ξ̂−

(

1− ξ̂−

)

)2

tηdt,

where the authors suggest favoring it for negative shapes (ξ < 0), for η =

2, and where ξ̂− = 1 − 1
2

(

1−

(

M
(1)
k,N

)2

M
(2)
k,N

)−1

, ξ̂+ = M
(1)
k,N , for M

(j)
k,N =

1
k

∑k

i=0 (log (XN−i,N )− log (XN−k,N ))
j
, and

TN = k

∫ 1

0

(

N

k
FN

(

âN
k

x−ξ̂ − 1

ξ̂
+ b̂N

k

)

− x

)2

xη−2dx,

where η = 1 is suggested and positive shapes are favored (ξ ≥ 0), and where ξ̂,

âN
k
, and b̂N

k
are the MLE estimates for shape, scale and location, respectively.

Two last ingredients are required. First, in order to evaluate these integrals, we
approximate them with their discrete versions, by dividing the interval [0, 1] uniformly
into M = 100, 000 parts, as recommended in [28]. And second, for the theoretical
quantiles, we rely on the tables 1 and 3 (provided in their paper) and use the same
linear interpolation method for quantiles that are not given in the tables. Equipped
with these statistics and their quantiles under H0, we apply them to our samples.

In the case of Sample 01 (Fig. 8(a)), it was observed that the results for the Dietrich
test are located above the values of the quantile that represents the 95% confidence
limit, shown by the red dashed line. For Sample 02 (Fig. 8(b)), the values appear below
this limit, confirming the suitability of modeling the sample according to an extreme
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Fig. 8 Verification of the fit quality through the Dietrich test.

(a) Failed - Sample 01 (b) Fitted - Sample 02

Fig. 9 Verification of the fit quality through the Drees test.

value distribution. This test reiterates what was observed in the previous subsection
with QQ plots.

Similarly, the Drees test that we implemented, the same can be observed for both
samples. The T-statistic (blue curve) of the test can be seen to be largely above the
95% theoretical quantile (dashed orange line) for Sample 01 in Fig. 9(a), and well
below it in the case of Sample 02 in Fig. 9(b), for values of k ranging from 10 to 500.
This means that both tests show that a good fit for the Sample 02 is possible (failure
to reject H0 for Sample 02) and an impossibility for analyzing Sample 01 via EVT
(we rejected H0 for Sample 01).

During our study, samples such as Sample 01 were discarded whereas those similar
to Sample 02 were subject to the remaining EVT-based analysis steps.

Procedure for GoF

For every sample, a range of values of k were used, from 10 to 500, in order to apply
both tests, and locate a potential region of values of k for which the hypothesis that
the sample’s distribution belongs to the domain of attraction of an extreme value
distribution cannot be rejected.

When no such range of values could be found, the sample was discarded. The QQ
plots were still investigated in these cases to compare their results with those of the
statistical tests. If a range of valid values for k could be obtained, the next step was to
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Fig. 10 Estimation of the shape ’xi’ in terms of k for Sample 02. The ’T’ curve (blue) is the estimation
allowed by the Drees test, while the ’E’ curve (orange) is the one permitted by the Dietrich test.

Table 1 GEV parameters estimated via MLE and LM for Sample 02
Block n = 50 model.

GEV model location µ scale σ shape ξ

MLE Bl. n = 50 2.794835e+07 2.242563e+02 -4.109445e-02
LM Bl. n = 50 2.794863e+07 2.300160e+02 -5.361614e-02

visually evaluate two types of graphs, one pertaining to the stability of the estimated
shape wrt. the choice of k, as in Fig. 10, and the other is the conventional QQ plot.
To estimate these, we used the LM estimator for the values of k permitted by the
Dietrich test and the MLE for those given by the Drees test. A sample was discarded
if no stability in the estimation of the shape was observed, or if the QQ plot showed
too much discrepancy. Otherwise, the use of EVT was deemed sound.

In the case of Sample 01 and Sample 02, we have shown the QQ plots and the
results of the two statistical tests, and those have already led us to discard Sample
01. In Fig. 10, we show the evolution of the shape estimation as k varies, to drive the
point further as to its stability that shows confidence in EVT for this sample.

Finally, with the QQ plots, it was possible to visually compare the fitting quality
for the obtained GEV and GPD models for Sample 02 (Figs. 6(b), 6(c), 6(d) and
7(b)), the GEV model seemed to be better fitted. Furthermore, the Block n = 50
model seemed to present the best fit among the other tested block size. As a result,
for estimating pWCET, the GEV model with Block size of n = 50 was favored for this
sample, corresponding to 200 extreme values among the 10, 000 observations, which
suggests a value of k = 200. And indeed, this value is well situated in the graph of
Fig 10 and indicates a stable and robust shape close to 0.

Table 1 shows the estimated GEV parameters. As can be seen, the maxima for
Sample 02 is distributed according to a Weibull distribution (ξ = −0.04109445 via
MLE and ξ = −0.05361614 via LM). This model will be used in the explanation given
in the next section.
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Table 2 Return Level (CI 95%) for the GEV model with Block
n = 50 and parameters via MLE for Sample 02.

Exc. Prob. 95% lower CI Estimate 95% upper CI

10−5 27948734 27950689 27952644
10−6 27948327 27950996 27953664
10−7 27947835 27951275 27954715
10−8 27947276 27951529 27955783

Table 3 Return Level (CI 95%) for the GEV model with Block
n = 50 and parameters via LM for Sample 02.

Exc. Prob. 95% lower CI Estimate 95% upper CI

10−5 27951434 27952277 27953843
10−6 27951464 27952438 27954480
10−7 27951486 27952559 27955101
10−8 27951500 27952649 27955739

2.5 pWCET estimation

After obtaining a model and confirming its goodness of fit, the model can be used for
pWCET estimations. Based on the model and on an exceedance probability of interest,
the analyst can estimate the corresponding quantile and its associated confidence
interval. Tables 2 and 3 give estimated pWCET values and 95%-confidence intervals for
different exceedance probabilities via MLE and LM, respectively. Extreme quantiles
in the EVT terminology are referred to as return levels.

Taking the exceedance probability of p = 10−5 the estimated extreme quantile is
x = 27950689 clock cycles (from Table 2). That is, it is expected that the observed
maximum exceeds x with probability p. Note that this is in line with what has
been measured and what predicts an Weibull model (bounded tail), as the maximum
measured value in Sample 02 was 27949725, representing a difference of 964 clock
cycles.

3 Experiments

In this section we present the results of our experiments obtained by applying the
procedures explained in the previous section. The codes implementing 11 benchmarks
taken from the Mälardalen WCET Benchmarks [23], are the object of our study. The
following benchmarks were evaluated: Insertion Sort, Bubble Sort, Merge Sort, Quick
Sort, Cnt, Edn, Fft1, Sqrt, Binary Search, Fibcall and Matmult. This set of programs
brings well-structured codes that include operations like nested loops, integer compar-
isons, bit, float points and arrays manipulation, and array and matrix calculations,
which makes it a good case study.

Our experimental environment consisted of a Raspberry Pi board (version 3B)
with the Raspbian GNU/Linux 9 OS. This board is a reasonably complex piece of
hardware, equipped with several components that bring timing uncertainties such
as pipeline, branch prediction and 2-level cache memory. Our focus is not on the
timeliness of the system and hence we did not address possible issues related with
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real-time capabilities at the OS level. Our main interest is on possible corner scenarios
generated by a reasonably complex system that may compromise reliable statistical
inference by MBPTA-EVT.

Execution time was measured in clock cycles via a Performance Monitoring Unit
(PMU). To do so, we used the Linux performance analysis tool linux perf (v. 4.9.82).
For more accurate measurements, the perf event open system call was used instead
of command lines. Despite this, measurement errors are expected to occur, which
usually correspond to a few executed instructions excesses.

The collected data were modeled by two random variables: Cycles, representing
the total number of CPU clock cycles processed during a run, and Ins, representing
the number of executed retired instructions.

To compose the experiment environment, different scenarios (Tab. 4) were created
taking into consideration the variability of three resources: Ethernet, Wifi and Core.
The states of network interfaces, Ethernet and WiFi, were set to either On or Off,
while the core on which the analyzed program runs could be set to 0 (the same as the
OS’s core) or 3 (dedicated to the program).

These parameters give rise to 8 possible scenarios, namely F01-F08, and five sam-
ples were collected for each scenario, per program. These samples were namedRegular

Samples and were the result of 10, 000 measurements.
In order to observe the experiment in larger samples, five samples with 100k and five

with 500k observations were also collected, for two or three scenarios per benchmark.
They were named Extra Samples and the choice of the extra measurement scenarios
was defined based on the results observed in the EVT application in the Regular
Samples. In some cases, scenarios where it was observed a high number of good fits
were chosen, in others, scenarios with samples with no good fits, and, in others, an
arbitrary choice was made.

Hence, a total volume of 700 samples of 10k, 100k or 500k were measured, producing
a total amount of 82, 400k observations collected and analyzed.

All programs had fixed input data (single path) to ensure that runtimes were only
impacted by the environment. They were grouped into four groups, organized by some
of their characteristics [47]:

• Group 01: data memory access for load and write operations (Insert sort, Bubble
sort, Merge sort, and Quick sort)

• Group 02: calculations (Fft1, Sqrt, and Fibcall), intensive memory usage
• Group 03: calculations (Compress, Cnt, Edn, and Matmult)
• Group 04: low memory access and computation (Fibcall and Binary Search).

In the first experiment, carried out with Bubble Sort, we first checked whether
the i.i.d. requirement holds. To do so, we applied the Kolmogorov Smirnoff (KS) test
as follows. From a sample of measurements, other samples were randomly generated
with size m = 150, for a test power of 99%, and with size m = 90, for 95% [7]. This
re-sampling process was carried out 10, 000 times for each test power and then KS
was applied comparing pairs of generated samples. The test did not indicate that the
data collected for all measurements followed different distributions. Further, as each
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Table 4 Scenarios created by varying the Ethernet, Wifi and core
resources.

Ethernet Wifi Core

Scenario On Off On Off Default (0) Dedicated (3)
F01 X X X
F02 X X X
F03 X X X
F04 X X X
F05 X X X
F06 X X X
F07 X X X
F08 X X X

measurement was carried out independently of the previous run, dependency relations
in the observation are not expected to occur.

3.1 Results

The EVT application was carried out according to the steps presented in Section 2.
Analyzing data and comparing all the results obtained throughout the experiment, it
can be highlighted that:

• The presence of outliers can be noted in some samples. However, the impossibility
of employing EVT on this kind of data could not be credited to outliers. Even when
outliers were removed from the sample, model fitting was not possible. That is, the
underlining distribution seems to be the source of the impossibility of model fitting.

• Increasing the sample size did not increase the amount of good EVT fits. In some
cases, larger samples produced more good fits, in others, less, and in others, no
change was observed. This indicates that the optimal sample size may be subject
to the input data, nature and complexity of the executed code and of the impacts
that the environment may cause during the measurement.

• In most cases, when comparing different samples measured for a same scenario,
those that presented observations with a lower number of Cycles were able to
obtain a good EVT fit, while those with the highest numbers could not. There is no
relationship between the number of Cycles and the possibility or not of obtaining
a good fit, however, a lower value of Cycles may indicate that the measurement
was less exposed to environmental impact, leaving it a more stable and more easily
EVT-adjustable distribution.

• The use of performance counters using the linux perf showed to be efficient for
the measurements. The low rate of the coefficient of variation (CV) of the variable
Ins (between 0.00% and 0.19% for all benchmarks) demonstrates that no excessive
counts in the number of instructions were taken.

• The stability of Ins and the determinism of the executed codes indicate that the
oscillation of Cycles is due to the impact of the environment.

With respect to the amount of good EVT fits obtained, Tables 5 and 6 present
the percentages for the Regular Samples and Tables 7 and 8 for the Extra Samples.
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Table 5 Regular Samples - Scenarios that yield samples with good fit, classification by
benchmark and group. A sample was considered to have a good fit when at least one of
its EVT models (GEV or GPD, via MLE or LM) showed visual suitability in the QQ
plot, passed all the statistical tests and produced a coherent pWCET estimation.

Group Benchmark
Scenario

F01 F02 F03 F04 F05 F06 F07 F08

01 Insertion Sort X X
Merge Sort X X X X X
Quick Sort X X
Bubble Sort X X

02 Fibcall X X X X X X
Sqrt
Fft1 X X X

03 Edn
Cnt X X X X X X X X

Matmult
04 Binary Search X X X X X

Fibcall X X X X X X

Observing these data considering a single occurrence of Fibcall, present in two groups,
it can be stated that:

• Despite groupings based on the benchmarks’ characteristic similarities, no pattern
was observed for EVT good-fit behavior within any group. The only possible excep-
tion was for the benchmarks Insertion Sort, Merge Sort and Bubble Sort, from
Group 01, which obtained a higher EVT good-fit percentage for scenarios F05 and
F08, and no good fit for the others.

• The creation of scenarios varying the Ethernet, Wifi and Core resources was par-
tially effective in impacting measurements. The oscillation of the Core for On and
Off did not seem to have caused variations in the Cycles of the measurements.
However, the measurements set in scenarios F05 and F08 (Ethernet and Wifi Off),
produced results with a greater number of good EVT fits. This indicates impacts
on measurement produced by Ethernet and Wifi On, even if they are not being
requested by the benchmark in execution. This fact, however, was not observed for
all tested benchmarks.

• The results show the percentages of good fit observed through the visual analysis
of the QQ plot, and confirmed through the application of the Dietrich and Drees
tests. They demonstrate very low rates of EVT good fit in general, which indi-
cates unsatisfactory results considering the environment, benchmarks and tested
scenarios.

Finally, a low average of good EVT fits was observed in the experiment as a whole.
For the Regular Samples, considering all scenarios, the average was 16%. This goes to
40% if we consider only the F05 and F08 scenarios (Ethernet and Wifi Off), however,
this represent only 25% of the experiment carried out in the Regular Samples. Tests
with the Extra Samples did not show high good-fit percentages either.
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The results reinforce that it is not always possible to fit a model using EVT for a
given benchmark-platform set, and strengthens the warning about risks and vulner-
abilities when applying the technique without performing the proper procedures and
fitting quality tests.

4 Conclusion

EVT is an effective statistics branch that has been used to (and indeed can) provide
consistent results for estimating probabilistic upper bounds on execution time. How-
ever, its theory states that there may be distributions for which EVT is not applicable.
As the distributions that come out from the measurements are arbitrary, one must
be careful for not validating samples that are not EVT-compliant. In the performed
experiment a total of 575 out of 700 samples (with 10k, 100k or 500k observations
each) were considered not suitable for EVT. We found that keeping Ethernet or Wifi
interfaces on during measurements was a source of problem. This suggests that some
background activity related to Ethernet and Wifi could be a cause. Nonetheless, invalid
samples were also found in scenarios where Ethernet and Wifi were Off. In fact, in
complex platforms, many activities are not controllable. As MBPTA-EVT is mostly
called for when dealing with such platforms, extra care when applying EVT is needed.

There are several other aspects not considered in this work. Assessing the meaning
of the exceedance probability w.r.t. the analyzed program is an open problem. Data
collected from measurements are not necessarily related to data that will be produced
when the system is operational and so checking for representativeness is needed.
Before getting into these kind of more abstract problems, further investigations into
the application of EVT procedures in MBPTA are necessary. The issues reported in
this paper, taking into consideration other platform configurations and different coded
programs are immediate future research steps. The results we presented can be seen
as an alert message, which will certainly motivate deeper investigation in the field.
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Table 6 Regular Samples - Percentage of samples with good EVT fit by scenario, benchmark and EVT method, expressed in %,
where T1 represents good GEV fit and T2 good GPD fit. A sample was considered to have a good fit when at least one of its
EVT models (GEV or GPD, via MLE or LM) showed visual suitability in the QQ plot, passed all the statistical tests and
produced a coherent pWCET estimation.

F01 F02 F03 F04 F05 F06 F07 F08

Group Benchmark T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2

01 Insert S. 0 0 0 0 0 0 0 0 100 60 0 0 0 0 100 80
Merge S. 0 0 0 0 0 0 20 20 100 100 20 20 20 20 100 100
Quick S, 20 20 0 0 0 0 20 20 0 0 0 0 0 0 0 0
Bubble S. 0 0 0 0 0 0 0 0 80 40 0 0 0 0 40 40

Good fit 5 5 0 0 0 0 10 10 70 50 5 5 5 5 60 55

02 Fibcall 0 0 20 20 20 20 40 40 100 100 0 0 20 20 100 80
Sqrt 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Fft1 0 0 20 20 0 0 0 0 0 0 40 40 0 20 0 0

Good fit 0 0 13 13 7 7 13 13 33 33 13 13 7 13 33 27

03 Edn 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Cnt 40 20 20 20 0 20 0 20 100 100 20 20 0 20 100 100

Matmult 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Good fit 13 7 7 7 0 7 0 7 33 33 7 7 0 7 33 33

04 B. Search 20 20 40 40 0 0 20 20 0 0 40 40 0 0 20 20
Fibcall 0 0 20 20 20 20 40 40 100 100 0 0 20 20 100 80

Good fit 10 10 30 30 10 10 30 30 50 50 20 20 10 10 60 50

Total good fit 7 5 9 9 2 4 9 11 44 36 11 11 4 7 42 38
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Table 7 Extra Samples with 100k observations - Percentage of samples with good EVT fit by scenario, benchmark and
EVT method, expressed in %, where T1 represents good GEV fit and T2 good GPD fit. A sample was considered to have a
good fit when at least one of its EVT models (GEV or GPD, via MLE or LM) showed visual suitability in the QQ plot,
passed all the statistical tests and produced a coherent pWCET estimation.

F01 F02 F03 F04 F05 F06 F07 F08

Group Benchmark T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2
01 Insertion Sort 0 0 - - - - - - 0 40 - - - - - -

Merge Sort 0 0 0 0 - - - - 80 20 - - - - - -
Quick Sort 0 0 - - - - - - 40 80 - - - - 20 40
Bubble Sort 0 0 - - - - - - 0 0 - - - - - -

02 Fibcall 0 0 - - - - - - 60 60 0 0 - - - -
Sqrt 0 0 - - - - - - - - - - - - 60 60
Fft1 0 0 - - - - - - 20 20 0 0 - - - -

03 Edn - - 0 0 - - - - - - - - - - 20 20
Cnt - - - - 0 0 - - 80 20 - - - - - -
Matmult - - - - - - - - 40 40 - - - - 0 0

04 Binary Search 40 40 - - - - - - - - - - - - 0 20
Fibcall 0 0 - - - - - - 60 60 0 0 - - - -
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Table 8 Extra Samples with 500k observations - Percentage of samples with good EVT fit by scenario, benchmark and EVT
method, expressed in %, where T1 represents good GEV fit and T2 good GPD fit. A sample was considered to have a good fit
when at least one of its EVT models (GEV or GPD, via MLE or LM) showed visual suitability in the QQ plot, passed all the
statistical tests and produced a coherent pWCET estimation.

F01 F02 F03 F04 F05 F06 F07 F08

Group Benchmark T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2 T1 T2
01 Insertion Sort 0 0 - - - - - - 0 0 - - - - - -

Merge Sort 0 0 0 0 - - - - 0 0 - - - - - -
Quick Sort 0 0 - - - - - - 60 60 - - - - 0 0
Bubble Sort 0 0 - - - - - - 0 0 - - - - - -

02 Fibcall 0 0 - - - - - - 0 0 0 0 - - - -
Sqrt 40 40 - - - - - - - - - - - - 100 100
Fft1 0 0 - - - - - - 40 40 0 0 - - - -

03 Edn - - 0 0 - - - - - - - - - - 20 40
Matmult - - - - - - - - 0 0 - - - - 0 0

04 Binary Search 20 20 - - - - - - - - - - - - 20 20
Fibcall 0 0 - - - - - - 0 0 0 0 - - - -
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