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Abstract

Many deep generative models have been proposed to reconstruct pseudo-healthy images for anomaly
detection. Among these models, the variational autoencoder (VAE) has emerged as both simple and
efficient. While significant progress has been made in refining the VAE within the field of computer vision,
these advancements have not been extensively applied to medical imaging applications.

We present a benchmark that assesses the ability of multiple VAEs to reconstruct pseudo-healthy
neuroimages for anomaly detection in the context of dementia. We first propose a rigorous methodology
to define the optimal architecture of the vanilla VAE and select the best hyper-parameters of the VAE
variants. Relying on a simulation-based evaluation framework, we thoroughly assess the ability of 20 VAE
models to reconstruct pseudo-healthy images for the detection of dementia-related anomalies in 3D brain
FDG PET and compare their performance.

This benchmark demonstrated that the majority of the VAE models tested were able to reconstruct
images of good quality and generate healthy looking images from simulated images presenting anomalies.
Even if no model clearly outperformed all the others, the benchmark allowed identifying a few models
that perform slightly better than the vanilla VAE. It further showed that many VAE-based models can
generalize to the detection of anomalies of various intensities, shapes and locations in 3D brain FDG PET.

Keywords: Variational autoencoder, Unsupervised anomaly detection, Deep generative models, PET,
Alzheimer’s disease

1. Introduction

The synergy between innovations in imaging technologies, the growing volume of medical data, and
sophisticated machine learning algorithms have given rise to algorithms capable of performing complex
tasks such as anomaly detection for computer aided diagnosis [1]. A first approach consists in using
supervised learning algorithms to segment lesions. Whilst this approach performs well, it requires human
annotations which are costly in time and money, and leads to very specialized models. Another strategy
consists in using unsupervised algorithms in order to learn the distribution of healthy data and to detect
anomalies as deviations from this learned prior knowledge [2]. This is particularly useful as it does not
require annotated data, and should generalize to any type of anomalies, without having seen them before.

A prevailing approach in unsupervised anomaly detection (UAD) consists in using generative models
to reconstruct healthy looking images, or pseudo-healthy images [1, 2, 3]. The pseudo-healthy image
can then be compared with the real image to detect anomalies, and possibly further segment lesions.
The underlying assumption is that a model trained on images from subjects diagnosed as healthy should
generate images that do not contain pathology-specific features and look like a healthy image, even when
provided a pathological image as input.

Pseudo-healthy reconstruction approaches that have been developed for medical imaging often rely on
generative models such as variational autoencoders (VAEs) [4], generative adversarial networks (GANs) [5]
and more recently diffusion models [6]. Even though diffusion models have shown remarkable performance
for image generation, they do not easily scale to 3D images [7], mainly because of memory issues. On the

1Data used in preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
database (adni.loni.usc.edu). As such, the investigators within the ADNI contributed to the design and implementation
of ADNI and/or provided data but did not participate in analysis or writing of this report. A complete listing of ADNI
investigators can be found at: http://adni.loni.usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_
List.pdf.
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GAN side, after the foundational work of Schlegl et al., AnoGAN [8] and f-AnoGAN [9], only a few works
have been published. They either use cycle GANs [10] or combine GANs with autoencoders [11, 12]. On
the other hand, even though VAEs’ image generation quality is lower, they are easy to train, they scale
well to high-dimensional data, provide good interpretation capacity thanks to their regularized latent
space, and are able to handle small datasets. Many new VAE extensions have shown their efficacy in
the computer vision literature [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29], but only a
handful have been applied to medical imaging [3, 30, 31, 32, 33].

In 2021, Baur et al. [3] compared VAE-based approaches to the best GANs for unsupervised anomaly
segmentation in brain structural magnetic resonance imaging (MRI). It was conducted on models that had
already been employed for UAD in the medical imaging context such as Context VAE [34], Constrained
AAE [30], or AnoVAEGAN [35]. They showed that the vanilla VAE used for density-based restoration
[36] outperforms other models, including GAN approaches, at the cost of a longer inference time. They
compared the performance of their models using segmentation metrics such as the dice similarity coefficient
(DSC) and the area under profile curve ratio (AUPCR) computed between the residual (i.e. the difference
between the input and the reconstructed image) and the ground truth anomaly mask provided in the
datasets they used. This study focused on the segmentation of glioblastoma and multiple sclerosis lesions,
which consist in sharp and intense anomalies that are segmented in 2D slices extracted from MRI volumes.

In this work, we aim to apply UAD methods to identify metabolic changes associated with Alzheimer’s
disease and other dementias [37] that are visible in brain 18F-fluorodeoxyglucose (FDG) positron emission
tomography (PET) images. 18F-FDG PET images are 3D images that highlight the concentration of
administered FDG, a tracer used to localize hypometabolism in the case of neurodegeneration [38]. This
application is particularly interesting as deep learning methods for UAD have rarely been applied for the
diagnosis of dementia [31], whereas this approach could enable early diagnosis since changes visible in
neuroimaging can occur years before the onset of initial symptoms [39]. The metabolic abnormalities are
however subtle and difficult to detect as they are diffuse and of low intensity [40], contrary to glioblastoma
or white matter hyper-intensities usually studied on structural MRI [3, 10, 30, 34].

To continue the work of Baur et al. [3], we propose a benchmark of 20 VAE-based models focused on
the pseudo-healthy reconstruction of 3D FDG PET images in the context of dementia. We compare many
VAE-based models that have not been applied to medical image analysis yet, thanks to the benchmark of
Chadebec et al. [41]. In contrast to computer vision works, where datasets typically contain several tens
of thousands images, it will be interesting to examine the performance of such models when trained on a
relatively small dataset, comprising only a few hundred images, which is typical in medical imaging. Our
contributions are threefold:

1. first, we propose a rigorous method and provide the associated software tool that we used to define
the optimal architecture of the vanilla VAE and select the best hyper-parameters of the VAE variants
in the context of neuroimaging;

2. then, we put in application the evaluation framework introduced by Hassanaly et al. [42] to
thoroughly assess the ability of 20 VAE models to reconstruct pseudo-healthy images for the
detection of dementia-related anomalies in 3D brain FDG PET and compare their performance;

3. finally, we conclude on the best performing models, providing a state-of-the-art on the use of 3D
convolutional VAEs in such context.

A preliminary version of this work was published as a conference paper [43]. The present article extends
the previous work mainly with: (i) the addition of new VAE-based models; (ii) an extensive search of the
best encoder-decoder architecture and hyper-parameters for each model; (iii) the use of full resolution 3D
brain FDG PET; (iv) and an extensive evaluation of the different models.

2. Pseudo-healthy image reconstruction with variational autoencoders

2.1. Variational autoencoder framework
The VAE framework [4] assumes that a latent variable z is involved in the generation process of the

input data x: pθ(x) =
∫
z
p(z)pθ(x | z)dz where z ∼ pθ(z) is the prior distribution on the latent space and

pθ(x | z) is the generative model (or the decoder). To compute the appropriate z for each data input x of
the dataset, the posterior distribution pθ(z | x) needs to be modeled. Since it is untractable, the posterior
distribution is approximated using variational inference by introducing another model qϕ(z | x) such that
qϕ(z | x) ≈ pθ(z | x). qϕ(z | x) is the inference model (or encoder). Both the decoder and encoder are
parametric models whose parameters θ and ϕ are given by a neural network.
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The objective is to maximize the likelihood of pθ(x), which is equivalent to maximizing the evidence
lower bound, which defines the loss function Lθ,ϕ

log (pθ(x)) ≥ Lθ,ϕ(x) = Eqϕ(z|x)

[
log

(
pθ(x | z)

)]
−DKL

(
qϕ(z | x)∥pθ(z)

)
(1)

with DKL the Kullback-Leibler divergence.
The VAE is particularly suited for pseudo-healthy reconstruction. Let’s consider D a set of medical

images collected following a similar protocol. D contains healthy and pathological images and is the union
of two complementary subsets Dh and Dp. For instance, D could be a set of healthy FDG PET images
x ∈ D whose distribution is p(x). The goal of pseudo-healthy image reconstruction is to reconstruct
an FDG PET image of healthy appearance given an input x ∈ D. During the training process, an
approximation of the posterior distribution qϕ(z | x) is learned for x ∈ Dh as the model is trained using
only healthy subjects. In other words, the healthy image true distribution p(x) is approximated with the
learned parametric distribution pθ(x) such that pθ(x) ≈ p(x). During reconstruction, this approximate
posterior is used to estimate the latent variable z for x ∈ D (it can be from Dh or Dp), i.e., the images
(of healthy subjects or patients) are projected into that “healthy images” learned subspace. Then, the
decoder can generate healthy images from z.

2.2. Extensions to the variational autoencoder framework
Several contributions have been proposed to improve the VAE framework [41]. These contributions

can be divided into four categories that correspond to different objectives.
The aim of the first category of approaches is to improve the prior distribution p(z) by using a

variational mixture of posteriors as prior (VAMP) [27] or using a specific geometry in the latent space
such as hyperspherical VAE (SVAE) [17], by learning the prior on a discrete latent space with vector
quantized-VAE (VQVAE) [28], or by substituting the prior with a density estimation method using
regularization with a gradient penalty (RAE-GP) or an ℓ2 penalty on the decoder (RAE-ℓ2) [18].

Other methods aim to better estimate the lower bound by using importance weighting (IWAE) [13], by
using linear normalizing flows (VAE LinNF) [24], inverse autoregressive flows (VAE-IAF) [21] or Markov
chain Monte Carlo using Hamiltonian importance sampling (HVAE) [15] to better estimate the posterior.

Approaches in the third category encourage disentanglement of the features in the latent space by
adding a weight to balance the terms of the loss in Eq. 1 (β-VAE) [19], subsequently improved with a
better reconstruction capacity by progressively increasing the KL-divergence term (Disentangled β-VAE)
[14], by decomposing the loss to show a total correlation term (β-TC VAE) [16], or by encouraging the
distribution of the latent variable q(z) to be factorial (FactorVAE) [20].

Finally, other methods change the distance computed between the distributions by adding the mutual
information between x and z as regularization (InfoVAE) [29], using another divergence term in the loss
such as the maximum mean discrepancy in the Wasserstein autoencoder (WAE) [26] or a discriminator to
differentiate a prior’s sample from a posterior’s sample in the adversarial autoencoder (Adv. AE) [23],
or by changing the reconstruction metric for another similarity metric such as the multi-scale structural
similarity (MS-SSIM VAE) [25], or for the prediction of a discriminator on the output of the VAE
(VAEGAN) [22].

All of these models, described in more detail in Appendix D, perform well in computer vision, as
shown by Chadebec et al. [41] who compared 19 of them on classic computer vision datasets (MNIST,
CIFAR10 and CELEBA) on five tasks: image reconstruction, image generation, classification, clustering
and interpolation. In the proposed benchmark, they will be compared with the autoencoder (AE) and
VAE [4] in the context of medical imaging.

2.3. Selection and evaluation of the models
When evaluating unsupervised anomaly detection approaches, two aspects are usually assessed: their

ability to reconstruct images of high quality and their ability to detect anomalies. The first aspect can
only be fully assessed when reconstructing images of healthy subjects. Commonly used metrics are the
mean-squared error (MSE), the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM)
[44]. These paired metrics are computed between the input and reconstructed images [45]. To assess the
second aspect, most studies [3, 10, 12, 30, 34, 46, 47, 48, 49, 50, 51, 52, 53] rely on ground truth anomaly
masks, making such evaluation similar to that of supervised segmentation methods using metrics such as
the DSC or the AUPCR [3]. To go further, Xia et al. [10] defined two new metrics: an identity metric to
measure whether the image reconstructed corresponds to the same subject as the image given in input,
and a healthiness metric to measure whether the reconstructed image appears healthy. However, these
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metrics use the a priori information of the anomaly mask, which limits their application. In situations
when the ground truth anomaly mask is unavailable, the pseudo-healthy reconstructions can be evaluated
using a classifier trained to differentiate pathological and healthy images [40], or using an anomaly score
derived from the reconstruction error (supposed to be low for healthy images and high for pathological
images) [31, 52].

In our context, the detection of hypometabolism in brain FDG PET images, no ground truth anomaly
masks are usually available. We thus previously proposed a simulation framework [42, 54] that consists in
simulating the effect of a disease on images of healthy subjects by reducing the PET uptake within areas
of the brain associated with different dementias [40] defined using a mask M . After locally reducing the
intensity of the image by a certain percentage within M , a Gaussian smoothing is applied to generate a
realistic result and diffuse anomalies. This approach effectively replicates realistic regional hypometabolism
and provides pairs of diseased images with the original healthy scan that is used as the target ground truth
for the pseudo-healthy reconstruction. Hypometabolism can be simulated in different parts of the brain,
which allows assessing the models’ ability to generalize to anomalies caused by different dementia subtypes.
Furthermore, for a given dementia subtype, different severity degrees can be simulated by adjusting the
intensity reduction. This allows investigating the sensitivity of the UAD approaches to both subtle and
severe anomalies. All the details about the masks used and the simulation pipeline are in [42, 54].

In [42], we also proposed a metric, which relies on the simulation framework, to evaluate whether a
model is able to reconstruct images that are looking healthy. This healthiness score H is defined as

H =
µM

µM̄

, (2)

with µM the average uptake within the mask M used to simulate the anomaly and µM̄ the average uptake
of voxels in the brain excluding the mask M . The healthiness score compares the average uptake in the
region in which we simulate the disease and the other regions of the brain. It is supposed to be around 1
for images of healthy subjects, lower than 1 for simulated images and expected to be around 1 again for
the pseudo-healthy reconstructions.

As we consider that to accurately detect anomalies a model should reconstruct pseudo-healthy images
of high quality, we use the pairwise performance measures as a first step in our evaluation. We especially
rely on the SSIM, rather than the MSE or PSNR, as it is a perceptual metric that appears more informative
than a pixel-wise difference, and because it is a different metric than the optimization criterion, which is
MSE for all the models except for the MS-SSIM VAE [25]. In particular, the SSIM is used as selection
criterion when searching for the best hyper-parameters’ configurations and selecting the best trained
models, and is combined with the MSE when searching for the best encoder-decoder architecture. We use
the simulation framework with the healthiness metric in a second step to push further the evaluation of
the trained models being compared.

3. Materials

As in [42], FDG PET scans used in this study were obtained from the ADNI database [55, 56]. The
ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator Michael W.
Weiner, MD. The primary goal of ADNI has been to test whether serial MRI, PET, other biological
markers, and clinical and neuropsychological assessment can be combined to measure the progression of
mild cognitive impairment and early AD.

We selected FDG PET images co-registered, averaged and uniformized to a resolution of 8 mm full
width at half maximum to reduce the variability due to the use of different scanners. We only used PET
images for which a T1-weighted (T1w) MR image was available at the same session for preprocessing
purposes. The images were then processed using Clinica’s [57] pet-linear pipeline: they were registered
using a rigid transformation to the corresponding T1w MRI of the same session, and then affinely registered
to the MNI ICBM 2009c Nonlinear Symmetric template [58, 59] using the transformation computed
with the t1-linear pipeline. They were then normalized in intensity using the average PET uptake in
a region comprising cerebellum and pons, and cropped. In the end, the dimension of the PET scan is
169× 208× 179 with 1 mm isotropic voxels. To filter out potential PET images not well registered to the
MNI template, we used the quality control pipeline of ClinicaDL [60].

A total of 3511 FDG PET scans from 1600 participants were downloaded from the ADNI database.
This includes 554 cognitively normal (CN) subjects (1010 images) that we selected since UAD models are
trained only on images from healthy subjects. We know that physiological changes can appear several
years before the first clinical symptoms, so to ensure that images really correspond to a healthy brain, we
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kept only scans from subjects that are CN for at least three years after the session considered. All the
details about data selection are in Appendix A. Our final dataset comprises 739 images from 378 CN
subjects.

We split our dataset of 378 CN subjects into training and test sets at the subject’s level to avoid any
form of data leakage [61], stratifying by sex and age to reduce biases. Only baseline sessions were kept in
the test set to avoid biased results. The test set, comprising 60 CN subjects (60 images), is used to assess
whether the healthy images are reconstructed as healthy. We denote it as “Test CN”. We then performed
a six-fold cross-validation on the training data to estimate the variance due to data splitting [62]. 53
subjects (53 images) belong to the validation sets to monitor the training and 265 subjects (between
510 and 538 images depending on the fold) are used to train our models. The training split and test set
statistics are summarized in Table 1.

Table 1: Summary of participant demographics at baseline for the different training/validation splits and test sets considered.
Note that split s corresponds to using fold s from the 6-fold cross-validation as validation set and the other folds as training
set.

Set # subjects (%F) # images Avg age (± SD) Age range

Training /
validation

split 0
train 265 (52.8%) 536 74.9 ± 6.1 55.8, 95.0

validation 53 (41.5%) 53 72.8 ± 5.5 62.3, 85.3

split 1
train 265 (53.5%) 533 74.7 ± 6.1 55.8, 95.0

validation 53 (37.7%) 53 73.4 ± 5.6 59.9, 88.9

split 2
train 265 (49.8%) 537 74.6 ± 5.9 55.8, 95.0

validation 53 (56.6%) 53 74.4 ± 6.6 63.8, 93.6

split 3
train 265 (48.6%) 538 74.7 ± 6.0 55.8, 95.0

validation 53 (62.2%) 53 73.9 ± 6.2 61.2, 86.2

split 4
train 265 (49.1%) 511 75.0 ± 5.9 59.7, 95.0

validation 53 (60.4%) 53 72.4 ± 6.5 55.8, 84.7

split 5
train 265 (51.6%) 510 74.6 ± 5.9 55.8, 93.6

validation 53 (47.2%) 53 73.1 ± 6.6 59.7, 92.8

Test
CN test 60 (63.3%) 60 73.5 ± 6.6 59.8, 85.8
AD test 353 (41.1%) 353 75.3 ± 7.6 55.1, 90.3

We also use the 60 images from the CN test set to build new test sets by using our simulation method
[42]. We simulate AD with nine intensity levels from 5% to 70% hypometabolism and simulate five
dementia subtypes at 30% hypometabolism: AD, behavioral variant frontotemporal dementia (bvFTD),
logopenic variant primary progressive aphasia (lvPPA), semantic variant PPA (svPPA) and posterior
cortical atrophy (PCA), which results in a total of 14 simulated test sets. These test sets are denoted
using the dementia simulated and the hypometabolism intensity. For instance, “Test AD 30” corresponds
to images simulating AD with a 30% hypometabolism.

In addition to the images of CN subjects, the data downloaded from the ADNI dataset include FDG
PET images of AD patients. After applying the same data selection procedure as the one used for the CN
subjects (explained in Appendix A), we keep 353 images at baseline from 353 AD patients for testing
purposes.

4. Model selection

We aim to compare 20 AE and VAE-based models. For the comparison to be meaningful, we must
find the best architectures and parameters for each model. We decided to use the same encoder-decoder
architecture for all of the models as it would have been too long to find an optimal architecture for
each model, and as we believe it makes the comparison fairer. The architecture was obtained using a
random search on the vanilla VAE. We then attempted to find optimal hyper-parameters for each model
through either a random search or a grid search. Once the best parameters for each model were found,
we trained them on all the six splits of the cross-validation and we selected the best. The best trained
models were finally evaluated using the simulation framework and metric presented in Section 2.3. The
procedure is summarized in Figure 1. The random search and evaluation procedures are implemented in
ClinicaDL [60] while the VAE-based models are implemented in Pythae [41], which are both open-source
tools (clinicadl.readthedocs.io, pythae.readthedocs.io).
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Figure 1: Diagram summarizing the benchmark steps. We represent steps performed on training sets in purple (random
search and training), the selections on the validation sets are represented in blue and the final evaluation on test sets is in
green.

All of the models were trained for 200 epochs on a HPC with Nvidia Tesla V100 GPUs that have
32 GB of dedicated memory. The choice for the batch size and the learning rate will be discussed further
in this section. We used the same environment to train all of the models.

4.1. Selection of the encoder-decoder architecture
The training parameters and the encoder-decoder architecture were selected with a random search

for the vanilla VAE. We trained the models on a random selection of three splits as a trade-off between
reducing the variance due to data selection and the computational time required to train the models. We
then selected the models based on the average SSIM and MSE, computed within the full image field of
view, on the validation sets.
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(a) Encoder architecture with Be blocks and Se sub-blocks. Blocks and sub-blocks in dashed lines are optional.
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(b) Decoder architecture with Bd blocks and Sd sub-blocks. Blocks and sub-blocks in dashed lines are optional, and layers in dotted
lines are only included if last_conv = True.
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(c) Sub-block architecture. Left: convolutional sub-blocks. Right: residual sub-blocks. Black sub-blocks: image size is divided by 2
along each dimension by using 4x4x4 convolutions with stride 2 (layers in darker gray), used as the first sub-block of each encoder
block. Gray sub-blocks: image size remains the same by using 3x3x3 convolutions with stride 1 (layers in light gray). BN: batch
normalization, SiLU: swish activation function

Figure 2: Encoder-decoder modular architecture. The number of convolution kernels in each sub-block is indicated under
the sub-block (e.g. Ce).

We defined a modular architecture for the encoder and decoder which is shown in Figure 2. The
encoder (shown in Figure 2a) is composed of a number Be of blocks, each containing a number Se of
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Table 2: Hyper-parameters included in our encoder-decoder VAE architecture random search

Hyper-parameter Label Search space Selected
value

Number of encoder blocks Be {4, 5, 6} 5
Number of sub-blocks per encoder block Se {1, 2, 3} 1
Number of channels for the first encoder sub-block Ce {16, 32} 16
Number of decoder blocks Bd {4, 5, 6} 5
Number of decoder sub-blocks Sd {1, 2, 3} 1
Number of channels for the last decoder sub-block Cd {16, 32} 16
Latent space size {256, 512, 1024} 256
Learning rate {10−3, 10−4, 10−5} 10−4

Block type {conv, res} conv
Added convolution in last decoder block last_conv {True, False} False

sub-blocks. Similarly, the decoder is composed of a number Bd of blocks, each containing a number Sd of
sub-blocks (Figure 2b). For a chosen architecture, the sub-blocks can either all be convolutional or all be
residual (see Figure 2c). In both cases, the convolution layers are followed by a batch normalization and
we use a swish activation function as suggested in [63].

In the encoder, the number of channels is doubled by the first convolution in each block. At the
same time, the size of the image is divided by 2 along each dimension by using a 3D convolution with
kernel size (4, 4, 4), stride (2, 2, 2) and padding (1, 1, 1). The following sub-blocks are optional and their
convolution operations have kernel size (3, 3, 3), stride (1, 1, 1) and padding (1, 1, 1). In the decoder, the
last sub-block of each block is preceded by an upsampling layer, to be roughly symmetrical with the
encoder. Convolution operations in the decoder have kernel size (3, 3, 3), stride (1, 1, 1) and padding
(1, 1, 1). This architecture was inspired from ResNet models [64] and VGG models [65].

The parameters of this modular architecture (summarized in Table 2) are therefore the following: the
latent space size, the number of blocks in the encoder Be, the number of blocks in the decoder Bd, the
number of sub-blocks per encoder block Se, the number of sub-blocks per decoder blocks Sd, the number
of channels for the first encoder block Ce, the number of channels for the last decoder block Cd, and the
layer type (convolution or residual). We implement a random search to explore this parameter space, and
choose possible values for each parameter based on previous experiments, intermediate results (as we
launched the random search in successive batches) and intuition. We decided to set the batch size of the
data loader to 8. Even though this is a constraint for configurations that would require more memory,
this choice allows flexibility; in scenarios where certain VAE variants require more memory, we can reduce
the batch size while maintaining a reasonable number of images per batch (e.g., 6 or 4). Details of all the
parameters tested and their impact are discussed in Appendix B.

After comparing around 200 configurations, the encoder architecture selected is composed of five
blocks, each with one sub-block, each containing a convolutional layer, a batch normalization and a swish
activation function. These blocks are followed by a flatten and a fully connected layer. The latent space
has size 256. The decoder is symmetrical, it is composed of a fully connected layer followed by five
blocks, each with one sub-block, each composed of an upsampling layer, a convolutional layer, a batch
normalization and a swish activation. This model has 16 channels after the first encoder block and before
the last decoder block. This is shown in Figure 3 and detailed in Appendix C.

4.2. Selection of the models’ hyper-parameters
Once we found an encoder-decoder architecture that gave good performance, we used it for the AE

and 18 VAE variants presented in Section 2.2. However, all of these variants, except the SVAE [17],
have supplementary hyper-parameters that may have significant impact on the models’ performance. We
therefore searched for the best configuration of hyper-parameters for each model in the context of 3D
brain FDG PET reconstruction by launching either a random search (when we searched for more than one
hyper-parameter) or grid search (when there is only one hyper-parameter). Similarly to the architecture
search, we train each configuration on three splits. We then selected the best set of hyper-parameters for
each VAE-based model using the best average SSIM on the validation set as criterion.

As there were many models to optimize, we limited the number of random searches to N × 10 with N
the number of parameters to search. For instance, when there was only one hyper-parameter to tune, we
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Figure 3: Diagram of the selected VAE architecture

launched a grid search with maximum 10 different values for that parameter, if there were two parameters,
we trained a maximum of 20 models and so on. This may not be the fairest decision as it does not allow
exploring the same percentage of the parameter space depending on N (as it scales to the power N and
not linearly), but it accounts for the fact that a model with more parameters may be more tedious to tune.
Moreover, we carefully chose a range of values to test for each hyper-parameter of each model based on
the original implementation papers, our prior knowledge of the models, and the work done by Chadebec
et al. [41]. Note that some of the hyper-parameters were excluded from our search when an optimal value
was provided in the literature, which allowed reducing the number of configurations trained.

Following the vanilla VAE training, the different configurations were trained by default with a batch
size of 8 and a learning rate of 10−4 on 200 epochs. When some set of hyper-parameters led to memory
errors, we gradually reduced the batch size to 6, 4 or 2, and when they lead to errors in the computation
of the loss, we reduced the learning rate to 10−5. In spite of this, combinations leading to errors were
removed, further reducing the size of the hyper-parameter space.

The details relating to the different VAE-based models, their hyper-parameters, the random search, the
trained configurations and the results are provided in Appendix D. A summary is proposed in Table 3.

We report in Table 4 reconstruction metrics for the 18 VAE variants with the best configuration
of hyper-parameters that we tested. Out of all of the models, only three did not perform well on the
validation set (highlighted in gray): the VAMP [27] with an average SSIM of 0.702, the MS-SSIM VAE
[25] with an average SSIM of 0.472 and the SVAE with a very low average SSIM of 0.151. We found
it quite surprising that the MS-SSIM VAE [25] performed so poorly in terms of average SSIM since it
optimizes a perceptual metric related to the SSIM, namely the multi-scale SSIM. These results could
potentially be explained by the fact that the MS-SSIM computation in 3D is very costly, meaning that the
only kernel size that allowed training in a reasonable amount of time was 2, potentially leading to a poor
estimation of the metric, especially since the kernel size suggested in the MS-SSIM original implementation
is 11 [66]. In the end, only three models with three different combinations of parameters were trained
successfully, possibly explaining why we did not find a configuration giving acceptable reconstruction.
Finally, the SVAE did not train with a high dimensional latent space (hundred and above) due to the
computation of the Bessel function in the loss. Since this model does not have any hyper-parameter to
tune, we decided to launch a grid search to find the best latent space size (within the set {8, 16, 32}). The
reduction of the latent space size may explain why the reconstruction is not satisfying, as we know that
low latent dimensions lead to poorer reconstructions. Moreover, the SVAE seems to be better suited for
hyperspherical data distributions, which is not the case in our application. For the following experiments,
we decided not to consider the VAMP [27], MS-SSIM VAE [25] and SVAE [17].

4.3. Selection of the best trained models
Once the best parameters were selected through the random search, all 17 models (AE, VAE and the

15 remaining VAE-based models) were trained on the six splits of the cross-validation. We kept the same
training parameters as for the random search: the models were trained on 200 epochs with a learning
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Table 3: Summary of the hyper-parameters optimized and selected thanks to the random search for each VAE variant. The
hyper-parameters are detailed in Appendix D.

Models Hyper-parameters Search space Selected value

Adv. AE [23] adv. loss scale {0.001, 0.01, 0.05, 0.1, 0.25,
0.5, 0.75, 0.9, 0.95, 0.99} 0.9

β-TC VAE [16]
β {0.001, 0.005, 0.01, 0.05, 0.1, 1, 2, 5, 10} 2
α {1, 3} 1
γ {1, 3} 1

β-VAE [19] β
{0.001, 0.005, 0.01, 0.05,
0.1, 0.5, 2, 5, 10, 100} 10

Dis. β-VAE [14]
β {0.01, 0.1, 1, 5, 10} 10
C {5, 25, 50} 50
warm-up epochs {100, 1000} 1000

FactorVAE [20] γ {2, 5, 10, 15, 20, 30, 40, 50, 100, 200} 40

HVAE [15]
n lf {1, 2, 10, 15, 20} 10
eps lf {0.00001, 0.0001, 0.001, 0.01} 0.00001

β0
{0.0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, 1.0} 0.8

InfoVAE [29]

kernel choice {rbf, imq} rbf
α {0.0, 0.2, 0.4, 0.6, 0.8, 1.0} 1
λ {0.01, 0.1, 1, 10, 100} 0.1
kernel bandwidth {0.01, 0.1, 0.5, 1, 5, 10, 100} 0.1

IWAE [13] n samples {2, 3, 4, 5, 6, 8, 10, 12, 15, 20} 6

MS-SSIM VAE [25]
β {0.01, 0.1, 1, 10, 100} -
window size {2, 3, 5, 11} -

RAE-ℓ2
[18] embedding weight {0.00001, 0.0001, 0.001, 0.01, 0.1, 1} 0.0001

reg. weight {0.00001, 0.0001, 0.001, 0.01, 0.1, 1} 1

RAE-GP [18]
embedding weight {0.00001, 0.0001, 0.001, 0.01, 0.1, 1} 0.01
reg. weight {0.00001, 0.0001, 0.001, 0.01, 0.1, 1} 0.0001

SVAE [17] latent space size {8, 16, 32} -

VAEGAN [22]
adv. loss scale {0.3, 0.5, 0.7, 0.9} 0.5
reconstruction layer {1, 2, 3, 4} 1

VAE-IAF [21]
n made blocks {2, 4, 6, 8} 4
n hidden in made {2, 3, 4, 5} 4
hidden size {64, 128, 256} 128

VAE LinNF [24] flows {10P, 10R, 5P, 5R, 5P5R, 5R5P,
5PR, 5RP, 2PR, 2RP} 10R

VAMP [27]
number components {10, 20, 30, 40, 50} -
linear scheduling steps {0, 20, 40} -

VQVAE [28] quantization loss factor {0.25, 0.5, 0.75, 0.9, 1, 1.5, 2, 4} 2
n embeddings {128, 256, 512, 1024} 512

WAE [26]
kernel choice {rbf, imq} rbf
reg. weight {0.01, 0.1, 0.5, 1, 5, 10, 100} 0.1
kernel bandwidth {0.01, 0.1, 0.5, 1, 5, 10, 100} 5

9
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Table 4: Reconstruction metrics obtained for the best configuration of each VAE variant on the validation sets (mean ± std
computed over the three splits randomly selected)

Models SSIM ↑ MSE (×10−3) ↓ PSNR ↑
β-TC VAE [16] 0.870± 0.002 1.901± 0.123 27.41± 0.27

β-VAE [19] 0.868± 0.003 1.995± 0.067 27.17± 0.14

Dis. β-VAE [14] 0.874± 0.006 2.004± 0.153 27.18± 0.30

FactorVAE [20] 0.876± 0.003 1.895± 0.084 27.47± 0.14

HVAE [15] 0.873± 0.007 1.862± 0.068 27.48± 0.14

InfoVAE [29] 0.877± 0.006 1.813± 0.075 27.63± 0.13

IWAE [13] 0.865± 0.007 2.087± 0.146 27.02± 0.24

MS-SSIM VAE [25] 0.472± 0.034 70.174± 5.660 11.61± 0.36

RAE-GP [18] 0.880± 0.006 1.715± 0.105 27.84± 0.26

RAE-ℓ2 [18] 0.884± 0.005 1.815± 0.049 27.61± 0.11

SVAE [17] 0.151± 0.001 632.694± 5.106 1.99± 0.03

VAEGAN [22] 0.860± 0.013 2.241± 0.193 26.64± 0.38

VAE-IAF [21] 0.823± 0.005 2.272± 0.057 26.65± 0.08

VAE LinNF [24] 0.871± 0.001 1.855± 0.125 27.54± 0.21

VAMP [27] 0.702± 0.097 5.581± 0.874 22.73± 0.72

VQVAE [28] 0.881± 0.003 1.805± 0.032 27.62± 0.07

WAE [26] 0.881± 0.005 1.862± 0.075 27.54± 0.08

rate of 10−4 and a batch size of 8. There were a few exceptions: the VAE-IAF [21] was trained with a
learning rate of 10−5 to avoid errors during training. The RAE-GP [18] was trained with a batch size of 6,
the VAEGAN [22] with a batch size of 4 and the IWAE [13] with a batch size of 2 because of the high
memory usage of these models.

We then selected the best fold for each model using the average SSIM on the validation sets. The
performance of all 17 models on the six splits are presented in Appendix E, with the best split of each
model highlighted in bold. We can notice that the splits 2 and 3 are over-represented among the selected
models. This can be explained by the fact that the cross-validation is not stratified and the distributions
of age and sex between training and validation sets for split 2 and 3 are more similar than for the other
splits (Table 1).

5. Results obtained for the best models on the test sets

Once all the models with a correct reconstruction were trained and the best model was selected (optimal
set of parameters among those tested and best split), we could evaluate each model using the procedure
defined in Section 2.3. Pseudo-healthy images were reconstructed for each of the 15 test sets (the test
set with the images of healthy subjects and the 14 test sets with simulated images) in order to measure
the performance of the models both qualitatively by visualizing the pseudo-healthy reconstructions, and
quantitatively by computing the reconstruction metrics and the healthiness score.

5.1. Quantitative evaluation of the pseudo-healthy reconstructions from images of control subjects
We first assessed whether the different models could correctly reconstruct images of healthy subjects

from the test set by computing the SSIM, MSE and PSNR between the input and the pseudo-healthy
reconstruction. Results are reported in Table 5. We observe that the reconstruction metrics of all but
two models are in the same order of magnitude, with an SSIM on average between 0.873 (VAE [4]) and
0.887 (RAE-GP [18]), an MSE on average between 1.6× 10−3 for the RAE-GP [18] and 1.859× 10−3 for
the IWAE [13], and a PSNR on average between 26.7 (VAEGAN [22]) and 28.1 (RAE-GP [18]). This
shows that the RAE-GP [18] has the best reconstruction capacity. On the other hand, the VAEGAN [22]
and the VAE-IAF [21] perform the worst, with respectively an average SSIM of 0.866 and 0.837, and an
average MSE of 2.195× 10−3 and 2.099× 10−3, which is even worse than the vanilla VAE and the AE.
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Table 5: Reconstruction metrics obtained for images from Test CN (mean ± std computed over images from the test set)

Models SSIM ↑ MSE (×10−3) ↓ PSNR ↑
AE 0.882± 0.026 1.649± 0.613 28.00± 1.10

Adv. AE [23] 0.882± 0.028 1.707± 0.610 27.83± 1.06

β-TC VAE [16] 0.878± 0.025 1.720± 0.565 27.79± 1.05

β-VAE [19] 0.876± 0.027 1.846± 0.638 27.49± 1.04

Dis. β-VAE [14] 0.880± 0.023 1.841± 0.634 27.50± 1.06

FactorVAE [20] 0.879± 0.026 1.651± 0.584 27.98± 1.06

HVAE [15] 0.882± 0.024 1.809± 0.635 27.59± 1.09

INFOVAE [29] 0.883± 0.024 1.704± 0.594 27.84± 1.04

IWAE [13] 0.876± 0.026 1.859± 0.564 27.44± 1.03

RAE-GP [18] 0.887± 0.023 1.605± 0.671 28.14± 1.13

RAE-ℓ2 [18] 0.882± 0.024 1.631± 0.531 28.02± 1.02

VAE [4] 0.873± 0.028 1.736± 0.566 27.75± 1.02

VAEGAN [22] 0.866± 0.027 2.195± 0.641 26.72± 1.04

VAE-IAF [21] 0.837± 0.027 2.099± 0.720 26.92± 1.00

VAE LinNF [24] 0.881± 0.023 1.807± 0.610 27.58± 1.05

VQVAE [28] 0.884± 0.026 1.649± 0.593 27.99± 1.10

WAE [26] 0.883± 0.026 1.651± 0.618 27.99± 1.10

5.2. Quantitative evaluation of the pseudo-healthy reconstructions from images with simulated dementia
The first evaluation step with simulated data is to compute reconstruction metrics between the

pseudo-healthy reconstructions obtained from these simulated data and the ground truth images used to
simulate hypometabolic images, which are the targets. These results are reported in Table 6. For all the
models, the reconstructions are slightly worse than for images reconstructed from the ground truth itself
(Table 5) with an average SSIM between 0.854 (VAEGAN [22]) and 0.878 (RAE-GP [18]), an average
MSE between 1.997× 10−3 for the RAE-ℓ2 [18] and 2.650× 10−3 for the VAEGAN [22], and an average
PSNR between 25.88 (VAEGAN [22]) and 27.12 (RAE-ℓ2 [18]). The only exception is the VAE-IAF [21]
for which the SSIM increases from 0.837 on average to 0.842. However the reconstruction metrics are still
quite high, meaning that the reconstructions from simulated hypometabolic images are similar to their
target.

5.3. Qualitative evaluation of the pseudo-healthy reconstructions
Examples of pseudo-healthy reconstructions obtained from the original image of a control subject

and images with simulated dementia are displayed in Figure 4. We first observe that all the models
are able to reconstruct the input image of a healthy subject. We can recognize the shape of the brain,
the areas with high metabolism (gray matter) and the others with a lower metabolism (white matter,
ventricles). The VAE-IAF [21] reconstruction has an artifact in the precuneus, which appears as a spherical
hypermetabolism. This probably explains why the average SSIM is lower for the VAE-IAF [21] than
for other models. We can also see that the VAEGAN [22] tends to reconstruct the image with a higher
average intensity as shown by the fact that the difference map is mostly negative (meaning that the
reconstruction’s voxel values are superior to the input’s voxel values).

When reconstructing images with different degrees of simulated AD, we observe that all the models
are able to reconstruct images that are visibly healthy by correcting the hypometabolism simulated. On
the difference maps, we can recognize the mask used for the simulation as an anomaly, meaning that
the model is able to reconstruct pseudo-healthy images. From this qualitative analysis, the models that
seem to perform the best in terms of anomaly detection are the VAE-IAF [21] (excluding the fact that it
reconstructs an artifact), the β-VAE [19], the disentangled β-VAE [14] and the HVAE [15], at least for
images with low (AD 15) and medium (AD 30) severity. It is indeed possible to better distinguish the
abnormal area in both hemispheres on the difference maps and the reconstruction errors do not hide the
anomaly.

Additional examples of pseudo-healthy reconstructions obtained for different subjects and different
simulated dementias are displayed in Appendix F.
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Figure 4: Examples of reconstructions obtained with the different VAE variants from the original image of a cognitively
normal subject (images of the first column, Test CN) and from the same subject with AD simulated at different intensity
degrees (AD 15, AD 30, AD 50 and AD 70). The first row shows the input image in odd columns and the mask of
the simulated disease in even columns when the input is a simulated image. All the other rows are the pseudo-healthy
reconstructions of the models in odd columns and the difference between the pseudo-healthy reconstruction and the input in
even columns. 12
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Table 6: Reconstruction metrics obtained between pseudo-healthy reconstructions obtained from the simulated images of
Test AD 30 and the ground truth images (mean ± std computed over images from the test set)

Models SSIM ↑ MSE (×10−3) ↓ PSNR ↑
AE 0.876± 0.025 2.067± 0.643 26.99± 1.03

Adv. AE [23] 0.878± 0.027 2.021± 0.620 27.07± 0.99

β-TC VAE [16] 0.871± 0.024 2.094± 0.605 26.92± 1.02

β-VAE [19] 0.873± 0.026 2.107± 0.678 26.90± 1.00

Dis. β-VAE [14] 0.874± 0.023 2.158± 0.667 26.80± 1.02

FactorVAE [20] 0.873± 0.024 2.157± 0.603 26.78± 0.94

HVAE [15] 0.876± 0.023 2.071± 0.646 26.98± 1.04

INFOVAE [29] 0.878± 0.022 2.044± 0.595 27.02± 0.97

IWAE [13] 0.864± 0.027 2.265± 0.571 26.55± 0.91

RAE-GP [18] 0.878± 0.022 2.118± 0.690 26.88± 0.99

RAE-ℓ2 [18] 0.877± 0.023 1.997± 0.564 27.12± 0.99

VAE [4] 0.870± 0.027 2.075± 0.589 26.95± 0.95

VAEGAN [22] 0.854± 0.027 2.650± 0.662 25.88± 0.97

VAE-IAF [21] 0.842± 0.025 2.322± 0.735 26.47± 0.97

VAE LinNF [24] 0.876± 0.022 2.179± 0.614 26.74± 0.97

VQVAE [28] 0.878± 0.025 2.089± 0.596 26.92± 0.97

WAE [26] 0.877± 0.025 2.087± 0.650 26.95± 1.04

5.4. Quantitative evaluation with the healthiness metric
After qualitatively analyzing the pseudo-healthy reconstructions, we computed the healthiness score

defined in Section 2.3 for the different simulated test sets.
Figure 5 displays the distribution of the healthiness score for the ground truth (i.e., the images of

healthy subjects), the images simulating AD with 30% hypometabolism (AD 30) and the reconstructions
obtained for the different models from the AD 30 images. As expected, the healthiness of the ground truth
is between 1.0 and 1.08, and it drops to between 0.83 and 0.90 when simulating AD with a hypometabolism
intensity of 30%. Studying the healthiness of the pseudo-healthy reconstruction for each model, we first
observe that all the models are able to reconstruct images that are healthier than the simulated input as
the healthiness of the reconstructions (around 1) is superior to the healthiness of the simulated images
they were reconstructed from (around 0.87). We can observe that three models seem to perform slightly
better than the others, namely the β-VAE [19], the disentangled β-VAE [14] and the VAE-IAF [21] with a
healthiness between 0.97 and 1.04 for the first two and 0.96 and 1.03 for the third. On the other hand,
the VAEGAN [22] appears to be the model with the worst performance (with a healthiness between 0.93
and 1.0), followed by the FactorVAE [20] and the RAE-GP [18] (which have a healthiness score between
0.94 and 1.01).

These results are consistent with the qualitative analysis, as we observed that the β-VAE [19],
disentangled β-VAE [14] and VAE-IAF [21] seemed to better highlight the simulated anomalies, while the
VAEGAN’s [22] poor reconstructions tended to hide the anomalies.

We also analyzed the impact of the severity of the simulated disease on the healthiness metric. Figure 6
displays the evolution of the healthiness for all the models with increasing severity of simulated AD from
5% to 70%. We notice that all the models reconstruct images that are decreasingly healthy according
to this metric when increasing the severity of the simulated disease. As in the previous experiment, the
β-VAE [19] and disentangled β-VAE perform the best for high hypometabolism, followed by the VAE-IAF
[21]. The VAEGAN [22] and RAE-GP [18] have the worst performance. However, the healthiness of the
reconstruction remains above the one of simulated data, which means that all the models can reconstruct
pseudo-healthy images.

Figure 7 displays for various dementia subtypes (PCA, bvFTD, lvPPA, svPPA and nfvPPA simulated
at 30%) the distribution of the healthiness computed for the ground truth, the simulated images and the
images reconstructed with all the models. All the models have very similar performance with a healthiness
between 0.95 and 1 when simulating PCA, between 0.9 and 1.1 for bvFTD, between 0.96 and 1.6 for
lvPPA, between 0.68 and 0.87 for svPPA, and between 1.0 and 1.1 for nfvPPA. As for AD, the VAEGAN’s
[22] performance is slightly lower than that of the other models, and the β-VAE [19] and disentangled
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Figure 5: Ridgeline plot showing the distribution of the healthiness metric for images from Test AD 30. The first row
corresponds to the healthiness of the ground truth, the second row to the healthiness of the images simulating AD with 30%
hypometabolism used as input, and the remaining rows to the healthiness of the pseudo-healthy reconstructions obtained
with the VAE models.

β-VAE [14] seem to perform slightly better than the average. We notice that the healthiness of the ground
truth, derived from the images of CN subjects, depend on the simulated dementia, given the different
masks used for computation. For example, in the case of svPPA, the ground truth’s healthiness tends to
be lower than that of AD (falling between 0.67 and 0.92). This difference comes from the mask’s location
in the temporal pole for svPPA, where FDG uptake is naturally lower even in healthy images, in contrast
to other regions [67].

To push further the comparison of the models, we jointly analyzed their performance in terms of
reconstruction accuracy and healthiness. Figure 8 displays a joint density plot of the SSIM and healthiness
metric computed for pseudo-healthy reconstructions obtained from images simulating AD at 30% of
hypometabolism. We carefully selected four models that we compare to the VAE: the VAEGAN [22] that
performs worse than most models, both in terms of reconstruction accuracy and healthiness, the RAE-GP
[18] that has a good reconstruction but a low healthiness performance, the VAE-IAF [21] that has the
worst reconstruction accuracy and but a good healthiness, and finally the β-VAE [19] that has both good
reconstruction and healthiness performance. This analysis confirms that, among the selected models, the
β-VAE is the one that performs the best, and the VAEGAN is the one performing the worst.

5.5. Qualitative analysis of the pseudo-healthy reconstructions obtained from real AD patients
Even though no ground truth is available, it is important to analyze the behavior of the VAE models

on data from real patients, here with AD. Figure 9 displays examples of pseudo-healthy reconstructions
obtained from the image of an AD patient. This patient presents a typical hypometabolism in the parietal
and temporal lobes, which is detected by all the models. However, we also observe for all the models what
appears as hypermetabolism in the frontal lobe, which is not typical of AD and probably results from
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Figure 6: Healthiness metric depending on the severity of the anomalies simulated. The healthiness of the ground truth, which
is constant, is displayed as reference. The healthiness of the images simulating AD rapidly drops with the hypometabolism
increasing from 5% to 70%. The other curves correspond to the healthiness of the reconstructions obtained with the VAE
models. Each dot represents the mean value of the healthiness and the error bar represents the standard deviation.

reconstruction inaccuracies as this tendency was also visible for the CN subject displayed in Figure 4,
better seen in Figure F.11.

6. Discussion

This benchmark assessed the ability of 20 VAE models to reconstruct pseudo-healthy 3D brain FDG
PET images for anomaly detection. We first searched for the best encoder-decoder architecture for the
vanilla VAE. We then optimized the hyper-parameters of all the VAE-based models. After discarding
the models with low reconstruction performance, we trained the 17 remaining ones on all the splits of
the cross-validation to the select the best split for each model. Finally, we compared the trained models
using conventional reconstruction metrics, as well as the simulation framework [42, 54] paired with the
healthiness metric [42] we previously proposed.

6.1. Model selection
We performed an extensive random search to define the optimal encoder-decoder architecture for the

vanilla VAE. 200 models were trained for a total of approximately 5000 GPU hours. The architecture we
obtained is similar to what we could implement following examples and guidelines found in the literature
with the objective to obtain a small model that allows fitting 3D high resolution images in the GPU
memory: the encoder and decoder are symmetric, they are composed of five blocks, each containing only
one 3D convolution layer, a batch normalization and a swish activation [63]. This architecture is for
instance very similar to the one we tested in our previous work [42]. Having a small encoder and decoder
proves especially advantageous in this benchmark for models with heightened memory-requirements, like
the VAEGAN [22] (due to its extra discriminator network), the IWAE [13] (since it uses several samples
from the latent space), and the VAE-IAF [21] (since it has extra layers for the auto-regressive flows
in the latent space). This architecture was used for all the VAE-based models. Whilst optimizing the
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Figure 7: Distribution of the healthiness metric depending on the dementia simulated at 30% hypometabolism: PCA,
bvFTD, lvPPA, svPPA and nfvPPA. Each boxplot displays the median, the lower and upper quartiles and the minimum and
maximum of the healthiness. The first box (top row) shows the healthiness of the ground truth, the second one the healthiness
of the simulated images used as input and the remaining ones the healthiness of the pseudo-healthy reconstructions obtained
with the VAE models.

architecture for the vanilla VAE may give this model an advantage, it was not conceivable for us, given
our computational resources, to optimize the encoder-decoder architecture separately for all of the models.

To optimize the hyper-parameters of each VAE variant, 324 models were trained for a total of
approximately 18,000 hours of GPU use. At this stage we removed three models from the study, as they
led to poor reconstructions in comparison with the others: the SVAE [17], the MS-SSIM VAE [25] and
the VAMP [27]. For each remaining model, it was possible to find a set of hyper-parameters that led to
good reconstruction performance.

After training the models with the selected hyper-parameters on the six splits of the cross-validation,
we selected the best split for each of them. We observed that splits 2 and 3 gave the best results for
13 models out of 17 (Table E.28). This can be explained by the fact that the cross-validation was not
stratified and so the validation set may not be representative of the training population for some of
the splits (Table 1). This may have biased the selection of the hyper-parameters since some models
were not trained on splits 2 and 3 when randomly selecting three folds out of six, which may result in
underestimated performance for these configurations. However, it would have been too long to train
all the configurations on all the splits; and we appraise that we still found a satisfying combination of
parameters with respect to the reconstruction metrics, even though it may not be the best one.

All the selection steps were based on the validation sets , potentially leading to over-fitting on these
validation sets. Performing a 6-fold cross-validation and randomly selecting the splits reduced this risk.

6.2. Model evaluation
To evaluate the different models, we applied the evaluation procedure presented in [42]. This eval-

uation consists in two main steps: first measuring the reconstruction performance of the models using
reconstruction metrics for images of healthy subjects, and then using simulated data in order to evaluate
the ability of the models to reconstruct pseudo-healthy images (i.e. whether the reconstructions appear
healthy).

In terms of reconstruction metrics, for the images of healthy subjects (Table 5), all the trained models
led to similar performance, with the nine best models having an average SSIM above 0.88, seven models
having an average SSIM between 0.86 and 0.88, and only one having an average SSIM below 0.86. All the
models were able to reconstruct realistic brain images as shown in Figure 4. Many models performed better
than the vanilla VAE according to both the MSE and the SSIM, but not substantially. The reconstruction
metrics computed between the reconstructions obtained from simulated images and the ground truth
(Table 6) show that the reconstructed images are quite similar to their healthy target (i.e., the original
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Figure 8: Joint density plot of the healthiness metric (x axis) and SSIM (y axis) computed for pseudo-healthy reconstructions
obtained from images from Test AD 30. A good model should appear on the top right part of the graph (high SSIM and
healthiness close to 1).

images used to simulate hypometabolic images), indicating that the reconstruction capacity of the models
is not affected when using images with anomalies as input.

In terms of healthiness, on images simulating AD, it appears that the β-VAE [19], the disentangled
β-VAE [14] and the VAE-IAF [21] performed better than the other VAEs, whereas the VAEGAN [22]
and the RAE-GP [18] gave the worst results (Figure 5). Interestingly, the healthiness distribution of the
ground truth images is multi-modal, and so is logically the distribution of simulated images. This is also
the case of the healthiness distributions of the reconstruction for most of the models, especially for the
FactorVAE [20] and the VQVAE [28] for which we can properly recognize the shape of the distribution.
However, the reconstructions of the two best performing models, the β-VAE [19] and the disentangled
β-VAE [14], have a uni-modal healthiness distribution, potentially explaining why they are not the best
performing models in terms of reconstruction metrics. This may be explained by the fact that, in both
cases, we set β = 10 (≫ 1), giving more weight to the KL term than the reconstruction term in the loss.

As illustrated in Figure 7, most of the models were able to reconstruct images of healthy appearance
also for dementia subtypes different from AD. As for AD, the best performing models were the β-VAE
[19] and the disentangled β-VAE [14]. The VAE LinNF [24] and the HVAE [15] also seem to have a higher
healthiness than the other models. On the other hand, the VAEGAN [22], the RAE-GP [18] and the
FactorVAE [20] were the models with the lowest performance. We could further see that the healthiness
metric was not optimal for all the dementia subtypes. For instance, for PCA and svPPA, the healthiness of
simulated images was not substantially different from that of the ground truth. Nevertheless, we observed
that the healthiness of the reconstruction was close to that of the ground truth and higher than that of
simulated data, which is sufficient to assess the healthiness of reconstructed images.

In general, we observed that all the models were able to reconstruct images with a healthiness
substantially above the healthiness of simulated images, regardless of the kind of simulated anomalies,
and almost equal to the healthiness of the ground truth, indicating that the reconstructions are indeed
healthy looking.

To push further the model comparison, we jointly analyzed reconstruction and healthiness metrics
(Figure 8). The RAE-GP [18] was the model with the best reconstruction, but was ranked among the worst
in terms of healthiness. Even though the reconstructions look healthy when compared to the simulated
input, it means that the RAE-GP [18] did not learn the healthy image distribution as well as other models,
but rather learned to reconstruct the input as is. On the contrary, the VAE-IAF [21] was the model
with the worst reconstruction, but was among the best in terms of healthiness. This can be explained by
the presence of a reconstruction artifact that impacts the reconstruction score. The β-VAE [19] was the
best model in terms of healthiness and was average in terms of reconstruction, and the VAEGAN [22]
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Figure 9: Example of reconstructions obtained from the different VAE variants on an AD patient (on axial, coronal and
sagital slices). The first row shows the input image in odd columns. The rows below are the pseudo-healthy reconstruction
of the models in odd columns, and the difference between the pseudo-healthy reconstruction and the input in even columns.
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under-performed both in terms of reconstruction and healthiness.
A surprising result highlighted by the benchmark is that the simple AE performed well in comparison

with more complex models, especially according to the healthiness for simulated data. Although it was
expected that this model would be able to reconstruct images of healthy subjects, there was no certainty
that the AE would be able to reconstruct healthy looking images from simulated images, especially when
simulating severe hypometabolism (50% and more). It would be interesting to assess the performance of
this model when given real images from AD patients.

In our previous study [43], we compared a subset of the models that we present here on down-sampled
3D brain FDG PET. Another major difference with the present work is that we had trained the models
with default hyper-parameters’ values. We observe that some of the models that performed poorly in
this previous study, such as the VAEGAN [22] and the VAE LinNF [24], performed much better after
searching for optimal hyper-parameters, whereas the VAMP [27] and the MS-SSIM VAE [25] still perform
poorly even after hyper-parameters tuning. Even though not surprising, this highlights the benefit and
need of optimizing each model, even though this step does not guarantee reaching good performance.

6.3. Limitations and perspectives
The main limitation of our work is the absence of ground truth masks for the anomalies we aim to

detect. However, this benchmark proved the utility of the simulation-based evaluation framework we
previously proposed [42, 54], which allowed evaluating the pseudo-healthy images reconstructed by the
models using pairs of abnormal and healthy images for the same subjects, for different dementia subtypes
and severity degrees. The evaluation framework also introduced the healthiness metric that automatically
quantifies whether a reconstruction is pseudo-healthy. This framework is a first evaluation step that does
not require the involvement of a clinician: it would indeed be impossible to ask a clinician to rate the
reconstructions of 20 different models. However, a limitation is that we do not really evaluate how well
each model is able to detect anomalies using these pseudo-healthy reconstructions. A solution would be
to use the anomaly score proposed in [42] or abnormality maps using Z-scores [67]. A comprehensive
evaluation would ultimately require using real images with real anomalies and having the results reviewed
by clinicians.

The current evaluation is limited to the quality of the reconstructions and their degree of healthiness,
and does not directly assess how well each model learned the healthy distribution. An interesting work
would be to compare the latent distributions of the trained models to assess whether the posterior learned
by the different models is the same for images from healthy and diseased subjects. This could be done
using the simulation framework [42] and comparing the latent representations of both the original and
simulated images. It would help us to understand the performance difference between the various VAEs,
and may give us some ideas to improve them.

The models were compared on a single modality, FDG PET. It would be further interesting to test
these models on structural MRI, which have different characteristics such as sharp structures. This would
also allow us to compare the performance of these VAE variants with other approaches in the literature,
as many have been developed to detect lesions in structural MRI. Similarly, it would be interesting to
include other VAE models that performed well in computer vision such as Hierarchical VAEs [63], or
compare VAEs to other generative models such as GANs and diffusion models.

6.4. Reproducibility
In order to make this study as reproducible as possible [68, 69], we tried to follow the guidelines of the

MICCAI reproducibility checklist 2:

• the publicly available dataset and final cohort we work with is mainly described in Section 3 with
details of the preprocessing and data selection steps presented in Appendix A. We provide a
summary of participant demographics for the train, validation and test splits in Table 1;

• the architecture choices for the VAE and the impact of those choices are detailed in Section 4.1 and
Appendix B;

• the VAE variants are described in Appendix D with the range of hyper-parameters considered for
each of them;

2https://miccai2021.org/files/downloads/MICCAI2021-Reproducibility-Checklist.pdf
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• the training protocol and the method to tune and select hyper-parameters are described in Section 4.2
and Appendix D;

• we also provide a clear definition of the specific evaluation metrics and statistics used to report
results in Section 2.3.

Moreover, most of the code that we used is available in ClinicaDL [60], an open-source software that is
developed to enable reproducible deep learning studies in neuroimaging. Pipelines are available to perform
the following steps:

• selecting subjects from a neuroimaging dataset,

• rigorously separating data into independent training and testing sets,

• rigorously splitting the training set using a cross-validation,

• launching random searches to optimize architecture and hyper-parameters,

• easily training VAE-based models on neuroimages,

• constructing new test sets by generating simulated data using the method described in [42],

• reconstructing pseudo-healthy images from trained models for the tests sets and computing the
reconstruction metrics used in evaluation.

All the VAE-based models are implemented in Pythae [41], an open-source Python library that aims
at unifying the implementation of VAE-based models, and facilitating benchmarks. Moreover, all the
preprocessing pipelines are available in Clinica [57], an open-source software for reproducible processing of
neuroimaging datasets. Clinica has been used to:

• curate and organize the ADNI dataset following a community standard, namely the brain imaging
data structure (BIDS) [70],

• perform linear registration and intensity normalization of the FDG PET scans (pet-linear pipeline).

Finally, all the code for random searches, model training and evaluation is available in the following
repository: https://github.com/ravih18/UAD_VAE_benchmark. This repository includes dependencies
and software versions used.

7. Conclusion

In summary, we presented a benchmark of twenty VAE-based models for the unsupervised detection
of dementia related anomalies in 3D brain FDG PET. The aim was to introduce the use of recent VAE
variants with medical imaging data of high dimension and compare their performance. We proposed a
random search method to find the optimal architecture for the vanilla VAE, as well as a random search
method to tune the hyper-parameters of the implemented models.

We observed that 17 of the 20 models had a good reconstruction quality. Using our previously proposed
evaluation framework [42], we showed that the 17 models were able to reconstruct pseudo-healthy images
when fed with simulated abnormal images. By simulating AD with varying intensity and dementia other
than AD, we also showed that these models were able to generalize to anomalies of different shapes,
localizations and intensities. If no model clearly outperformed the others, the β-VAE [19] and disentangled
β-VAE [14] slightly outperformed the other models, while remaining easy to tune and not being noticeably
computationally costly.

Even if it is recognized that VAEs generate blurry images, all these experiments showed that most of
the models were able to reconstruct good quality pseudo-healthy 3D FDG PET. The VAE variants showed
similar performance and did not systematically outperform the vanilla VAE (or even the simple AE).

Finally, we can conclude that most VAEs are well suited for pseudo-healthy reconstruction of brain
FDG PET images.
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Appendix A. Data selection

The ADNI database comprises at least 3511 FDG PET scans from 1600 participants. This includes
1010 images of 554 cognitively normal (CN) subjects.To ensure that images really correspond to a healthy
brain, as we know that physiological changes can appear several years before the first clinical symptoms,
we kept only scans from subjects that are CN for at least three years after the session considered. We
discarded 78 subjects (129 images) for whom diagnosis progresses to AD, 72 subjects (72 images) for
whom there is a unique session (which is not enough to assess the reliability of the CN label) and 21
subjects (49 images) for whom there are multiple conversions or regressions. We finally kept 383 stable
CN subjects (760 images).

The ADNI database also includes 560 AD patients (791 images). We removed 2 patients (2 images)
with unstable AD diagnosis, 3 patients (3 images) of regressive AD, 189 patients (189 images) for whom
there is a unique session, and 4 subjects that were already in the training set. We kept the 362 baseline
sessions of the remaining AD patients for testing purposes and discarded all the other images.

In addition, we ran quality control and discarded in total 30 images [60]: 18 images from CN subjects
and 9 images from AD patients after t1-linear quality control, and 3 images from CN subjects after
pet-linear quality control. In the end, we have 378 CN subjects (739 images) and 353 AD patients (353
images).

Appendix B. Details of the encoder-decoder architecture selection procedure

In previous works [42, 54], we set the latent space size to 128 as a trade-off between performance
and resources but observed that a larger latent space would lead to better reconstructions. We therefore
decided to try sizes from the set {256, 512, 1024}. For choosing the number of blocks for the encoder and
decoder, Be and Bd, we initially tried the integer range from 3 to 7. This parameter influences the size of
the last feature map before the fully connected layer, and therefore the number of parameters in that layer.
We noticed that having an encoder with 3 blocks leads to a very large number of parameters in the fully
connected layer (around 750,000 if Ce = 16 or double if we double Ce ), whereas an encoder with 7 blocks
would lead to very small feature maps (1 × 1 × 1). We therefore reduced the range, and chose values
between 4 and 6. We kept the number of sub-blocks in the encoder and decoder Se and Sd relatively small
to restrain the number of parameters of our model whilst still testing deep architectures. We chose the
number of channels Ce and Cd based on previous experiments and decided to set it to either 16 or 32. We
also added the possibility to add a convolution layer in our last decoder block (shown by dotted lines in
Figure 2). We also included the learning rate and the optimizer as parameters in our random search. We
first performed experiments where the learning rate was chosen from {10−5, 10−4, 10−3}, but setting it
to 10−3 led to errors in the computation of the loss so we pursued our search with only 10−5 and 10−4

as options. The optimizer could be either Adam or Adamax, following the suggestions from [63]. The
parameters included in our random search are summarized in Table 2.

After attempting to train 200 models, a pattern emerged and we could select and test an additional
architecture following our intuition. These results are summarized in Table B.7 and Table B.8. Certain
parameters, such as the learning rate, the latent space size, and the number of channels Ce and Cd were
easy to choose as a clear relation with the reconstruction metrics could be observed, allowing us to choose
to set the learning rate to 10−4, the latent space size to 256 and De = Cd = 16. We particularly struggled
to train models with residual sub-blocks due to memory constraints, and those that were able to train
did not give very good results so we focused our efforts on models with convolutional sub-blocks. The
optimizer did not seem to make a large difference so we chose Adam. For the remaining parameters, we
observed that there was no need for a very deep architecture (or large number of sub-blocks within blocks),
whereas a large number of blocks was beneficial in terms of memory as it induced a smaller number of
parameters before the fully connected layer. After analyzing these results and noticing these patterns, we
decided to test an extra model which we designed to be symmetrical (for the sake of simplicity) and as
light as possible in terms of memory (128 MB instead of 286 MB), as we knew that some of the models
that we would train later with this architecture are much more memory greedy. We selected random
splits by drawing 3 cards from a deck of 6 cards to train our model and found that this model performed
similarly to the best performing models from our random search (equivalent SSIM and best MSE). We
therefore decided to select this architecture as it was simpler (because symmetrical) and smaller in terms
of memory and number of parameters.
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Table B.7: Results of the random search on the VAE architecture: ranking according to the SSIM of the 10 best configurations
(mean ± std over the three folds randomly selected). The selected configuration is highlighted in gray.

Id block
type Ce Be Se

latent
size Bd Sd Cd

last
conv

learning
rate SSIM ↑ MSE ↓

1 conv 16 5 2 256 5 2 16 True 0.0001 0.866± 0.006 2.158± 0.043
2 conv 16 5 2 256 4 3 32 False 0.0001 0.864± 0.008 2.221± 0.111
3 conv 16 5 3 1024 4 3 16 False 0.0001 0.861± 0.017 2.202± 0.082
4 conv 32 5 1 256 5 1 32 False 0.00001 0.861± 0.004 2.081± 0.021
5 conv 32 5 1 512 5 2 32 False 0.0001 0.857± 0.001 2.153± 0.056
6 conv 16 5 1 256 5 1 16 False 0.0001 0.856± 0.004 1.919± 0.088
7 conv 32 5 3 512 5 1 16 True 0.0001 0.852± 0.002 2.138± 0.101
8 conv 32 5 1 512 4 1 32 True 0.0001 0.851± 0.006 2.303± 0.187
9 conv 16 5 2 1024 4 1 16 True 0.0001 0.850± 0.007 2.572± 0.145
10 conv 16 5 2 1024 5 1 16 True 0.0001 0.840± 0.024 2.014± 0.083

Table B.8: Results of the random search on the VAE architecture: ranking according to the MSE of the 10 best configurations
(mean ± std over the three folds randomly selected). The selected configuration is highlighted in gray. The Id corresponds
to the rank of the model when sorting them according to the SSIM (Table B.7).

Id block
type Ce Be Se

latent
size Bd Sd Cd

last
conv

learning
rate SSIM ↑ MSE ↓

6 conv 16 5 1 256 5 1 16 False 0.0001 0.856± 0.004 1.919± 0.088
10 conv 16 5 2 1024 5 1 16 True 0.0001 0.840± 0.024 2.014± 0.083
14 conv 32 5 1 1024 4 3 16 False 0.00001 0.826± 0.013 2.062± 0.065
4 conv 32 5 1 256 5 1 32 False 0.00001 0.861± 0.004 2.081± 0.021
11 conv 16 5 1 256 4 1 32 True 0.0001 0.800± 0.049 2.081± 0.107
13 conv 32 6 1 256 6 2 32 False 0.00001 0.832± 0.009 2.091± 0.113
12 conv 16 5 3 512 4 2 16 True 0.0001 0.818± 0.032 2.111± 0.069
7 conv 32 5 3 512 5 1 16 True 0.0001 0.853± 0.002 2.128± 0.101
5 conv 32 5 1 512 5 2 32 False 0.0001 0.857± 0.001 2.153± 0.056
1 conv 16 5 2 256 5 2 16 True 0.0001 0.866± 0.006 2.158± 0.043
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Appendix C. Detailed description of the final encoder-decoder architecture

Table C.9: Summary of the layer parameters in the final VAE architecture

Layer Input shape Output shape Kernel Stride Padding BN Activation

E
nc

od
er

Conv3D (1, 169, 208, 179) (16, 84, 104, 89) (4, 4, 4) (2, 2, 2) (1, 1, 1) True SiLU
Conv3D (16, 84, 104, 89) (32, 42, 52, 44) (4, 4, 4) (2, 2, 2) (1, 1, 1) True SiLU
Conv3D (32, 42, 52, 44) (64, 21, 26, 22) (4, 4, 4) (2, 2, 2) (1, 1, 1) True SiLU
Conv3D (64, 21, 26, 22) (128, 10, 13, 11) (4, 4, 4) (2, 2, 2) (1, 1, 1) True SiLU
Conv3D (128, 10, 13, 11) (256, 5, 6, 5) (4, 4, 4) (2, 2, 2) (1, 1, 1) True SiLU
Flatten (256, 5, 6, 5) (38400) - - - - -
FC × 2 (38400) (256) × 2 - - - False SiLU

D
ec

od
er

FC (256) (38400) - - - False ReLU
Unflatten (38400) (256, 5, 6, 5) - - - - -
Upsample (256, 5, 6, 5) (256, 10, 13, 11) - - - - -
Conv3D (256, 10, 13, 11) (128, 10, 13, 11) (3, 3, 3) (1, 1, 1) (1, 1, 1) True SiLU
Upsample (128, 10, 13, 11) (128, 21, 26, 22) - - - - -
Conv3D (128, 21, 26, 22) (64, 21, 26, 22) (3, 3, 3) (1, 1, 1) (1, 1, 1) True SiLU
Upsample (64, 21, 26, 22) (64, 42, 52, 44) - - - - -
Conv3D (64, 42, 52, 44) (32, 42, 52, 44) (3, 3, 3) (1, 1, 1) (1, 1, 1) True SiLU
Upsample (32, 42, 52, 44) (32, 84, 104, 89) - - - - -
Conv3D (32, 84, 104, 89) (16, 84, 104, 89) (3, 3, 3) (1, 1, 1) (1, 1, 1) True SiLU
Upsample (16, 84, 104, 89) (16, 169, 208, 179) - - - - -
Conv3D (16, 169, 208, 179) (1, 169, 208, 179) (3, 3, 3) (1, 1, 1) (1, 1, 1) False Sigmoid

BN: batch normalization, FC: fully connected, SiLU: swish activation function

Appendix D. Description of the VAE variants and of their hyper-parameter selection
procedure

This section describes all the VAE variants. Hyper-parameters were chosen following implementations
and recommendations from the original papers and the benchmark previously done by Chadebec et al.
[41]. The results of the random searches are reported for each of the models. For each model, we selected
the configuration with the best average SSIM on the validation folds.

Appendix D.1. Adversarial Autoencoder
The adversarial autoencoder [23] is a probabilistic autoencoder model that uses the GAN framework

to perform variational inference in the latent space. It uses a discriminator network to differentiate a
prior’s sample from a posterior’s sample as a form of regularization. Its objective and training are quite
similar to that of a VAE

LAdv. AE = Ez∼qϕ(z|x) [log pθ(x|z)] + αLGAN ,

where
LGAN = Ez̃∼pz(z) [log(1−D(z̃)] + Ex∼pθ

[
Ez∼qϕ(z|x)[logD(z)]

]
.

We set the discriminator to be the same as in [41], that is, a multilayer perceptron with a single hidden
layer with 256 units and ReLU activation. We performed a grid search of 10 configurations for

α ∈ {0.001, 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95, 0.99} .

The results are reported in Table D.10.
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Table D.10: Results of the random search on the hyper-parameters of the Adv. AE: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

adversarial
loss scale SSIM ↑ MSE (×10−3) ↓

0.9 0.873± 0.005 1.770± 0.083
0.01 0.872± 0.003 1.771± 0.144
0.1 0.869± 0.005 1.846± 0.115
0.5 0.869± 0.015 1.811± 0.094

0.75 0.869± 0.006 1.784± 0.142
0.25 0.866± 0.002 1.841± 0.155
0.99 0.865± 0.014 1.863± 0.094
0.05 0.863± 0.009 1.779± 0.103

0.001 0.863± 0.007 1.860± 0.075
0.95 0.856± 0.001 1.814± 0.118

Appendix D.2. β-TC VAE
The β-TCVAE, or Total Correlation VAE [16], is an extension of the β-VAE [19], which aims at further

isolating sources of disentanglement by rewriting the ELBO in the following way:

Lβ-TCVAE = Ez∼qϕ(z|x) [log pθ(x|z)]− Lreg ,

where

Lreg = αDKL [qϕ(z, x)||qϕ(z)pθ(x)] + βDKL

qϕ(z)||∏
j

qϕ(zj)

+ γ
∑
j

DKL [qϕ(zj)||pz(zj)] .

The regularization term is therefore the sum of the mutual information between x and z, the total
correlation, which models the dependence between dimensions of the latent vector, and the dimension-wise
KL divergence, which prevents each dimension of the latent variable from diverging too far from its prior.

Following the authors’ suggestion, we set α = γ = 1 for most of the models and performed a
grid search for parameter β ∈ {0.001, 0.005, 0.01, 0.05, 0.1, 1, 2, 5, 10}. We also tried the configurations
(β, α, γ) = (1, 1, 3) and (β, α, γ) = (1, 3, 1), which made a total of 12 configurations. The results are
reported in Table D.11.

Table D.11: Results of the random search on the hyper-parameters of the β-TC VAE: ranking according to the SSIM of the
10 best configurations (mean ± std over the three folds randomly selected).

β α γ SSIM ↑ MSE (×10−3) ↓
2 1 1 0.870± 0.002 1.901± 0.123

0.05 1 1 0.866± 0.002 1.953± 0.082
1 1 3 0.866± 0.003 1.993± 0.077
5 1 1 0.864± 0.004 1.923± 0.072

0.005 1 1 0.864± 0.009 1.871± 0.113
0.001 1 1 0.863± 0.005 1.903± 0.138

1 3 1 0.862± 0.010 1.810± 0.034
10 1 1 0.862± 0.008 1.969± 0.095

0.01 1 1 0.860± 0.010 1.917± 0.096
0.1 1 1 0.855± 0.010 1.864± 0.100

Appendix D.3. β-VAE
The β-VAE [19] was introduced to encourage the disentanglement of features in the latent space by

adding a weight β in front of the KL term to adjust the balance between reconstruction and regularization.
The objective is:

Lβ-VAE = Ez∼qϕ(z|x) [log pθ(x|z)]− βDKL [qϕ(z|x)||pz(z)] ,

where setting β > 1 leads to stronger disentanglement whereas using a smaller β can favor better
reconstruction abilities.

We performed a grid search of 10 configurations for β ∈ {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 2, 5, 10, 100}.
The results are reported in Table D.12.
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Table D.12: Results of the random search on the hyper-parameters of the β-VAE: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

β SSIM ↑ MSE (×10−3) ↓
10 0.868± 0.003 1.995± 0.067

0.005 0.868± 0.006 1.785± 0.142
0.01 0.867± 0.006 1.755± 0.122

0.001 0.866± 0.005 1.825± 0.072
0.05 0.866± 0.008 1.859± 0.090

2 0.863± 0.009 1.9± 0.072
0.1 0.863± 0.011 1.894± 0.103
0.5 0.858± 0.011 1.835± 0.117

5 0.856± 0.011 1.969± 0.095
100 0.816± 0.008 3.716± 0.292

Appendix D.4. Disentangled β-VAE
The disentangled β-VAE[14] introduces a way to progressively increase the latent encoding capacity to

improve the reconstruction accuracy in comparison with the β-VAE [19]. The objective becomes

Ldisentangled β-VAE = Lrec − β|DKL(qϕ(z|x)||p(z))− C| ,

with C the value of the KL divergence term we would like to approach.
We performed a random search on the three parameters: β ∈ {10−2, 10−1, 1, 5, 10}, C ∈ {5, 25, 50} and

the number of epochs (warm-up epochs) during which the KL divergence in the ELBO will increase from 0
to C, which can be 100 or 1000. We trained a total of 20 configurations (out of 60 possible combinations),
and the results of the random search are given in the Table D.13.

Table D.13: Results of the random search on the hyper-parameters of the Dis. β-VAE: ranking according to the SSIM of the
10 best configurations (mean ± std over the three folds randomly selected).

β C warm-up
epoch SSIM ↑ MSE (×10−3) ↓

10 50 1000 0.874± 0.006 2.004± 0.153
0.1 25 1000 0.873± 0.002 1.821± 0.056

1 50 100 0.873± 0.007 1.852± 0.092
0.01 5 1000 0.871± 0.004 1.755± 0.055
0.1 50 100 0.871± 0.009 1.869± 0.073

0.01 25 1000 0.870± 0.003 1.753± 0.074
10 5 1000 0.870± 0.003 2.053± 0.110
0.1 5 1000 0.869± 0.014 1.815± 0.036

1 5 100 0.869± 0.008 1.879± 0.064
5 25 1000 0.867± 0.002 2.009± 0.068

Appendix D.5. Factor VAE
Kim et al [20] proposed a new metric for disentanglement that encourages the latent representation to

be factorial, and independent across each dimension of the latent space. The loss function is the following:

LFactorV AE = LV AE − γDKL(qϕ(z)||q̄ϕ(z))) ,

with q̄ϕ(z) :=
∏d

j=1 qϕ(zj) for a model with a latent space of dimension d.
We performed a grid search of 10 configurations to find the optimal γ ∈ {2, 5, 10, 15, 20, 30, 40, 50, 100, 200}.

The results are reported in Table D.14.
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Table D.14: Results of the random search on the hyper-parameters of the FactorVAE: ranking according to the SSIM of the
10 best configurations (mean ± std over the three folds randomly selected).

γ SSIM ↑ MSE (×10−3) ↓
40 0.876± 0.003 1.895± 0.084

100 0.875± 0.007 1.827± 0.092
15 0.874± 0.004 1.872± 0.048
20 0.869± 0.010 1.875± 0.090
50 0.866± 0.011 1.850± 0.070

200 0.864± 0.008 1.820± 0.032
10 0.864± 0.011 1.859± 0.086
30 0.864± 0.020 1.805± 0.096
5 0.862± 0.019 1.890± 0.075
2 0.852± 0.016 1.901± 0.081

Appendix D.6. Hamiltonian VAE
Caterini et al. introduced a new method to obtain a low variance unbiased estimation of the ELBO

using Markov chain Monte Carlo with Hamiltonian importance sampling [71] and by proposing a method
to select optimal reverse kernels, building the Hamiltonian VAE [15] with the following loss:

LHVAE = Ez0∼q0θ,ϕ(.,.)

[
log pθ(x, zK)− 1

2
ρTKρK − log q0θ,ϕ(z0)

]
+

l

2

where (z0, ρ0) = Hθ,ϕ(z0, γ0/
√
β0), H is the Hamiltonian importance sampling [71], β0 is the inverse

temperature and γ0 ∼ N (·|0, I).
There are three hyper-parameters that we randomly searched for: the number of step in the leapfrog

nlf ∈ {1, 2, 10, 15, 20}, the leapfrog step size ϵlf ∈ {10−5, 10−4, 10−3, 10−2} and β0 ∈ {0.0, 0.1, 0.2, 0.3, 0.4,
0.5, 0.6, 0.7, 0.8, 0.9, 1.0} the tempering factor in the Hamiltonian Monte Carlo Sampler. We trained 20
configurations out of 220 possible combinations. The results are reported in Table D.15. Note that some
configurations were really long to train, sometimes exceeding the time limit of the HPC used to train the
models.

Table D.15: Results of the random search on the hyper-parameters of the HVAE: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

nlf ϵlf β0 SSIM ↑ MSE (×10−3) ↓
10 0.00001 0.8 0.873± 0.007 1.862± 0.068
2 0.00001 0.7 0.870± 0.002 1.905± 0.079
2 0.001 0.2 0.870± 0.004 1.847± 0.082
1 0.001 0.5 0.869± 0.008 1.853± 0.101

15 0.00001 0.2 0.868± 0.009 1.854± 0.075
1 0.001 0.7 0.865± 0.004 1.890± 0.102
2 0.01 1 0.865± 0.005 1.911± 0.066

15 0.001 0.4 0.865± 0.008 1.805± 0.024
15 0.001 0.1 0.864± 0.009 1.908± 0.084
10 0.0001 0.9 0.863± 0.003 1.882± 0.104

Appendix D.7. Info VAE MMD
To improve both the generative model and the amortized inference distribution, Zhao et al. [29]

proposed to add the mutual information between z and x in the objective function of the VAE. To be
optimized, the loss is rewritten as follows:

LInfoV AE = EpD(x)Eqϕ(z|x)[log pθ(x|z)]− (1− α)EpD(x)DKL(qϕ(z|x)||p(z))− (α+ λ− 1)D(qϕ(z)||p(z))

with D the maximum mean discrepancy (MMD).
We performed a random search of the following parameters: α ∈ {0.0, 0.2, 0.4, 0.6, 0.8, 1.0}, λ ∈

{0.01, 0.1, 1, 10, 100}, the choice of the kernel for the MMD ∈ {rbf, imq} (rbf: radial basis function,
imq: inverse multi-quadratic) and the kernel bandwidth ∈ {0.01, 0.1, 0.5, 1, 5, 10, 100}. We trained 30
configurations out of 420 possible combinations. The results are reported in Table D.16.
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Table D.16: Results of the random search on the hyper-parameters of the InfoVAE: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

kernel
choice α λ

kernel
bandwidth SSIM ↑ MSE (×10−3) ↓

rbf 1 0.1 0.1 0.877± 0.006 1.813± 0.075
rbf 0.4 1 0.5 0.875± 0.006 1.804± 0.052
rbf 1 0.1 0.5 0.874± 0.003 1.770± 0.077
rbf 0.00001 100 1 0.873± 0.002 1.852± 0.095
rbf 0.00001 10 0.5 0.873± 0.004 1.846± 0.094

imq 0.4 100 0.1 0.872± 0.008 1.866± 0.045
imq 1 10 1 0.872± 0.006 1.830± 0.068
rbf 0.6 0.01 5 0.871± 0.007 1.832± 0.088
rbf 1 100 0.01 0.870± 0.004 1.768± 0.079

imq 0.2 0.01 0.01 0.870± 0.005 1.830± 0.107

Appendix D.8. IWAE
Instead of relying on a single sample for estimating the posterior, the IWAE [13] utilizes importance

weights during the sampling process in the latent space on multiple samples (Monte Carlo estimator),
assigning higher weights to more probable samples. This provides a new ELBO that becomes tighter
when the number of samples increases. The loss is the following:

LIWAE = Ez1,...,zk∼qϕ(z|x)

[
log

1

k

k∑
i=1

pθ(x, zi)

qϕ(zi|x)

]

with k ∈ {2, 3, 4, 5, 6, 8, 10, 12, 15, 20} the number of samples to use in the Monte Carlo estimator.
When k grows, the IWAE becomes very memory greedy and time consuming during training, especially

with 3D images. We had to reduce the batch size to 2, and, in spite of this, the model would crash because
of memory when setting k > 6. The results are reported in Table D.16.

Table D.17: Results of the random search on the hyper-parameters of the IWAE: ranking according to the SSIM of the 3
best configurations (mean ± std over the three folds randomly selected).

number of
samples SSIM ↑ MSE (×10−3) ↓

6 0.865± 0.007 2.087± 0.146
3 0.861± 0.002 2.048± 0.064
4 0.854± 0.013 2.178± 0.201

Appendix D.9. MS-SSIM VAE
Snell et al. [25] proposed an extension of the VAE, called the expected loss VAE, where the pixel-wise

reconstruction loss can be replaced by any deterministic reconstruction loss. For this, the probabilistic
decoder pθ is replaced by a deterministic equivalent fθ so that the reconstruction x̂ of x given z ∼ qϕ(z|x)
is given by x̂ = fθ(x) and the reconstruction loss is given by ∆(x, x̂). The objective becomes

LEL-VAE = Eqϕ(z|x) [∆(x, x̂)]− βDKL [qϕ(z|x)||pz(z)] .

Following the authors’ suggestion we use the MS-SSIM, or multi-scale structural similarity, as our
reconstruction loss.

We performed a random search on β and the window size used in the computations of the MS-SSIM,
where β is sampled from {0.01, 0.1, 1, 10, 100} and the window size is sampled from {2, 3, 5, 11}. We
trained 10 configurations out of 20 possible combinations. The results are reported in Table D.18.

The training time was too long for configurations with a window size different from 2, explaining why
Table D.18 contains only five configuration with a window size of 2.
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Table D.18: Results of the random search on the hyper-parameters of the MS-SSIM VAE: ranking according to the SSIM of
the 5 best configurations (mean ± std over the three folds randomly selected).

β
window

size SSIM ↑ MSE (×10−3) ↓

100 2 0.472± 0.034 70.174± 5.660
1 2 0.453± 0.050 75.443± 11.098
1 2 0.448± 0.018 74.110± 1.158
1 2 0.445± 0.050 76.354± 8.802

0.01 2 0.393± 0.039 84.579± 7.183

Appendix D.10. Regularized auto-encoder
Ghosh et al. [18] claimed that the probabilistic sampling in VAE is equivalent to a noise injection

to the decoder, acting as a stochastic regularization of the latent space. The authors proposed a new
approach that consists in replacing the random noise injection by a deterministic regularization in the
decoder. The training objective becomes

LRAE = ∥x− x̂∥22 + β.LRAE
Z + λ.LREG ,

with LREG the regularization term for the decoder and LRAE
Z = 1/2∥z∥22 a constraint on the latent space.

The authors suggested two different regularizations for the decoder:

• the first option is a L2 norm on the weights of the decoder LREG = ∥θ∥22, giving the RAE-ℓ2 model;

• another choice is to apply a gradient penalty on the discriminator LREG = ∥∇Dθ(Eϕ(x))∥22, giving
the RAE-GP model.

We performed a random search on both λ and β, that are both sampled from {10−5, 10−4, 10−3, 10−2, 10−1, 1}.
We trained 20 configurations for both the RAE-ℓ2 and the RAE-GP out of 36 possible combinations for
each model. The results are respectively reported in Tables D.19 and D.20.

Table D.19: Results of the random search on the hyper-parameters of the RAE-ℓ2: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

embedding
weight

reg
weight SSIM ↑ MSE (×10−3) ↓

0.0001 1 0.884± 0.005 1.815± 0.049
0.0001 0.001 0.883± 0.002 1.765± 0.070
0.0001 1 0.879± 0.008 1.848± 0.059
0.0001 0.01 0.879± 0.009 1.857± 0.064

0.00001 0.01 0.879± 0.007 1.868± 0.055
0.1 0.001 0.878± 0.007 1.814± 0.052

0.00001 0.01 0.878± 0.006 1.785± 0.076
0.1 0.0001 0.878± 0.007 1.853± 0.077

0.00001 0.1 0.878± 0.007 1.783± 0.107
0.00001 0.01 0.877± 0.005 1.831± 0.121
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Table D.20: Results of the random search on the hyper-parameters of the RAE-GP: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

embedding
weight

reg
weight SSIM ↑ MSE (×10−3) ↓

0.01 0.0001 0.880± 0.006 1.715± 0.105
0.0001 0.0001 0.877± 0.008 1.744± 0.056

0.1 0.00001 0.877± 0.009 1.820± 0.093
1 0.001 0.867± 0.003 1.756± 0.063

0.1 0.01 0.861± 0.011 1.828± 0.031
0.1 0.1 0.845± 0.012 1.750± 0.107

0.0001 0.1 0.842± 0.010 1.769± 0.079
0.1 0.1 0.839± 0.008 1.799± 0.101

0.00001 1 0.825± 0.013 1.906± 0.135
0.1 1 0.808± 0.004 1.924± 0.145

Appendix D.11. Hyperspherical VAE
The hyperspherical VAE [17] uses a von Mises-Fisher (vMF) distribution as prior leading to a

hyperspherical latent space. This model has the advantage of not having additional hyper-parameters
compared to a standard VAE but only works with a small latent space as large values lead to errors
when computing the modified Bessel function involved in the probability density function of the vMF
distribution. Therefore, we performed a grid search on three different smaller latent space sizes: 8, 16, 32.
The results are reported in Table D.21.

Table D.21: Results of the random search on the hyper-parameters of the SVAE: ranking according to the SSIM of the 3
best configurations (mean ± std over the three folds randomly selected).

latent space
size SSIM ↑ MSE (×10−3) ↓

16 0.151± 0.001 632.694± 5.106
32 0.150± 0.002 640.791± 4.328
8 0.083± 0.028 189.998± 68.394

Appendix D.12. VAE-GAN
In the VAE-GAN [22], a discriminator is trained on the output of a VAE to enhance the VAE’s

reconstruction abilities. The idea is to use the learned feature representations from intermediate layers of
the GAN discriminator as a basis for the VAE reconstruction objective, assuming that the discriminator
can capture high-level structures relevant to the data distribution. Overall, this allows replacing voxel-wise
similarity between input and output by feature-wise similarity. For z ∼ pz(z) and x̂ ∼ Dθ(z), the objective
is given by

LVAE-GAN = Ez∼qϕ(z|x) [logN (Dl(x)|Dl(x̂), I)]−DKL [qϕ(z|x)||pz(z)]− log

(
D(x)

1−D(Dθ(z))

)
,

where D denotes the discriminator, Dl the hidden representation of the l-th layer of the discriminator,
and Dθ the decoder. We also added a hyper-parameter α to the decoder’s loss, such that high values of α
encourage better reconstruction with respect to the features learned at the layer l of the discriminator.

We set the discriminator to be a neural network with 4 convolutions and 2 fully connected layers, with
batch normalization and ReLU activation. We set the margin to 0.4 and the equilibrium to 0.68 as in the
original paper. We performed a random search for α ∈ {0.3, 0.5, 0.7, 0.9} and l ∈ {1, 2, 3, 4}. This model
is particularly long to train and, due to memory constraints, we reduced the batch size to 4 instead of 8
for these models. We trained 10 different configurations out of 16 possible combinations. The results are
reported in Table D.22. We note that there is a strong correlation between the chosen reconstruction
layer in the decoder and the quality of the reconstruction.
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Table D.22: Results of the random search on the hyper-parameters of the VAEGAN: ranking according to the SSIM of the
10 best configurations (mean ± std over the three folds randomly selected).

adversarial
loss scale

reconstruction
layer SSIM ↑ MSE (×10−3) ↓

0.5 1 0.860± 0.013 2.241± 0.193
0.1 1 0.851± 0.015 2.671± 0.090
0.1 1 0.849± 0.006 2.547± 0.356
0.3 2 0.799± 0.050 3.705± 0.559
0.3 2 0.780± 0.101 3.968± 0.642
0.9 3 0.714± 0.148 9.727± 4.423
0.7 3 0.692± 0.101 9.832± 1.185
0.8 3 0.572± 0.061 10.336± 5.712
0.9 4 0.560± 0.113 24.463± 6.516

Appendix D.13. VAE with inverse auto-regressive flows
The VAE with inverse auto-regressive flows [21] incorporates a series of inverse auto-regressive flows

in the encoder, enhancing the flexibility of the learned posterior distribution, and scaling well to high-
dimensional latent spaces. We use masked autoencoder for distribution estimation (MADE) [72] as
normalizing flow, as suggested in [21] and implemented in Pythae [41].

We performed a random search on the following parameters: the number of MADE blocks ∈
{2, 3, 4, 5, 6, 8}, the number of hidden layers in the MADE blocks ∈ {2, 3, 4, 5} and the size of the
hidden layers ∈ {64, 128, 256}. We trained 30 different configurations out of 72 possible combinations.
However, we noticed that the performance was really poor when the number of MADE blocks was odd,
reducing the possible values for this parameter to even numbers. The results are reported in Table D.23.

Table D.23: Results of the random search on the hyper-parameters of the VAE-IAF: ranking according to the SSIM of the
10 best configurations (mean ± std over the three folds randomly selected).

n MADE
blocks

n hidden
in MADE

hidden
size SSIM ↑ MSE (×10−3) ↓

4 4 128 0.823± 0.005 2.272± 0.057
4 5 256 0.823± 0.008 2.248± 0.063
2 5 256 0.823± 0.007 2.220± 0.071
8 4 128 0.822± 0.005 2.282± 0.092
6 5 128 0.820± 0.004 2.259± 0.148
6 5 64 0.820± 0.003 2.403± 0.107
4 3 128 0.819± 0.008 2.260± 0.055
4 2 64 0.818± 0.015 2.331± 0.133
4 5 64 0.817± 0.006 2.359± 0.114
8 5 64 0.816± 0.005 2.546± 0.028

Appendix D.14. VAE with linear normalizing flows
The VAE with linear normalizing flows [24] enables a better approximation of the posterior distribution

qϕ(z|x) using a series of linear normalizing flows, which are invertible transformations. To get the
latent vector zK , z0 is sampled from qϕ(z|x) and passes through K linear normalizing flows fk such that
zK = fK ◦ ... ◦ f2 ◦ f1(z0). These flows enable the model to capture complex distributions in the latent
space. The authors suggest to use a succession of linear flows, and more precisely planar or radial flows,
because it is computationally efficient to compute their Jacobian, as needed to compute the loss

LV AElinNF = Lrec + log qϕ(z0)− log q(zK)−
K∑

k=1

log |det ∂fk
∂z

| .

We tried 10 different configurations of flows ∈ {10P, 10R, 5P, 5R, 5P5R, 5R5P, 5PR, 5RP, 2PR, 2RP},
with P designating a planar flow and R a radial flow. The results are reported in Table D.24. We note
that configurations with radial flows clearly outperform configurations with planar flows.
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Table D.24: Results of the random search on the hyper-parameters of the VAE LinNF: ranking according to the SSIM of the
nine best configurations (mean ± std over the three folds randomly selected). P designate a planar flow, R designate a radial
flow.

flows SSIM ↑ MSE (×10−3) ↓
10R 0.871± 0.001 1.855± 0.125
5R 0.860± 0.008 1.897± 0.066

2PR 0.827± 0.005 2.262± 0.135
5PR 0.737± 0.058 3.218± 0.205

5P5R 0.720± 0.095 3.148± 0.763
5RP 0.716± 0.112 3.829± 0.942

5R5P 0.708± 0.080 4.652± 1.518
5P 0.679± 0.098 4.897± 1.878

10P 0.570± 0.064 8.082± 4.095

Appendix D.15. VAE with VampPrior
The VAE with a “Variational Mixture of Posteriors” prior, or VampPrior [27], aims to replace the

simple normal prior with a mixture of distributions (e.g. mixture of Gaussians), allowing capturing more
complex data distributions. We optimize the following loss:

LV AMP = Lrec − (log pλ(z)− log qϕ(z|x))

with pλ(z) =
1
K

∑K
k=1 qϕ(z|uk), K being the number of components, and uk being the “pseudo-input”

learned through back-propagation.
We performed a random search on the number components K ∈ {10, 20, 30, 40, 50} and the number of

linear scheduling steps ∈ {0, 20, 40}. The results are reported in Table D.25.

Table D.25: Results of the random search on the hyper-parameters of the VAMP: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

number
components

linear
scheduling

steps
SSIM ↑ MSE (×10−3) ↓

20 40 0.702± 0.097 5.581± 0.874
10 20 0.686± 0.019 7.231± 5.478
10 20 0.678± 0.025 5.841± 0.902
20 20 0.633± 0.007 3.640± 0.025
20 0 0.631± 0.003 3.569± 0.108
20 20 0.628± 0.002 3.586± 0.120
30 20 0.625± 0.005 3.892± 0.150
30 0 0.622± 0.001 3.965± 0.091
40 40 0.621± 0.005 4.151± 0.226
40 0 0.620± 0.004 4.074± 0.169

Appendix D.16. Vector-quantized VAE
Van Den Oord et al. [28] suggested using discrete (rather than continuous) latent representations and

having a learned (rather than static) prior. The latent space is structured as an RK×D vector space. We
denote E = {e1, e2, ..., eK} where ei ∈ RD for i ∈ {1, 2, ...,K}. We say that K is the size of the latent
embedding space, and D is the dimension of the embedding vectors.

For an embedding size d, the input x is passed through the encoder to obtain the output ze(x) ∈ Rd×D,
which is then passed through the discretisation bottleneck to map it to an element of zq(x) ∈ Ed such
that (zq(x))j = ek where k = argminl ||ze(x) − el||2 for j ∈ {1, 2, ..., d}. As the argmin operation lacks
differentiability, learning of the embeddings and regularisation of the latent space is managed by integrating
the stopgradient operator sg into the training objective:

LVQVAE(x) = log p(x|zq(x)) + ||sg[ze(x)]− e||22 + β||ze(x)− sg[e]||22 .

As suggested by the authors, we replaced the term ||sg[ze(x)] − e||22 in the loss by the exponential
moving average (EMA) update with a decay of 0.99. We then considered two hyper-parameters in our
random search: the size of the latent embedding space K ∈ {128, 256, 512, 1024} and the regularization
weight β ∈ {0.25, 0.5, 0.75, 0.9, 1, 1.5, 2, 4}. The results are reported in Table D.26.
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Table D.26: Results of the random search on the hyper-parameters of the VQVAE: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

commitment
loss factor

quantization
loss factor

num
embeddings

use
EMA decay SSIM ↑ MSE (×10−3) ↓

0.25 2 512 True 0.99 0.881± 0.003 1.805± 0.032
0.25 0.25 1024 True 0.99 0.880± 0.009 1.866± 0.064
0.25 0.5 256 True 0.99 0.879± 0.005 1.797± 0.037
0.25 0.25 512 True 0.99 0.877± 0.007 1.836± 0.093
0.25 4 1024 True 0.99 0.876± 0.005 1.854± 0.065
0.25 0.75 256 True 0.99 0.874± 0.011 1.896± 0.065
0.25 0.9 512 True 0.99 0.870± 0.004 1.927± 0.023
0.25 1.5 256 True 0.99 0.870± 0.011 1.856± 0.100
0.25 4 1024 True 0.99 0.870± 0.011 1.854± 0.056
0.25 1.5 1024 True 0.99 0.868± 0.014 1.827± 0.084

Appendix D.17. Wasserstein auto-encoder
The Wasserstein auto-encoder [26] introduces the use of a penalized form of the Wasserstein distance

to measure the dissimilarity between the model’s generated distribution and the true data distribution.
This leads to more stable training, mitigating mode collapse and improving the model’s ability to generate
diverse and realistic samples.

LWAE = Lrec + λDZ(pz(z), qϕ(z)) ,

with DZ an arbitrary divergence. Different divergences DZ are suggested by the authors, we here use the
maximum mean discrepancy (MMD).

We performed a random search on three parameters: the kernel choice ∈ {rbf, imq}, the regularization
weight λ ∈ {0.01, 0.1, 0.5, 1, 5, 10, 100} and the kernel bandwidth ∈ {0.01, 0.1, 0.5, 1, 5, 10, 100}. The results
are reported in Table D.27.

Table D.27: Results of the random search on the hyper-parameters of the WAE: ranking according to the SSIM of the 10
best configurations (mean ± std over the three folds randomly selected).

kernel
choice

regularization
weight

kernel
bandwidth SSIM ↑ MSE (×10−3) ↓

rbf 0.1 5 0.881± 0.005 1.862± 0.075
rbf 0.5 0.1 0.880± 0.002 1.835± 0.096
rbf 0.5 0.5 0.879± 0.004 1.798± 0.035
rbf 0.01 0.1 0.879± 0.006 1.866± 0.061

imq 5 1 0.878± 0.003 1.838± 0.073
rbf 10 5 0.877± 0.005 1.838± 0.090

imq 1 1 0.876± 0.006 1.835± 0.097
imq 1 0.01 0.876± 0.007 1.882± 0.067
imq 5 100 0.874± 0.002 1.894± 0.070
imq 100 100 0.874± 0.016 1.865± 0.069
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Appendix E. Model training

Table E.28: SSIM obtained on each validation set of the 6-fold cross-validation for the different trained models (mean ± std
over the images from the validation set). The best split of each VAE variant is highlighted in bold.

Models Split 0 Split 1 Split 2 Split 3 Split 4 Split 5
Adv. AE [23] 0.865± 0.032 0.860± 0.026 0.876± 0.036 0.876± 0.024 0.875± 0.030 0.859± 0.040
AE 0.866± 0.034 0.852± 0.032 0.868± 0.034 0.881± 0.024 0.871± 0.029 0.862± 0.037
β-TC VAE [16] 0.858± 0.036 0.869± 0.024 0.869± 0.030 0.876± 0.024 0.860± 0.035 0.871± 0.037
β-VAE [19] 0.870± 0.029 0.869± 0.024 0.874± 0.030 0.872± 0.027 0.865± 0.032 0.864± 0.036
Dis. β-VAE [14] 0.870± 0.029 0.868± 0.023 0.879± 0.027 0.868± 0.026 0.865± 0.033 0.865± 0.036
FactorVAE [20] 0.863± 0.033 0.849± 0.024 0.874± 0.033 0.872± 0.028 0.873± 0.027 0.861± 0.040
HVAE [15] 0.840± 0.040 0.869± 0.025 0.864± 0.031 0.867± 0.027 0.878± 0.027 0.858± 0.038
InfoVAE [29] 0.870± 0.030 0.871± 0.025 0.874± 0.031 0.873± 0.024 0.876± 0.027 0.870± 0.036
IWAE [13] 0.861± 0.036 0.860± 0.031 0.867± 0.033 0.868± 0.028 0.875± 0.026 0.861± 0.046
RAE-GP [18] 0.878± 0.030 0.872± 0.028 0.884± 0.029 0.884± 0.029 0.880± 0.026 0.873± 0.033
RAE-ℓ2 [18] 0.857± 0.037 0.873± 0.025 0.850± 0.040 0.882± 0.023 0.868± 0.031 0.863± 0.038
VAE [4] 0.866± 0.030 0.868± 0.024 0.869± 0.030 0.865± 0.029 0.851± 0.041 0.868± 0.037
VAEGAN [22] 0.804± 0.044 0.863± 0.025 0.846± 0.038 0.866± 0.026 0.855± 0.038 0.858± 0.035
VAE-IAF [21] 0.827± 0.037 0.818± 0.032 0.829± 0.034 0.828± 0.027 0.828± 0.034 0.823± 0.037
VAE LinNF [24] 0.860± 0.033 0.870± 0.024 0.865± 0.035 0.852± 0.032 0.858± 0.039 0.870± 0.036
VQVAE [28] 0.857± 0.036 0.852± 0.027 0.869± 0.031 0.883± 0.025 0.868± 0.031 0.864± 0.037
WAE [26] 0.870± 0.032 0.871± 0.024 0.871± 0.033 0.882± 0.024 0.869± 0.034 0.862± 0.038

Appendix F. Reconstructions
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Figure F.10: Examples of reconstructions (coronal slices) obtained with the different VAE variants from the original image of
a cognitively normal subject (images of the first column, Test CN) and from the same subject with AD simulated at different
intensity degrees (AD 15, AD 30, AD 50 and AD 70). The first row shows the input image in odd columns and the mask
of the simulated disease in even columns when the input is a simulated image. All the other rows are the pseudo-healthy
reconstructions of the models in odd columns and the difference between the pseudo-healthy reconstruction and the input in
even columns. 39
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Figure F.11: Examples of reconstructions (sagittal slices) obtained with the different VAE variants from the original image of
a cognitively normal subject (images of the first column, Test CN) and from the same subject with AD simulated at different
intensity degrees (AD 15, AD 30, AD 50 and AD 70). The first row shows the input image in odd columns and the mask
of the simulated disease in even columns when the input is a simulated image. All the other rows are the pseudo-healthy
reconstructions of the models in odd columns and the difference between the pseudo-healthy reconstruction and the input in
even columns. 40
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Figure F.12: Examples of reconstructions (axial slices) obtained with the different VAE variants from the same subject with
different dementia subtypes simulated at 30% intensity degree (bvFTD 30, lvPPA 30, svPPA 30, nfvPPA 30 and PCA 30).
The first row shows the input image in odd columns and the mask of the simulated disease in even columns. All the other
rows are the pseudo-healthy reconstructions of the models in odd columns and the difference between the pseudo-healthy
reconstruction and the input in even columns.
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