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Abstract: The worst-case data-generating (WCDG) probability measure is introduced as
a tool for characterizing the generalization capabilities of machine learning algorithms. Such a
WCDG probability measure is shown to be the unique solution to two different optimization
problems: (a) The maximization of the expected loss over the set of probability measures on the
datasets whose relative entropy with respect to a reference measure is not larger than a given
threshold; and (b) The maximization of the expected loss with regularization by relative entropy
with respect to the reference measure. Such a reference measure can be interpreted as a prior
on the datasets. The WCDG cumulants are finite and bounded in terms of the cumulants of the
reference measure. To analyze the concentration of the expected empirical risk induced by the
WCDG probability measure, the notion of (ϵ, δ)-robustness of models is introduced. Closed-form
expressions are presented for the sensitivity of the expected loss for a fixed model. These results
lead to a novel expression for the generalization error of arbitrary machine learning algorithms.
This exact expression is provided in terms of the WCDG probability measure and leads to an
upper bound that is equal to the sum of the mutual information and the lautum information
between the models and the datasets, up to a constant factor. This upper bound is achieved
by a Gibbs algorithm. This finding reveals that an exploration into the generalization error of
the Gibbs algorithm facilitates the derivation of overarching insights applicable to any machine
learning algorithm.

Key-words: Statistical Machine Learning, Generalization Error, and Gibbs Algorithm



Une caractérisation exacte de l’erreur de
généralisation pour des algorithmes

d’apprentissage automatique
Résumé : La mesure de probabilité de génération de données dans le pire des
cas (GDPC) est présentée comme un outil permettant de caractériser les capac-
ités de généralisation des algorithmes d’apprentissage automatique. Une telle
mesure de probabilité de GDPC s’avère être la solution unique à deux problèmes
d’optimisation différents : (a) La maximisation de la perte (ou risque) espérée
sur l’ensemble des mesures de probabilité des données dont l’entropie relative
par rapport à une mesure de référence n’est pas supérieure à un seuil donné ;
et (b) La maximisation de la perte espérée avec une régularisation par entropie
relative par rapport à la mesure de référence. Une telle mesure de référence
peut être interprétée comme un a priori sur les données. Les cumulants de la
perte espérée lorsque les données sont obtenues en échantillonnant la mesure de
GDPC s’avèrent majorés et minorés en termes des cumulants de la mesure de
référence. Des expressions sous forme fermée sont présentées pour la sensibilité
de la perte espérée pour un modèle fixe. Ces outils aboutissent à la carac-
térisation d’une nouvelle expression de l’erreur de généralisation pour les algo-
rithmes d’apprentissage automatique. Cette expression exacte est en fonction
de la mesure de probabilité de GDPC et conduit à une borne supérieure égale
à la somme de l’information mutuelle et l’information lautum entre les modèles
et les données, à un facteur près. Cette limite supérieure est obtenue par un
algorithme de Gibbs. Cette découverte révèle qu’une exploration de l’erreur
de généralisation de l’algorithme de Gibbs facilite la dérivation de conclusions
globales applicables à tout algorithme d’apprentissage automatique.

Mots-clés : Apprentissage Statistique, Error de généralisation, et algorithme
de Gibbs.
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1 Introduction

The problem of supervised machine learning is often formulated as an empirical
risk minimization (ERM) problem in which the optimization domain is a set of
models [1]. This formulation is based on the observation that the empirical risk
is the expectation of the loss function with respect to the empirical probability
measure induced by the training dataset. See for instance, Lemma 7. This
empirical measure is known in the realm of information theory as a type [2] (see
Definition 3). If the ground-truth data-generating (GTDG) probability measure
were available, optimal models would be the minimizers of the expectation of the
loss with respect to the GTDG probability measure, also known as the true risk
or population risk [1]. From this perspective, the type induced by the training
dataset is a replacement for the GTDG probability measure. That is, models are
chosen as the minimizers of the empirical risk instead of minimizers of the true
risk. Interestingly, large datasets might lead to types that are sufficiently close
to the GTDG probability measure with high probability [3]. Typically, such a
closeness is often measured in terms of a statistical distance, e.g., the relative
entropy of the type with respect to the GTDG probability measure.

The driving idea in this work is that the GTDG probability measure is likely to
be within a neighbourhood of the type induced by the training dataset. Side in-
formation might also lead to a prior on the data, and thus, the GTDG probabil-
ity measure is also likely to be within a neighbourhood of such a prior. From this
perspective, one can adopt a reference measure, which can be the type, a prior,
or a mixture of both, and form a unique neighbourhood around such a reference
measure. This neighbourhood includes all probability measures on the datasets
that are at a statistical distance smaller than or equal to a given threshold. A
robust choice of models is choosing them as the minimizers of the expectation
of the loss with respect to the worst-case data-generating (WCDG) probability
measure within such a neighbourhood. In this case, the WCDG probability
measure is assumed to be the measure that maximizes the expectation of the
loss for a fixed model. This problem formulation is a distributionally robust
optimization (DRO) problem [4,5] in which the statistical distance might be the
relative entropy as in [6], a Wasserstein distance as in [7,8], an f -divergence as
in [9,10], among others. This problem can also be formulated via the maximum
entropy principle [11,12] as in [13,14]. Every choice of statistical distance leads
to a WCDG probability measure with particular properties.

When the statistical distance is the relative entropy, the resulting WCDG prob-
ability measure exhibits numerous properties that are central in the analysis
of key generalization metrics, namely, the generalization gap (GG); the ex-
pected generalization gap (EGG); and the doubly-expected generalization gap
(D-EGG). In the literature, the D-EGG is also referred to as the generaliza-
tion error (GE). The GG is calculated for a specific model and training dataset
as the difference between the true risk and the empirical risk induced by the
model on such a training dataset. While the GG does not provide a generaliza-
tion guarantee for a given model, it allows studying the impact of the training

Inria



An Exact Characterization of the Generalization Error 7

dataset on the generalization capabilities. This observation is central to the
results presented in this work. When models are chosen by sampling a proba-
bility measure conditioned on the training dataset, the EGG is the expectation
of the GG with respect to such a probability measure. This probability mea-
sure is often referred to as the statistical learning algorithm. In this setting,
the dependence of the EGG on the training dataset is twofold. Firstly, via the
algorithm, which depends on the training dataset; and secondly, via the GG,
which involves the calculation of the empirical risk on the training dataset. The
D-EGG is the expectation of the EGG with respect to the GTDG probability
measure.

1.1 Existing Results

The GG, EGG, and D-EGG (or GE) are central performance metrics for the
analysis of the generalization capabilities of machine learning algorithms, see
for instance [15–19] and [20]. In particular, the D-EGG characterizes the ability
of the learning algorithm to correctly find patterns in datasets that are not
available during the training stage. Closed-form expressions for the EGG are
only known for the Gibbs algorithm in the case in which the reference measure is
a probability measure [15]; and for the case in which the reference measure is a σ-
finite measure [21]. In the case of other algorithms, the D-EGG is characterized
by various upper-bounds leveraging different techniques. The metric of mutual
information is first proposed in [22], further developed in [17] and combined
with chaining methods in [23,24]. Similar bounds are obtained in [18,25–28] and
references therein. Other information measures such as the Wasserstein distance
[16, 29, 30], maximal leakage [31, 32], mutual f -information [33], and Jensen-
Shannon divergence [34] are also explored in the literature. Unfortunately, none
of the existing bounds has been shown to be uniformly tight in relevant practical
cases [35,36].

To circumvent the dependence of the D-EGG on the statistical description of the
training dataset and the specific learning algorithm in generalization analyses,
tools from combinatorics [37]; probability theory [38–40]; and information theory
[15, 17, 41] have been used with partial success. The main drawback of these
analytical approaches is that they provide guarantees that entail worst-case
dataset generation analysis but do not identify the data-generating measures
that curtail the generalization capability of the algorithm [36]. This, in turn,
results in descriptions of the D-EGG for which the dependence on the training
dataset and the selected algorithm is not made evident. Recent efforts for
highlighting the dependence of generalization capabilities on the training dataset
have led to explicit expressions for the GG and EGG when the models are
sampled using the Gibbs algorithm in [20,42]. This line of work paved the way
to the study in this paper of the WCDG probability measures and their effect
on the D-EGG.

RR n° 9539
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1.2 Contributions

The first contribution consists of the derivation of a probability measure over
the datasets coined WCDG probability measure. The WCDG probability mea-
sure can be defined as the measure that maximizes the expectation of the loss
over a set of measures that are at a “statistical distance” with respect to a ref-
erence measure that is not larger than a given threshold. Alternatively, the
WCDG probability measure can be defined as the measure that maximizes the
expectation of the loss subject to a regularization by such a “statistical dis-
tance” with respect to the reference measure. When the “statistical distance” is
the relative entropy, both definitions are shown to be identical, under specific
conditions. Despite the limitations of relative entropy concerning its asymme-
try [10, 43] and the need of absolute continuity with respect to the reference
measure [9], the resulting WCDG probability measure is a Gibbs probability
measure (Theorem 1) parametrized by the reference measure; the regulariza-
tion parameter; and the loss function. This Gibbs probability measure is shown
to exhibit relevant properties in statistical machine learning. In particular, for
a fixed model, the loss resulting from the assumption that datapoints are sam-
pled from the WCDG probability measure is a sub-Gaussian random variable.
Moreover, the variation of the expectation of the loss when the probability mea-
sure changes from the WCDG probability measure to an alternative measure
has an explicit expression involving relative entropy terms. Using this result,
the variation of the expectation of the loss when the measure changes from an
arbitrary measure to any alternative measure is presented (Theorem 8). This
is a significant result as the reference measure and the regularization parameter
can be arbitrarily chosen, which leads to numerous closed-form expressions for
such a variation.

The second contribution leverages the observation that under the assumption
that datasets are tuples of independent and identically distributed datapoints,
datasets can be represented by their corresponding types, which are empirical
probability measures [2]. Interestingly, the empirical risk induced by a model
with respect to a given dataset is proved to be equal to the expectation of
the loss with respect to the corresponding type (Lemma 7). This observation
allows using Theorem 8 to provide an explicit expression to the difference be-
tween two empirical risks induced by the same model on two different datasets.
This difference is referred to as the sensitivity of the empirical risk. Using the
same arguments, closed-form expressions involving relative entropy terms are
provided for the GG induced by a fixed model.

The final contribution consists in using the WCDG probability measure to ob-
tain an exact expression of the D-EGG for any machine learning algorithm.
This exact expression is provided in terms of information measures involving
the WCDG probability measure and leads to an upper bound on the D-EGG
that is equal to the sum of the mutual information and the lautum informa-
tion between the models and the datasets, up to a constant factor. This upper
bound is shown to be achieved by a Gibbs algorithm whose parameters satisfy

Inria



An Exact Characterization of the Generalization Error 9

particular conditions. This reveals the central place of the Gibbs algorithm in
statistical machine learning. Indeed, the Gibbs algorithm facilitates the deriva-
tion of overarching insights into the D-EGG applicable to any machine learning
algorithm.

1.3 Notation
Given a measurable space (Ω,F ), the notation △ (Ω) is used to represent the
set of σ-finite measures that can be defined over (Ω,F ). Often, when the sigma-
algebra F is fixed, it is hidden to ease notation. Given a measure Q ∈ △ (Ω), the
subset △Q (Ω) of △ (Ω) contains all σ-finite measures that are absolutely contin-
uous with respect to the measure Q. Given a second measurable space (X ,G ),
the notation △ (Ω|X ) is used to represent the set of σ-finite measures defined
over (Ω,F ) conditioned on an element of X .

2 Problem Formulation
Let M, X and Y, with M ⊆ Rd and d ∈ N, be sets of models, patterns, and
labels, respectively. A pair (x, y) ∈ X × Y is referred to as a labeled pattern or
as a data point. Given n data points, with n ∈ N, denoted by (x1, y1), (x2, y2),
. . ., (xn, yn), a dataset is represented by the tuple:

z =
(
(x1, y1) , (x2, y2) , . . . , (xn, yn)

)
∈ (X × Y)

n
. (1)

Let the function f : M×X → Y be such that the label assigned to the pattern x
according to the model θ ∈ M is

y = f(θ, x). (2)

Let also the function
ℓ̂ : Y × Y → [0,+∞] (3)

be such that given a data point (x, y) ∈ X ×Y, the loss induced by a model θ ∈
M is ℓ̂ (f(θ, x), y). In the following, the loss function ℓ̂ is assumed to be non-
negative and for all y ∈ Y, ℓ̂ (y, y) = 0.

For the ease of notation, let the function ℓ : M×X ×Y → [0,+∞] be such that
for all (x, y) ∈ X × Y,

ℓ(θ, x, y) = ℓ̂ (f(θ, x), y) . (4)

The empirical risk induced by the model θ ∈ M, with respect to the dataset z
in (1), is determined by the function L : (X × Y)

n × M → [0,+∞], which
satisfies

L(z,θ) =
1

n

n∑
i=1

ℓ (θ, xi, yi) , (5)

RR n° 9539
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where the function ℓ is defined in (4).

Using this notation, the model selection problem is formulated as an empirical
risk minimization ERM problem, which consists of the following optimization
problem:

min
θ∈M

L (z,θ) . (6)

The ERM problem is prone to overfitting since the set of solutions to (6) are
models selected specifically for the given data set z in (1), which limits the
generalization capability of the resulting optimal model. One way to compensate
for overfitting and adding more stability to the learning algorithm is by adding
a regularization term to the optimization problem in (6). Such a regularization
term can be represented by a function R : M → R, which yields the regularized
ERM problem

min
θ∈M

L (z,θ) + λR (θ) , (7)

where λ is a nonnegative real that acts as a regularization parameter. The
regularization function constraints the choice of the model, which can be inter-
preted as requiring a finite space for the models or limiting the “complexity"
of the model [1]. One common choice for R is R (θ) = ∥θ∥p, with p ≥ 1. The
norm is often used to account for the model complexity. Alternatively, the reg-
ularization parameter λ determines the weight that regularization carries in the
model selection.

The main interest in this work is to study the generalization capability for a
given model θ ∈ M independently from how such a model is chosen.

3 The Worst-Case Data-Generating Probability
Measure

3.1 General Discussion

Given a probability measure PS ∈ △ (X × Y), which can be interpreted as
a prior on the set of data points, and a model θ ∈ M, looking for a WCDG
probability measure might lead to two different optimization problems. Both can
be defined in terms of the expected loss induced by a measure P ∈ ∆(X × Y),
for a given a model θ ∈ M.

Definition 1 (Expected Loss) Let P be a probability measure in ∆(X × Y).
The expected loss with respect to a fixed model θ ∈ M induced by the measure
P is

Rθ (P ) =

∫
ℓ(θ, x, y)dP (x, y), (8)

where the function ℓ is defined in (4).

Inria



An Exact Characterization of the Generalization Error 11

Firstly, a neighborhood around PS is established through a statistical distance
d : △ (X × Y)×△ (X × Y) → [0,+∞). In view of this, the WCDG measure is
a probability measure that maximizes the expectation of the loss within such a
neighborhood. This view leads to the following problem:

max
P∈∆(X×Y)

Rθ (P ) (9a)

s.t. d (P, PS) ⩽ γ, (9b)

where γ > 0 determines the neighborhood around PS as the set
{
P ∈ △ (X × Y) :

d (P, PS) ⩽ γ
}

and the functional Rθ is defined in (8). Secondly, a WCDG mea-
sure is also interpreted as a probability measure that trades off the maximization
of the expectation of the loss and the minimization of the statistical distance
with respect to PS . This point of view leads to an optimization problem of the
form:

max
P∈∆(X×Y)

Rθ (P )− βd (P, PS) , (10)

where the functional Rθ is defined in (8); and β > 0 determines the trade-off
between maximization of the expectation of the loss and the statistical distance
to PS . In this case, the convexity of d (P, PS) with respect to P is a valuable
property for solving the optimization problem.

Depending on the choice of the statistical distance d in (9) and (10), numerous
WCDG probability measures might be obtained. In either case, such WCDG
probability measures are subject to the limitations concerning the asymmetry
of d; limitations concerning the absolute continuity requirements with respect
to PS ; or limitations derived from the need for X × Y to be equipped with
a metric so as to form a Polish metric space. These limitations can lead the
problems in (9) and (10) to be ill posed, difficult to solve, to exhibit no solution,
or to exhibit solutions with poor properties for the analysis of generalization
in statistical machine learning. In particular, the statistical distance d can be
chosen as an f -divergence [44]. See for instance the examples in [9]. In this
case,

d (P, PS) =

∫
f

Å
dP

dPS
(x, y)

ã
dP (x, y), (11)

where the function f : (0,+∞) → R is assumed to be concave and f(1) = 0;
and the function dP

dPS
: X × Y → [0,+∞) is the Radon-Nikodym derivative of

P with respect to PS . For some choices of the function f , the corresponding
f -divergence can be symmetric, e.g., Jeffrey’s divergence [45]; or be asymmetric,
e.g., Kullback-Leibler divergence [46]. An interesting discussion on the impact
of asymmetry in optimization problems similar to the one in (10) is presented
in [10] and [9]. In any case, if d is chosen as an f -divergence, the optimization
domain shall be restricted to the set of measures that are absolutely contin-
uous with PS . This is essentially because the existence of a Radon-Nikodym
derivative with respect to PS is required.

RR n° 9539
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An alternative choice for the statistical distance d in (9) and (10) is

d (P, PS) = sup

ß∫
f(x, y)dP (x, y)−

∫
f(x, y)dPS(x, y) : f ∈ D

™
, (12)

where D is a particular set of functions X ×Y → R. In such a formulation for d
in (12), while P is not required to be absolutely continuous with respect to PS ,
other requirements must be ensured. For instance, in the case in which the set D
is such that if f ∈ D, then for all (x, y) ∈ X×Y and for all (u, v) ∈ X×Y,

|f(x, y)− f(u, v)|⩽d ((x, y), (u, v)) , (13)

with d being a metric on the set X × Y, the resulting statistical distance is
the Kantorovich-Rubinstein distance, also known as the Wasserstein distance of
order one [47, Remark 6.5]. Note that this choice of D imposes the need of the
set X ×Y to be equipped with the metric d in (13). Moreover, (X × Y, d) must
be a Polish metric space.

From the above, it becomes clear that every choice for the statistical distance
d comes with particular requirements. Thus, the search for an optimal choice
for d reduces to evaluating the properties of the resulting WCDG probability
measures and their impact in the analysis of generalization of machine learning
algorithms. In the following, it is argued that the choice of d as the relative
entropy, despite the limitations concerning its asymmetry and the restriction of
the optimization domains to measures that are absolutely continuous with PS ,
leads to a variety of properties that are central in the analysis of generaliza-
tion.

3.2 Relative Entropy Case
This section focuses on the special cases in which the statistical distance d in
(9) and (10) is chosen as the relative entropy. The relative entropy is the f -
divergence resulting from the choice of f(x) = x log(x) in (11). See for instance
[48]. Given two probability measures P and Q on the same measurable space
such that P is absolutely continuous with respect to Q, the relative entropy of P
with respect to Q is

D (P∥Q) =

∫
dP

dQ
(x) log

Å
dP

dQ
(x)

ã
dQ(x), (14)

where the function dP
dQ is the Radon-Nikodym derivative of P with respect to Q.

Using this notation, the optimization problems of interest are

max
P∈△PS

(X×Y)
Rθ (P ) (15a)

s.t. D (P∥PS) ⩽ γ, (15b)

and

max
P∈∆PS

(X×Y)
Rθ (P )− βD (P∥PS) . (16)

Inria



An Exact Characterization of the Generalization Error 13

The optimization problems in (15) and (16) exhibit a major difference in the fol-
lowing case. If for all P ∈ △PS

, the functional Rθ in (8) is such that Rθ (P ) = c,
for some fixed c ⩾ 0, then all the measures in {P ∈ △ (X × Y) : D (P∥PS) ⩽ γ}
are solutions to the optimization problem in (15). Alternatively, the problem in
(16) exhibits a unique solution, which is PS . Hence, while the former exhibits
infinitely many solutions, the latter exhibits only one. Although this difference
holds substantial mathematical importance, its practical relevance is limited, as
it only emerges in settings for which the expectation of the loss Rθ(P ) is the
same independently of the measure P . In order to avoid the above case, the
notion of separable loss functions, which is analogous to [21, Definition 4.1], is
introduced as follows.

Definition 2 Given a model θ ∈ M, the function ℓ in (4), is said to be sep-
arable with respect to the probability measure P ∈ ∆(X × Y), if there exist a
positive real c > 0 and two subsets A and B of X ×Y that are nonnegligible with
respect to P , and for all ((x1, y1), (x2, y2)) ∈ A× B,

ℓ(θ, x1, y1) < c < ℓ(θ, x2, y2) < +∞. (17)

When the function ℓ in (4) is nonseparable with respect to the reference mea-
sure PS , it is a constant almost surely with respect to such a measure. More
specifically, there exists a real a ≥ 0, such that

PS ({(x, y) ∈ X × Y : ℓ(θ, x, y) = a}) = 1, (18)

and as a consequence, for all probability measures P ∈ △PS
(X × Y), it holds

that P ({(x, y) ∈ X × Y : ℓ(θ, x, y) = a}) = 1. With this pathological case of
nonseparable loss functions out of the way, the optimization problems in (15) and
(16) exhibit considerable similarity. This similarity is formalized in Theorem 1
below. Given a model θ ∈ M, let JPS ,θ : R → R be the function

JPS ,θ(t) = log

Å∫
exp (tℓ(θ, x, y))dPS(x, y)

ã
, (19)

where the function ℓ is defined in (4). The following lemma describes some
properties of the function JPS ,θ in (19).

Lemma 1 The function JPS ,θ in (19) is convex, nondecreasing, and differen-
tiable infinitely many times in the interior of {t ∈ R : JPS ,θ (t) < +∞}. If
the function ℓ in (4) is separable with respect to PS, then the function JPS ,θ is
strictly convex.

Proof: The proof is presented in Appendix A.

Let also the set JPS ,θ be the set

JPS ,θ≜
ß
t ∈ (0,+∞) : 0 ≤ JPS ,θ

Å
1

t

ã
< +∞

™
, (20)

which exhibits the following property.
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14 Zou, Perlaza, Esnaola, Altman, and Poor

Lemma 2 The set JPS ,θ in (20) is either the empty set or an interval satisfying
(b,+∞) ⊆ JPS ,θ, for some b ∈ [0,+∞).

Proof: The proof is presented in Appendix B.

Using this notation, the following theorem formalizes the fact that the optimiza-
tion problems in (15) and (16) exhibit the same unique solution.

Theorem 1 If the function ℓ in (4) is separable with respect to the measure
PS and β ∈ JPS ,θ, with JPS ,θ in (20), then the probability measure P

(PS ,β)

Ẑ|Θ=θ
∈

△PS
(X × Y) that satisfies for all (x, y) ∈ suppPS,

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)= exp

Å
1

β
ℓ(θ, x, y)− JPS ,θ

Å
1

β

ãã
, (21)

with the function JPS ,θ defined in (19) and

D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
= γ, (22)

is the unique solution to the optimization problems in (15) and (16).

Proof: A proof can be found at [6, Proposition 1]. An alternative proof is
presented in Appendix C.

The probability measure PS in Theorem 1 can be arbitrarily chosen, that is,
independent of the model θ. From this perspective, when the measure PS is
interpreted as a prior on the datasets, the WCDG probability measure P

(PS ,β)

Ẑ|Θ=θ

can be interpreted as the worst probability measure for model θ in the neigh-
borhood of the prior PS . The reference measure PS can also be chosen to be
dependent on the models. This case is studied in Section 7.2.

The parameter γ of the optimization problem in (15) does not explicitly appear
in the expression of the solution P

(PS ,β)

Ẑ|Θ=θ
in (21). Nonetheless, the probability

measure P (PS ,β)

Ẑ|Θ=θ
does depend on γ. This dependence is shown via the equality in

(22). Later, in Lemma 6, it is shown that D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
in (22) is monotone

with β. More importantly, if the function ℓ in (4) is separable, the relative
entropy D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
is strictly decreasing with β. This implies that there

exists a one-to-one mapping between β and γ, and thus, the analysis can be
indistinctly carried out either for β or γ.

The probability measure P
(PS ,β)

Ẑ|Θ=θ
in (21) is a Gibbs probability measure [49].

In the remainder of this work, the probability measure P
(PS ,β)

Ẑ|Θ=θ
is referred to

as the WCDG probability measure and the function JPS ,θ in (19) is referred to
as the log-partition function [50]. The WCDG probability measure exhibits a
number of interesting properties. The following lemma introduces two of these
properties, which are shown to be central in the remainder of this work.
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An Exact Characterization of the Generalization Error 15

Lemma 3 The probability measures P
(PS ,β)

Ẑ|Θ=θ
and PS in (21) are mutually ab-

solutely continuous. Moreover, they satisfy

βJPS ,θ

Å
1

β

ã
= Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
− βD

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
(23)

= sup
P∈∆PS

(X×Y)

Rθ (P )− βD (P∥PS) (24)

= Rθ(PS) + βD
(
PS∥P (PS ,β)

Ẑ|Θ=θ

)
, (25)

where the functional Rθ and the function JPS ,θ are defined in (8) and (19),
respectively.

Proof: The proof of (24) follows from Theorem 1. The proofs of (23) and (25)
are presented in Appendix D.

In Lemma 3, the equality

βJPS ,θ

Å
1

β

ã
= sup

P∈∆PS
(X×Y)

Rθ (P )− βD (P∥PS) (26)

also appears in [47, Equation (22.7)] obtained using the Legendre representation
of the relative entropy.

Lemma 3 implicitly characterizes the difference of the expected losses induced
by the WCDG probability measure and the reference measure. That is,

Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
− Rθ (PS) = β

(
D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
+D

(
PS∥P (PS ,β)

Ẑ|Θ=θ

))
, (27)

where D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
+D

(
PS∥P (PS ,β)

Ẑ|Θ=θ

)
is Jeffrey’s divergence between P

(PS ,β)

Ẑ|Θ=θ

and PS .

In the remainder of this work, the GTDG probability measure of the datapoints
is denoted by PZ ∈ △ (X × Y). The probability measure PZ is the measure
induced by a random variable Z on the measurable space of the datapoints.
Under the assumption that datasets are formed by n independent and identi-
cally distributed datapoints, the GTDG probability measure of such datasets
is denoted by PZ ∈ △ ((X × Y)

n
), which is a product measure formed by PZ .

Alternatively, the probability measure P
(PS ,β)

Ẑ|Θ=θ
in (21) is induced by a random

variable Ẑ on the measurable space of the datapoints. Under the assump-
tion that datasets are formed by n independent datapoints sampled from the
WCDG probability measure P

(PS ,β)

Ẑ|Θ=θ
, the probability measure of such datasets

is denoted by P
(PS ,β)

Ẑ|Θ=θ
, which is the product measure formed by P

(PS ,β)

Ẑ|Θ=θ
. In a

nutshell, datapoints and datasets sampled from the GTDG probability measure
are represented by the random variables Z and Z, respectively. Similarly, data-
points and datasets sampled from a WCDG probability measure are represented
by the random variables Ẑ and Ẑ, respectively.
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3.3 Choice of the Reference Measure
Probably, the most intuitive choice of PS is to be based on the training datasets.
In order to introduce this intuition, the notion of a type induced by a dataset [2]
is presented in the following.

Definition 3 (Type of a dataset) The type induced by the dataset z in (1) is
a probability measure in △ (X × Y), denoted by Pz, such that for all measurable
subsets A of X × Y,

Pz (A) =
1

n

n∑
t=1

1{(xt,yt)∈A}. (28)

For large values of n, it might be expected that the type Pz induced by the
training dataset z ∈ (X × Y)

n be within a neighborhood of the GTDG proba-
bility distribution PZ . More specifically, under the assumption that the sets X
and Y are discrete, such a neighborhood might be of the form

N (PZ , γ)≜{P ∈ △ (X × Y) : D (P∥PZ) ⩽ γ} , (29)

for some γ > 0. Nonetheless, the GTDG probability measure PZ being un-
known, it appears reasonable to choose the reference measure PS identical to
the type Pz. This leads to an optimization problem of the form in (15), whose
optimization domain is

N (Pz, γ)≜{P ∈ △Pz (X × Y) : D (P∥Pz) ⩽ γ} . (30)

This choice presumes that the training dataset is sufficiently large to consider
that the GTDG probability measure is absolutely continuous with respect to
the type Pz such that the GTDG probability measure PZ is within N (Pz, γ).
Another alternative for the choice of PS in the optimization problems in (15) and
(16) is for instance a convex combination between the type Pz and an arbitrary
probability measure known to be absolutely continuous with PZ .

In any case, the choice of PS imposes a condition on the optimization domain of
the problems in (15) and (16) that translates into a strong inductive bias that
dominates the evidence provided by the training data. More specifically, the
optimization domain becomes a subset of the set of measures that are absolutely
continuous with respect to PS .

4 Cumulants of the Expected Loss
The log-partition function JPS ,θ in (19) can be interpreted also as the cumulant
generating function of the random variable

Vθ ≜ ℓ (θ, X, Y ) , (31)

with the function ℓ in (4) and (X,Y ) ∼ PS , with PS in (21), for some given
model θ that remains fixed. In particular, if the function JPS ,θ is differentiable
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An Exact Characterization of the Generalization Error 17

around zero, its derivative of order n evaluated at zero reveals the n-th cumulant
of the random variable Vθ in (31). More interestingly, the function JPS ,θ in
(19) is intimately related to the cumulant generating function of the random
variable

Wθ ≜ ℓ (θ, X, Y ) , (32)

where (X,Y ) ∼ P
(PS ,β)

Ẑ|Θ=θ
, with P

(PS ,β)

Ẑ|Θ=θ
in (21), for some given model θ that

remains fixed. In particular, the cumulant generating function of the random
variable Wθ, which is denoted by J

P
(PS,β)

Ẑ|Θ=θ
,θ

: R → R, satisfies

J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) = log

Å∫
exp (tℓ(θ, x, y))dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

ã
, (33)

where the function ℓ is defined in (4). The following lemma shows the exact
relation between these two cumulant generating functions.

Lemma 4 The function JPS ,θ in (21) and the function J
P

(PS,β)

Ẑ|Θ=θ
,θ

in (33) satisfy

J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) = JPS ,θ

Å
t+

1

β

ã
− JPS ,θ

Å
1

β

ã
. (34)

Proof: The proof is presented in Appendix E.

Let the m-th derivative of the function JPS ,θ in (19) be denoted by J
(m)
PS ,θ,

with m ∈ N. Hence, for all t ∈ R such that JPS ,θ (t) < +∞,

J
(m)
PS ,θ (t)≜

dm

dsm
JPS ,θ (s)

∣∣∣
s=t

. (35)

Moreover, let the m-th derivative of the function J
P

(PS,β)

Ẑ|Θ=θ
,θ

in (19) be denoted

by J
(m)

P
(PS,β)

Ẑ|Θ=θ
,θ

, with m ∈ N. Hence, for all t ∈ R such that JPS ,θ

Ä
t+ 1

β

ä
<

+∞,

J
(m)

P
(PS,β)

Ẑ|Θ=θ
,θ
(t)≜J

(m)
PS ,θ

Å
t+

1

β

ã
. (36)

The following lemma capitalizes on the observations above and provides explicit
expressions for the first, second and third derivatives of the function JPS ,θ in (19)
and its connections with the cumulants of the random variables Vθ and Wθ in
(31) and (32), respectively.

Lemma 5 For all t ∈ JPS ,θ, with JPS ,θ in (20), the first, second and third
derivatives of the function JPS ,θ in (19), denoted respectively by J

(1)
PS ,θ, J

(2)
PS ,θ
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18 Zou, Perlaza, Esnaola, Altman, and Poor

and J
(3)
PS ,θ, satisfy that

J
(1)
PS ,θ

Å
1

t

ã
=

∫
ℓ(θ, x, y)dP

(PS ,t)

Ẑ|Θ=θ
(x, y), (37)

J
(2)
PS,θ

Å
1

t

ã
=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã2
dP

(PS,t)

Ẑ|Θ=θ
(x,y), (38)

and

J
(3)
PS,θ

Å
1

t

ã
=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã3
dP

(PS,t)

Ẑ|Θ=θ
(x,y), (39)

where the function ℓ is in (4) and the measure P
(PS ,t)

Ẑ|Θ=θ
is in (21). The value

J
(2)
PS ,θ

(
1
t

)
is strictly positive if and only if the function ℓ is separable with respect

to PS. Moreover, if there exists real δ > 0 such that the function JPS ,θ is
differentiable within (−δ, δ), then

J
(1)
PS ,θ (0) =

∫
ℓ(θ, x, y)dPS(x, y), and (40)

J
(2)
PS ,θ (0) =

∫ Ä
ℓ(θ, x, y)− J

(1)
PS ,θ (0)

ä2
dPS(x, y), and (41)

J
(3)
PS ,θ (0) =

∫ Ä
ℓ(θ, x, y)− J

(1)
PS ,θ (0)

ä3
dPS(x, y). (42)

Proof: The proof is presented in Appendix F.

From Lemma 5, it follows that the random variable Wθ in (32) possesses a
mean, variance, and third cumulant that are equivalent to J

(1)
PS ,θ

Ä
1
β

ä
in (37),

J
(2)
PS ,θ

Ä
1
β

ä
in (38), and J

(3)
PS ,θ

Ä
1
β

ä
in (39), respectively. Alternatively, under the

assumptions of the lemma, the random variable Vθ in (31) possesses a mean,
variance, and third cumulant that are equivalent to J

(1)
PS ,θ (0) in (40), J(2)PS ,θ (0)

in (41), and J
(3)
PS ,θ (0) in (42), respectively. The following corollary of Lemma 5

highlights the monotonicity of J(1)PS ,θ

Ä
1
β

ä
with respect to β.

Corollary 1 The expected loss J
(1)
PS ,θ

(
1
t

)
in (37) is nonincreasing with respect

to t in the interior of
{
s ∈ R : JPS ,θ

(
1
s

)
< +∞

}
. Moreover, if the loss function

ℓ in (4) is separable with respect to PS, J(1)PS ,θ

(
1
t

)
is strictly decreasing with t in{

s ∈ R : JPS ,θ

(
1
s

)
< +∞

}
.

More generally, under the assumptions of the lemma, the random variables Vθ

in (31) and Wθ in (32) possess finite cumulants of all orders. That is, the values
J
(m)
PS ,θ(0) and J

(m)
PS ,θ

Ä
1
β

ä
, which are the m-th cumulants of the random variables

Vθ and Wθ, respectively, for all integers m > 0, are both finite. This observation
together with the mean value theorem [51, Theorem 5.10] lead to the following
characterization of the cumulants J

(m)
PS ,θ

Ä
1
β

ä
and J

(m)
PS ,θ(0).
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Theorem 2 Assume that there exists real δ > 0 such that the function JPS ,θ in
(19) is differentiable within (−δ, δ). Then, for all m ∈ N, the function J

(m)
PS ,θ in

(35) satisfies for all t ∈ JPS ,θ, with JPS ,θ in (20),

J
(m)
PS ,θ(0) +

1

t
cm,2 ≤ J

(m)
PS ,θ

Å
1

t

ã
≤ J

(m)
PS ,θ(0) +

1

t
cm,1, (43)

and

cm,1 = max
s∈(β,+∞)

J
(m+1)
PS ,θ

Å
1

s

ã
, and (44)

cm,2 = min
s∈(β,+∞)

J
(m+1)
PS ,θ

Å
1

s

ã
, (45)

are both finite.

Proof: The proof is presented in Appendix G.

In Theorem 2, the case m = 1 is of little interest as J
(1)
PS ,θ(0) = Rθ (PS) and

J
(1)
PS ,θ

Ä
1
β

ä
= Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
, and thus, the difference Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
− Rθ (PS)

is well characterized by Jeffrey’s divergence in (27). Nonetheless, while the
inequality J

(1)
PS ,θ(0) < J

(1)
PS ,θ

Ä
1
β

ä
is always verified, Theorem 2 shows that such

inequality is not necessarily observed on the higher order cumulants. In the
case of the variance (m = 2), it might be observed that J

(2)
PS ,θ(0) > J

(2)
PS ,θ

Ä
1
β

ä
if c2,1 < 0. That is, the WCDG probability measure P

(PS ,β)

Ẑ|Θ=θ
in (21) leads to a

larger expected loss than the one obtained with the reference measure PS and at
the same time it induces a lower variance than the variance associated with the
reference measure PS . Interestingly, the case in which the WCDG probability
measure induces both a larger expected loss and higher variance is also possible
when c2,2 > 0. A similar observation holds for cumulants of order m > 2.

The following theorem shows that the cumulant generating function J
P

(PS,β)

Ẑ|Θ=θ
,θ

of the random variable Wθ in (32) exhibits an important upper bound.

Theorem 3 For all t ∈ {α ∈ R : J
P

(PS,β)

Ẑ|Θ=θ
,θ
(α) < +∞}, the function J

P
(PS,β)

Ẑ|Θ=θ
,θ

in (33) satisfies the following inequality:

J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) ≤ tJ

(1)
PS ,θ

Å
1

β

ã
+

1

2
t2ζ2PS ,θ, (46)

where ζPS ,θ is finite, and satisfies

ζPS ,θ ≜ sup

{√
J
(2)
PS ,θ (ξ) : ξ ∈

Å
−∞, b− 1

β

ã}
, (47)

with

b ≜ sup {α ∈ R : JPS ,θ (α) < +∞}, (48)

and the functions J
(1)
PS ,θ and J

(2)
PS ,θ are defined in (35).
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Proof: The proof is presented in Appendix H.

The relevance of Theorem 3 lies on the fact that it implies that the random
variable Wθ in (32) is a sub-Gaussian random variable with sub-Gaussian pa-
rameter ζPS ,θ in (47). An interesting discussion on the impact of the random
variable Wθ being sub-Gaussian is presented in [17, Theorem 1].

Finally, leveraging the properties of sub-Gaussian random variables, e.g., [52,
Equation 2.9], the following holds for all α > 0:

P
(PS,β)

Ẑ|Θ=θ

Åß
(x,y)∈X ×Y :

∣∣∣∣ℓ(θ,x,y)−J
(1)
PS,θ

Å
1

β

ã∣∣∣∣≥α

™ã
⩽ 2 exp

Ç
− α2

2ζ2PS ,θ

å
, (49)

where ζPS ,θ is defined in (47) and J
(1)
PS ,θ

Ä
1
β

ä
is the expected loss in (37). This

type of concentration inequality allows the study of the robustness of the model
θ when it faces data sampled from WCDG probability distributions, which leads
to interesting guidelines for algorithm design.

5 (ϵ, δ)-Robustness and Algorithm Design
An important observation on the dependence of the WCDG probability distri-
bution P

(PS ,β)

Ẑ|Θ=θ
in (21) on the parameter γ in (22) is that for all P ∈ N (PS , γ),

with N (PS , γ) given by

N (PS , γ) ≜ {P ∈ △ (X × Y) : D (P∥PS) ⩽ γ} , (50)

it holds that

Rθ (P ) ⩽ Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
. (51)

Essentially, the WCDG probability measure P (PS ,β)

Ẑ|Θ=θ
is the measure that induces

the largest expected loss within the neighborhood N (PS , γ) of PS . The following
lemma unveils the fact that such a neighborhood expands as γ increases or
equivalently, as β decreases.

Lemma 6 The relative entropy D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
in (22) satisfies

d

dβ
D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
= − 1

β3
J
(2)
PS ,θ

Å
1

β

ã
⩽ 0, (52)

where the function J
(2)
PS ,θ is defined in (38). Moreover, the inequality is strict if

and only if the function ℓ in (4) is separable with respect to PS.

Proof: The proof is presented in Appendix I.

The key observation from Lemma 6 is that if the function ℓ is separable with
respect to PS , there exists a bijection between γ and β induced by the equality in
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(22). Another interesting observation is that the variations of D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
in (22) and the expected loss J

(1)
PS ,θ

Ä
1
β

ä
in (37), with respect to β (or γ), obey

a revealing relation. Note that

d

dβ
D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
=

1

β

d

dβ
J
(1)
PS ,θ

Å
1

β

ã
, (53)

which implies that both D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
and J

(1)
PS ,θ

Ä
1
β

ä
are decreasing with

β. Nonetheless, their variations to changes in β significantly differ. For values
of β around one, given that 1 ∈ JPS ,θ, with JPS ,θ in (20), the variations of
D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
and J

(1)
PS ,θ

Ä
1
β

ä
to changes in β are identical. On the contrary,

for values away from one, the variations of these quantities might be radically
different. For instance, for large values of β ∈ JPS ,θ, the variation of J(1)PS ,θ

Ä
1
β

ä
is larger than the variation of D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
. This is consistent with the fact

that greater values of β imply smaller values of γ. Hence, slightly increasing the
size of a small neighborhood leads to including more candidates to be the WCDG
probability measure, which appear to be more impactful in the maximization of
the expected loss. Alternatively, for smaller values of β ∈ JPS ,θ, which imply
larger values of γ, the variation of D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
is larger than the variation of

J
(1)
PS ,θ

Ä
1
β

ä
with respect to β. Hence, slightly varying the size of a neighborhood

that is already big does not lead to important variations in the expected loss
induced by WCDG probability measure.

The following definition describes a performance metric for a given data-generating
probability measure P ∈ △ ((X × Y)

n
) and a model θ ∈ M that leverages the

observations above and provides guidelines for the choice of the values of β
(or γ).

Definition 4 ((ϵ, δ)-Robustness) Given a pair of positive reals (δ, ϵ) with ϵ <
1, a model θ ∈ M is said to be (δ, ϵ)-robust to a probability measure P ∈
△ ((X × Y)

n
), if

P ({z ∈ (suppPS)
n
: L (z,θ) ≥ δ}) ≤ ϵ. (54)

This notion of robustness enables the study of the performance guarantees that
a model θ yields when faced with data generated by theWCDG probability
measure for specific parameters β and PS . An important issue that arises from
this definition is the characterization of the largest value of γ (or smallest value
of β) that achieves (ϵ, δ)-robustness, i.e. how much can the WCDG probability
measure deviate from the reference PS while the guarantee still holds. The
following theorem establishes a link between β, the reference PS , the expected
loss, and the (ϵ, δ)-robustness that a given model θ achieves.

Theorem 4 The probability measure P
(PS ,β)

Ẑ|Θ=θ
in (21) satisfies that for all δ >
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J
(1)
PS ,θ

Ä
1
β

ä
, with J

(1)
PS ,θ

Ä
1
β

ä
in (37),

P
(PS ,β)

Ẑ|Θ=θ

(
{z ∈ (X × Y)

n
: L (θ, z) ⩾ δ}

)
≤ exp

(
−nD

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥P (PS ,β)

Ẑ|Θ=θ

))
,(55)

where β∗ ∈ (0, β) ∩ JPS ,θ, with JPS ,θ in (20), satisfies

J
(1)
PS ,θ

Å
1

β∗

ã
= δ; (56)

the function L is defined in (5); and the measure P
(PS ,β)

Ẑ|Θ=θ
∈ △ ((X × Y)

n
) is a

product measure formed by P
(PS ,β)

Ẑ|Θ=θ
.

Proof: The proof is presented in Appendix J.

Theorem 4 describes the (ϵ, δ)-robustness of a model θ to the WCDG probability
measure P

(PS ,β)

Ẑ|Θ=θ
∈ △ ((X × Y)

n
). Note such a probability measure describes

test datasets that are formed by n datapoints independently and identically
distributed with P

(PS ,β)

Ẑ|Θ=θ
in (21). Notably, such a description is in terms of

another WCDG probability distribution P
(PS ,β∗)

Ẑ|Θ=θ
, where β∗ < β. Interestingly,

the WCDG probability measure P
(PS ,β∗)

Ẑ|Θ=θ
induces an expected loss that is equal

to δ and is greater than the expected loss induced by the WCDG probability
measure P

(PS ,β)

Ẑ|Θ=θ
. In a nutshell, for all t ∈ (0, β) ∩ JPS ,θ, let δt = J

(1)
PS ,θ

(
1
t

)
and

ϵt = exp
(
−nD

(
P

(PS ,t)

Ẑ|Θ=θ
∥P (PS ,β)

Ẑ|Θ=θ

))
. Then, the model θ is (ϵt, δt)-robust to the

WCDG probability measure P
(PS ,β)

Ẑ|Θ=θ
.

The following theorem provides a (ϵ, δ)-robust guarantee to any product proba-
bility measure formed by a measure in the neighborhood N (PS , γ) in (50).

Theorem 5 For all models θ ∈ M and for all PZ ∈ N (PS , γ), with N (PS , γ)

in (29) and β in (22), it follows that for all δ > J
(1)
PS ,θ

Ä
1
β

ä
, with J

(1)
PS ,θ

Ä
1
β

ä
in

(37),

PZ ({z ∈ (X × Y)
n
: L (θ, z) ⩾ δ}) ≤ 1

δ
J
(1)
PS ,θ

Å
1

β

ã
, (57)

where the function ℓ is defined in (4) and the product probability measure PZ is
formed by PZ .

Proof: The proof is presented in Appendix K.

The relevance of Theorem 5 is that given a model θ, it establishes that for all
δ > J

(1)
PS ,θ

Ä
1
β

ä
and ϵδ ≜ 1

δ J
(1)
PS ,θ

Ä
1
β

ä
, such a model θ is (ϵδ, δ)-robust to all prob-

ability measures in N (PS , γ), with N (PS , γ) in (50). This observation raises
the question of whether performing model selection based on the minimization
of J

(1)
PS ,θ

Ä
1
β

ä
is an alternative for classical approaches based on empirical risk

minimization (ERM) as in [53]; or statistical ERM as in [21] and [9].
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6 Sensitivity of the Expected Loss
Given a model θ ∈ M, the variation of the expected loss when the probability
measure from which data points are sampled from varies to another measure
is referred to as the sensitivity of the expected loss. Such a sensitivity can be
quantified using the functional G : M×∆(X × Y)×∆(X × Y) → R,

G(θ, P1, P2) = Rθ(P1)− Rθ(P2), (58)

where the functional Rθ is defined in (8). The value G(θ, P1, P2) represents the
sensitivity of the expected loss Rθ when the data-generating probability measure
changes from P2 to P1. This section characterizes the sensitivity G(θ, P1, P2)
for arbitrary measures P1 and P2. To achieve this goal, the first result is the
characterization of the sensitivity of the expected loss to variations from the
measure P

(PS ,β)

Ẑ|Θ=θ
in (21) to an alternative measure, which is presented in the

following theorem.

Theorem 6 (Sensitivity of the Expected Loss) The probability measure
P

(PS ,β)

Ẑ|Θ=θ
in (21) satisfies, for all P ∈ ∆PS

(X × Y),

G
(
θ, P, P

(PS ,β)

Ẑ|Θ=θ

)
= β

(
D(P∥PS)−D

(
P∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

))
, (59)

where the functional G is defined in (58).

Proof: The proof is presented in Appendix L.

The following theorem introduces an upper bound on the absolute value of the
sensitivity G

(
θ, P, P

(PS ,β)

Ẑ|Θ=θ

)
⩽ 0 in (59), which requires the calculation of only

one of the relative entropies in Theorem 6.

Theorem 7 The probability measure P
(PS ,β)

Ẑ|Θ=θ
in (21) satisfies for all P ∈

∆PS
(X × Y), ∣∣∣G(θ, P, P (PS ,β)

Ẑ|Θ=θ

)∣∣∣ ≤…2ζ̂2PS ,θD
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
, (60)

where ζ̂PS ,θ satisfies

ζ̂2PS ,θ≜sup

{√
J
(2)
PS ,θ (ξ) : ξ ∈

Å
0, b− 1

β

ã}
, (61)

with

b ≜ sup{α ∈ (0,+∞) : JPS ,θ (α) < +∞}, (62)

where the function JPS ,θ is defined in (19); the function J
(2)
PS ,θ is defined in (38);

and the functional G is defined in (58).
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Proof: The proof is presented in Appendix M.

Equipped with the exact characterization of the sensitivity from the measure
P

(PS ,β)

Ẑ|Θ=θ
to any alternative measure P provided by Theorem 6, it is possible

to characterize the variation from and to arbitrary measures, as shown by the
following theorem.

Theorem 8 For all P1 ∈ ∆PS
(X × Y) and P2 ∈ ∆PS

(X × Y), and for all θ ∈
M,

G(θ, P1, P2) = β
(
D
(
P2∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
P1∥P (PS ,β)

Ẑ|Θ=θ

)
−D (P2∥PS) +D (P1∥PS)

)
, (63)

where the functional G is defined in (58); and the parameter β, the model θ,
and the measures PS and P

(PS ,β)

Ẑ|Θ=θ
satisfy (21).

Proof: The proof is presented in Appendix N.

Note that the parameters β and PS in (63) can be arbitrarily chosen. This
is essentially because only the right-hand side of (63) depends on PS and β.
Another interesting observation is that none of the terms in the right-hand
side of (63) depends simultaneously on both P1 and P2. Interestingly, these
terms dependent exclusively on the pair formed by Pi and PS , with i ∈ {1, 2}.
These observations highlight the significant flexibility of the expression in (63)
to construct closed-form expressions for the sensitivity G(θ, P1, P2) in (58). The
only constraint on the choice of PS is that both measures P1 and P2 must be
absolutely continuous with respect to PS . The following corollary follows by
adopting particular choices for PS . Two choices of PS for which the expression
in the right-hand side of (63) significantly simplifies are PS = P1 and PS = P2,
which leads to the following corollary of Theorem 8.

Corollary 2 If P1 is absolutely continuous with P2, then the value G(θ, P1, P2)
in (58) satisfies:

G(θ, P1, P2)=β
(
D
(
P2∥P (P2,β)

Ẑ|Θ=θ

)
−D

(
P1∥P (P2,β)

Ẑ|Θ=θ

)
+D (P1∥P2)

)
. (64)

Alternatively, if P2 is absolutely continuous with P1 then,

G(θ, P1, P2)=β
(
D
(
P2∥P (P1,β)

Ẑ|Θ=θ

)
−D

(
P1∥P (P1,β)

Ẑ|Θ=θ

)
−D (P2∥P1)

)
, (65)

where for all i ∈ {1, 2}, the probability measure P
(Pi,β)
Z|Θ=θ satisfies (21) under the

assumption that PS = Pi.

Interestingly, absolute continuity of P1 with respect to P2 or P2 with respect
to P1 is not necessary for obtaining an expression for the value G(θ, P1, P2)
in (58). Note by choosing PS as a convex combination of P1 and P2, always
guarantees an explicit expression for G(θ, P1, P2) independently of whether these
measures are absolutely continuous with respect to each other.
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6.1 Sensitivity of the Empirical-Risk

The following lemma shows that the empirical risk L(z,θ) in (5) can be written
as the expectation of the loss with respect to the type Pz in (28). This is
formalized by the following lemma.

Lemma 7 (Empirical Risks and Types) The empirical risk L(z,θ) in (5)
satisfies

L(z,θ) =

∫
ℓ(θ, x, y)dPz(x, y) = Rθ(Pz), (66)

where the measure Pz is the type induced by the dataset z; and the function ℓ
and the functional Rθ are defined in (4) and (8), respectively.

Proof: The proof is presented in Appendix O.

Equipped with the result in Lemma 7, for a fixed model, the sensitivity of
the empirical risk to changes on the datasets can be characterized using the
function G in (58). Consider two datasets z1 ∈ (X × Y)

n1 and z2 ∈ (X × Y)
n2

that induce the types Pz1 and Pz2 , respectively. The sensitivity of the empirical
risk when the dataset changes from z2 to z1, for a fixed model θ ∈ M, is

G(θ, Pz1
, Pz2

) = L(z1,θ)− L(z2,θ). (67)

where the functional G is defined in (58). The following theorem characterizes
the sensitivity of the empirical risk.

Theorem 9 Given two datasets z1 ∈ (X × Y)
n1 and z2 ∈ (X × Y)

n2 , whose
types Pz1

and Pz2
are absolutely continuous with respect to the measure PS

in (21), it holds that for all θ ∈ M,

G(θ, Pz1
, Pz2

) = β
(
D
(
Pz2

∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
Pz1

∥P (PS ,β)

Ẑ|Θ=θ

)
−D (Pz2

∥PS) +D (Pz1
∥PS)

)
, (68)

where the functional G is in (58); the model θ, and the measures PS and P
(PS ,β)

Ẑ|Θ=θ

satisfy (21).

Proof: The proof follows from the equality in (67), which together with Theo-
rem 8 completes the proof.

In Theorem 9, the reference measure PS can be arbitrarily chosen as long as both
types Pz1

and Pz2
are absolutely continuous with PS . A choice that satisfies this

constraint is the type induced by the aggregation of both datasets z1 and z2,
which is denoted by z0 = (z1, z2) ∈ (X × Y)

n0 , with n0 = n1 + n2. The type
induced by the aggregated dataset z0, denoted by Pz0

, is a convex combination
of the types Pz1

and Pz2
, that is, Pz0

= n1

n0
Pz1

+ n2

n0
Pz2

[20], which satisfies the
absolute continuity condition in Theorem 9.
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From Theorem 9, it appears that the difference between a test empirical risk
L(z1,θ) and the training empirical risk L(z2,θ) of a given model z is de-
termined by two values: (a) the difference of the “statistical distance” from
the types induced by the training and test datasets to the WCDG probabil-
ity measure, i.e., D

(
Pz2

∥P (PS ,β)

Ẑ|Θ=θ

)
− D

(
Pz1

∥P (PS ,β)

Ẑ|Θ=θ

)
; and (b) the difference

of the “statistical distance” from the types to the reference measure PS , i.e.,
D (Pz1

∥PS)−D (Pz2
∥PS).

6.2 Analysis of the Generalization Gap

Given a model θ ∈ M obtained from the training dataset z ∈ (X × Y)
n, the

generalization gap it induces, under the assumption that training and test data-
points are independent and identically distributed according to the probability
measure PZ ∈ △ (X × Y), is

G(θ, PZ , Pz) = Rθ(PZ)− Rθ(Pz). (69)

where the functional G is defined in (58) and the function Rθ is defined in (8).
The term Rθ(Pz) = L(z,θ) is the training empirical risk, see for instance [1,
Equation (3.4)]. Alternatively, the term Rθ (PZ) is the expected loss under the
assumption that the data-generating probability measure is the GTDG proba-
bility measure PZ . This term is often referred to as the true risk or population
risk. In view of this, the value G(θ, PZ , Pz) in (69) describes the variation of
the expected empirical risk when the distribution of the datasets changes from
the type Pz to the GTDG probability measure PZ , which is characterized by
the following lemma.

Lemma 8 The generalization gap G(θ, PZ , Pz) in (69) satisfies:

G(θ, PZ , Pz) = β
(
D
(
Pz∥P (PZ ,β)

Ẑ|Θ=θ

)
−D (Pz∥PZ)−D

(
PZ∥P (PZ ,β)

Ẑ|Θ=θ

))
, (70)

where the measure P
(PZ ,β)

Ẑ|Θ=θ
is defined in (21) under the assumption that PS =

PZ .

Proof: The proof follows from Corollary 2 by noticing that the type Pz is
absolutely continuous with respect to PZ .

Lemma 8 highlights the intuition that if the type Pz induced by the training
dataset z is at arbitrary small “statistical distance” of the GTDG probability
measure PZ , the generalization gap G(θ, PZ , Pz) in (69) is arbitrarily close to
zero. This is revealed by the facts that D (Pz∥PZ) would be arbitrarily small;
and so would be the difference D

(
Pz∥P (PZ ,β)

Ẑ|Θ=θ

)
−D

(
PZ∥P (PZ ,β)

Ẑ|Θ=θ

)
.

A more general expression for the generalization gap G(θ, PZ , Pz) in (69) is
provided by the following corollary of Theorem 8.
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Corollary 3 The generalization gap G(θ, PZ , Pz) in (69) satisfies:

G(θ, PZ , Pz) = β
(
D
(
Pz∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
PZ∥P (PS ,β)

Ẑ|Θ=θ

)
−D (Pz∥PS) +D (PZ∥PS)

)
, (71)

where the measure P
(PS ,β)

Ẑ|Θ=θ
is in (21).

Note that several expressions for the generalization gap G(θ, PZ , Pz) in (69) can
be obtained from Corollary 3 by choosing the reference PS and the parameter β
in (71).

7 The Worst-Case Data-Generating Probability
Measure and Generalization

Consider a conditioned probability measure PΘ|Z , such that given a training
dataset z ∈ (X × Y)

n, the measure PΘ|Z=z ∈ △ (M) is used to perform
model selection, e.g., by sampling such a measure. Hence, the conditional mea-
sure PΘ|Z is referred to as a statistical learning algorithm. This section provides
explicit expressions for the generalization gap induced by the algorithm PΘ|Z=z,
for some training dataset z; and also explicit expressions for the generalization
gap induced by the algorithm PΘ|Z when training datapoints are assumed to be
sampled from a particular probability measure in △ (X × Y). These generaliza-
tion metrics are referred to as expected generalization gap and doubly-expected
generalization gap.

In order to formally define the expected generalization gap, let G : △ (M) ×
△ (X × Y)×△ (X × Y) → R be a functional such that

G(Q,P1, P2)=

∫
G(θ, P1, P2)dQ (θ) , (72)

where the functional G is defined in (69). Using this notation, the expected
generalization gap induced by the algorithm PΘ|Z , when the training dataset
is z, is

G(PΘ|Z=z, PZ , Pz)=

∫
G(θ, PZ , Pz)dPΘ|Z=z (θ) . (73)

From Corollary 3, by strategically choosing the reference measure PS and the
parameter β in (71), numerous closed-form expressions for the expected gener-
alization gap induced by the algorithm PΘ|Z , when the training dataset is z,
are obtained.

The expected generalization gap G(PΘ|Z=z, PZ , Pz) in (73) depends on the
training dataset z. The doubly-expected generalization gap is obtained by
taking the expectation of G(PΘ|Z=z, PZ , Pz) when z ∈ (X × Y)

n is sampled
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from PZ ∈ △ ((X × Y)
n
), which is assumed to be a product distribution formed

by PZ in (73).

In order to formally define the doubly-generalization gap, let G : △ (M| (X × Y)
n
)×

△ (X × Y)
n → R be a function such that

G(PΘ|Z , P )=

∫ ∫
G(θ,P,Pz)dPΘ|Z=z(θ)dP (z), (74)

where Pz is the type induced by a dataset z ∈ (X × Y)
n and the functional G

is defined in (69).

Using this notation, the doubly-expected generalization gap induced by the
algorithm PΘ|Z , when the training and test datasets are both formed by inde-
pendent and identically distributed datapoints sampled from the measure PZ ,
is

G(PΘ|Z , PZ)=

∫ ∫
G(θ,PZ,Pz)dPΘ|Z=z(θ)dPZ(z), (75)

where the generalization gap G(θ, PZ , Pz) is defined in (69); and PZ is a prod-
uct measure formed by PZ . In existing literature, the doubly-expected gener-
alization gap is simply referred to as generalization gap or generalization error,
and thus, the distinction with generalization gaps that are dependent on spe-
cific models and training datasets is often neglected. See for instance [15], [17]
and [21]. In this work, such a distinction is important.

7.1 An Exact Expression for the Doubly-Expected Gen-
eralization Gap

As in the case of the expected generalization gap, Corollary 3 leads to numer-
ous closed-form expressions for the doubly-expected generalization gap induced
by an algorithm PΘ|Z , when the training and test datasets are both formed
by independent and identically distributed datapoints sampled from the mea-
sure PZ . One of such expressions is of particular interest and is thoroughly
studied in this subsection. Nonetheless, before presenting this expression, the
following notation is introduced:

I
(
PΘ|Z ;PZ

)
≜
∫

D
(
PΘ|Z=ν∥PΘ

)
dPZ(ν) (76)

=

∫
D
(
PZ|Θ=θ∥PZ

)
dPΘ(θ); and (77)

L
(
PΘ|Z ;PZ

)
≜
∫

D
(
PΘ∥PΘ|Z=ν

)
dPZ(ν) (78)

=

∫
D
(
PZ∥PZ|Θ=θ

)
dPΘ(θ), (79)

where PZ is the product measure formed by PZ ; and PΘ is a probability measure
such that for all measurable subsets A of M,

PΘ (A) =

∫
PΘ|Z=ν (A) dPZ (ν) ; (80)
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and the conditional probability measure PZ|Θ satisfies for all measurable subsets
B of (X × Y)

n,

PZ (B) =
∫

PZ|Θ=θ (B) dPΘ (θ) . (81)

Note that for all θ ∈ M, the measure PZ|Θ=θ is a product measure formed by a
probability measure PZ|Θ=θ ∈ △ (X × Y). More especifically, for all measurable
sets Ai in X × Y, with i ∈ {1, 2, . . . , n}, it follows that

PZ|Θ=θ (A1 ×A2 × . . .×An) =

n∏
t=1

PZ|Θ=θ (At) . (82)

The quantity I
(
PΘ|Z ;PZ

)
in (76) is the mutual information [54] between the

random variables Θ and Z, which represent the models and (training and
test) datasets, when they are jointly sampled from the probability measure
PΘZ ∈ △ (M× (X × Y)

n
), whose marginals are PΘ and PZ in (80) and (81),

respectively. Alternatively, the quantity L
(
PΘ|Z ;PZ

)
in (78) is the lautum in-

formation [55] between such random variables Θ and Z. The equality in (82)
justifies the following equalities

1

n
I
(
PΘ|Z ;PZ

)
=

∫
D
(
PZ|Θ=θ∥PZ

)
dPΘ(θ) and (83)

1

n
L
(
PΘ|Z ;PZ

)
=

∫
D
(
PZ∥PZ|Θ=θ

)
dPΘ(θ), (84)

which are well known properties of mutual information [56] and lautum infor-
mation [55].

Using this notation, the main result of this section is presented by the following
theorem.

Theorem 10 The doubly-expected generalization gap G(PΘ|Z , PZ) satisfies

1

β
G(PΘ|Z , PZ)=

1

n
L
(
PΘ|Z ;PZ

)
+

∫
D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ (θ)

−
∫

D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ (θ) (85)

where the term L
(
PΘ|Z ;PZ

)
is in (78); the measure PZ|Θ is defined in (82);

and the measure P
(PZ|Θ=θ,β)
Ẑ|Θ=θ

is the WCDG probability measure in (21), with
reference measure PZ|Θ=θ and

β ∈
ß
t > 0 : ∀θ ∈ M,

∫
exp

Å
1

t
ℓ(θ, x, y)

ã
dPZ|Θ=θ(x, y) < +∞

™
. (86)

Proof: The proof is presented in Appendix P.

Theorem 10 appears to be the first exact characterization of the generalization
gap induced by an arbitrary algorithm PΘ|Z in terms of information measures.
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The following corollary of Theorem 10 unveils an upper bound, which is shown
to be intimately linked to the celebrated Gibbs algorithm, and adds interest
to the characterization of the generalization gap via the WCDG probability
measure.

Theorem 11 The doubly-expected generalization gap G(PΘ|Z , PZ) in (75) sat-
isfies

G(PΘ|Z , PZ) ⩽
β

n

(
I
(
PΘ|Z ;PZ

)
+ L

(
PΘ|Z ;PZ

))
, (87)

where the terms I
(
PΘ|Z ;PZ

)
and L

(
PΘ|Z ;PZ

)
are in (76) and (78); and β

satisfies (86) and for all θ ∈ M, D
Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
= 0, with the measures

PZ and P
(PZ|Θ=θ,β)
Ẑ|Θ=θ

defined in (85).

Proof: The proof is presented in Appendix Q.

Note that the exact calculation of the expression in Theorem 10, and even the
upper bound in Theorem 11, requires solving a problem of the form in (15) or
(16), with reference measure PZ|Θ=θ, for all θ ∈ M and some regularization
parameter β > 0 that satisfies (86). In a nutshell, one WCDG probability
measure must be calculated for each element of the set of models M. Calculating
the upper bound in Theorem 11 is not easier. Obtaining the β in (87) requires

solving the equality D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
= 0 at least once for all models in

M to verify (86). Despite this disproportionate complexity, thanks to this
characterization in terms of the WCDG probability measure, it is easy to show
that there exists a Gibbs probability measure that achieves such an upper bound
in Theorem 11.

7.2 The Gibbs Algorithm

A typical example of a statistical learning algorithm is the Gibbs algorithm,
which is parametrized by a positive real λ and by a σ-measure Q ∈ △ (M,B (M))
[21]. In the following, the focus is on the case in which Q is a probability mea-
sure. Under this assumption, the probability measure representing such an
algorithm, which is denoted by P

(Q,λ)
Θ|Z with λ > 0, satisfies for all θ ∈ suppQ

and for all z ∈ (X × Y)
n,

dP
(Q,λ)
Θ|Z=z

dQ
(θ)=exp

Å
−KQ,z

Å
− 1

λ

ã
− 1

λ
L (z,θ)

ã
, (88)

where the dataset z represents the training dataset; and the function KQ,z :
R→ R satisfies

KQ,z (t) = log

Å∫
exp (t L (z,θ)) dQ(θ)

ã
. (89)
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The doubly-expected generalization gap induced by the Gibbs algorithm with
parameters Q and λ, under the assumption that datasets are sampled from a
product distribution PZ ∈ △ ((X × Y)

n
) formed by the measure PZ is

G(P
(Q,λ)
Θ|Z , PZ), (90)

where the fuctional G is defined in (75). Such a doubly-expected generalization
gap satisfies the following property.

Lemma 9 (Generalization Gap of the Gibbs Algorithm) The generaliza-
tion gap G(P

(Q,λ)
Θ|Z , PZ) in (90) satisfies

G(P
(Q,λ)
Θ|Z , PZ)=λ

Ä
I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
+L
Ä
P

(Q,λ)
Θ|Z ;PZ

ää
, (91)

where the terms I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
and L

Ä
P

(Q,λ)
Θ|Z ;PZ

ä
are, respectively, a mutual

information and a lautum information:

I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫
D
Ä
P

(Q,λ)
Θ|Z=ν∥P

(Q,λ)
Θ

ä
dPZ(ν); and (92)

L
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫
D
Ä
P

(Q,λ)
Θ ∥P (Q,λ)

Θ|Z=ν

ä
dPZ(ν), (93)

with P
(Q,λ)
Θ being a measure such that for all measurable subsets A of M,

P
(Q,λ)
Θ (A) =

∫
P

(Q,λ)
Θ|Z=z (A) dPZ (z) . (94)

Proof: This result has been proved before in the case in which Q is a probability
measure in [15]; and in the more general case in which Q is a σ-finite measure
in [21]. A proof for the particular case in which Q is a probability measure
and datasets are formed by independent and identically distributed datapoints
is presented in [57]

Note that I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
in (92) and L

Ä
P

(Q,λ)
Θ|Z ;PZ

ä
in (93) also satisfy that

I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
= I
Ä
P

(Q,λ)
Z|Θ=θ;P

(Q,λ)
Θ

ä
(95)

=

∫
D
Ä
P

(Q,λ)
Z|Θ=θ∥PZ

ä
dP

(Q,λ)
Θ (ν); and (96)

L
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
= L
Ä
P

(Q,λ)
Z|Θ=θ;P

(Q,λ)
Θ

ä
(97)

=

∫
D
Ä
PZ∥P (Q,λ)

Z|Θ=θ

ä
dP

(Q,λ)
Θ (ν), (98)

where P
(Q,β)
Z|Θ ∈ △ ((X × Y)

n |M) is the conditional probability measure that
satisfies

PZ (B) =
∫

P
(Q,β)
Z|Θ=θ (B) dP

(Q,β)
Θ (θ) . (99)
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Moreover, for all θ ∈ M, the measure P
(Q,β)
Z|Θ=θ ∈ △ ((X × Y)

n |M) is a product
measure formed by a measure P

(Q,β)
Z|Θ=θ ∈ △ (X × Y|M) that satisfies for all

measurable sets Ai in X × Y, with i ∈ {1, 2, . . . , n},

P
(Q,β)
Z|Θ=θ (A1 ×A2 × . . .×An) =

n∏
t=1

P
(Q,β)
Z|Θ=θ (At) . (100)

Using this notation, Theorem 11 and Lemma 9 lead to the following theo-
rem.

Theorem 12 Assume that there exits a λ > 0 that satisfies

λ ∈
ß
t > 0 : ∀θ ∈ M,

∫
exp

Å
1

nt
ℓ(θ, x, y)

ã
dP

(Q,λ)
Z|Θ=θ(x, y) < +∞

™
, (101)

where the function ℓ is defined in (4); and the measure P
(Q,λ)
Z|Θ=θ is defined in

(100). Let the measure P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ
be the WCDG probability measure of the

form in (21). If λ satisfies for all θ ∈ M,

D

Å
PZ∥P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ

ã
= 0, (102)

then, for all PΘ|Z ∈ △ (M| (X × Y)
n
), the doubly-expected generalization gaps

G(PΘ|Z , PZ) in (75) and G(P
(Q,λ)
Θ|Z , PZ) in (90) satisfy

G(PΘ|Z , PZ)⩽G(P
(Q,λ)
Θ|Z , PZ). (103)

Proof: The proof follows by choosing λ = β
n in Theorem 11 and verifying that

under such a choice the resulting expressions in (87) and (91) are identical.

Theorem 12 shows that, under the assumption that datasets are sampled from
PZ , the doubly-expected generalization gap of any algorithm PΘ|Z is upper-
bounded by the doubly-expected generalization gap induced by a particular
Gibbs algorithm P

(Q,λ)
Θ|Z . Such a particular Gibbs algorithm induces a posterior

for a given model θ, denoted P
(Q,λ)
Z|Θ=θ in (100). When such a posterior is used

as a reference measure to build the WCDG probability measure for such a

model θ, with parameter nλ, it leads to the probability measure P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ
.

Surprisingly, from (102), it follows that for all θ ∈ M, such a WCDG probability

measure P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ
is identical to the actual GTDG probability measure PZ .

Hence, one can conclude that by choosing the reference measure PS in (21) to
be dependent on the models, e.g., PS = P

(Q,λ)
Z|Θ=θ, it is possible to observe that

the resulting WCDG probability measure P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ
becomes invariant with
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respect to θ. This is reminiscent of the principle of indifference over which
is built the notion of equilibrium in zero-sum games with noisy observations.
Nonetheless, this game-theoretic analysis is beyond the scope of this paper. The
interested reader is referred to [58] and references therein.

The inequality in (103) reveals the central role of the Gibbs algorithm in statis-
tical machine learning. Essentially, by studying the Gibbs algorithm P

(Q,λ)
Θ|Z , for

which its parameters Q and λ are chosen to satisfy (102), the doubly-expected

generalization gap of any algorithm facing data sampled from PZ = P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ

can be upper bounded.

8 Conclusions and Final Remarks
The WCDG probability measure in Theorem 1 has been shown to be a corner-
stone of statistical machine learning. This is backed by the fact that fundamental
performance metrics, such as the sensitivity of the expected loss, the sensitivity
of the empirical risk, the expected generalization gap, and the doubly-expected
generalization gap are shown to have closed-form expressions involving such a
measure. Interestingly, the WCDG probability measure is a Gibbs probability
measure that, for a fixed model, induces an empirical risk that is a sub-Gaussian
random variable. All the cumulants of the WCDG are finite and explicit ex-
pressions for upper and lower bounds on all cumulants are derived in terms of
the cumulants of the reference measure. This analysis has led to the notion of
(ϵ, δ)-robustness, which allows the study of the generalization capabilities of any
model when it faces data generated from the WCDG probability measure. Fi-
nally, thanks to the WCDG, the first explicit expression in terms of information
measures of the doubly-expected generalization gap (or generalization error) for
any statistical learning algorithm has been presented. This expression has been
distilled to obtain an upper-bound on the doubly-expected generalization gap
consisting of the sum of the mutual information and the lautum information be-
tween the models and the datasets. The bound is shown to be tight for a Gibbs
algorithm. This observation reveals the central role of the Gibbs algorithm in
the characterization of the doubly-expected generalization gap.
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Appendices

A Proof of Lemma 1
Proof: The proof of convexity is as follows. Let (γ1, γ2) ∈ R2, with γ1 ̸= γ2
being fixed. Assume that JPS ,θ(γ1) < +∞ and JPS ,θ(γ2) < +∞. Then, for all
α ∈ (0, 1), the following holds

αJPS ,θ(γ1) + (1− α)JPS ,θ(γ2)

= α log

Å∫
exp (γ1t)dPS(t)

ã
+ (1− α) log

Å∫
exp (γ2t)dPS(t)

ã
(104)

= log

ÅÅ∫
exp (γ1t)dPS(t)

ãαã
+ log

ÇÅ∫
exp (γ2t)dPS(t)

ã1−α
å

(105)

= log

(Å∫
exp (γ1t)dPS(t)

ãαÅ∫
exp (γ2t)dPS(t)

ã1−α
)

(106)

= log

(Å∫
exp (γ1αt)

p
dPS(t)

ã 1
p
Å∫

exp (γ2(1− α)t)
q
dPS(t)

ã 1
q

)
(107)

≥ log

Å∫
exp (γ1αt) exp (γ2(1− α)t)dPS(t)

ã
(108)

= log

Å∫
exp (γ1αt+ γ2(1− α)t)dPS(t)

ã
(109)

= JPS ,θ(γ1α+ γ2(1− α)), (110)

where the equality in (107) follows with α ≜ 1
p and 1−α ≜ 1

q ; and the inequality
in (108) follows from Hölder’s inequality [59, Theorem 2.4.5]. This proves the
convexity of the function JPS ,θ.

Note that, also from Hölder’s inequality [59, Theorem 2.4.5], the equality in
(108) holds if and only if there exist two constants β1 and β2, not simultaneously
equal to zero, such that the set

A = {(x, y) ∈ X × Y : β1 exp (γ1ℓ(θ, x, y)) = β2 exp (γ2ℓ(θ, x, y))} (111)

=
{
(x, y) ∈ X × Y : exp ((γ1 − γ2)ℓ(θ, x, y)) =

β2

β1

}
(112)

=
{
(x, y) ∈ X × Y : ℓ(θ, x, y) =

log
Ä
β2

β1

ä
(γ1 − γ2)

}
, (113)

satisfies PS(A) = 1. Note that if such a set A exists, the loss function ℓ is
nonseparable (Definition 2). This proves the strict convexity for seperable loss
functions.

The proof of monotonicity follows from noticing that for all (t1, t2) ∈
{
t ∈ R :

JPS ,θ(t) < +∞
}2, such that t1 < t2, it follows that for all θ ∈ M and for all
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(x, y) ∈ suppPs, the inequality exp (t1ℓ(θ, x, y)) ≤ exp (t2ℓ(θ, x, y)) holds. This
implies that JPS ,θ(t1) ≤ JPS ,θ(t2) < +∞, which proves that the function is
nondecreasing. Moreover, the equality holds if and only if PS

(
{(x, y) ∈ X ×Y :

ℓ(θ, x, y) = 0}
)
= 1.

The continuity of the function JPS ,θ follows from observing that for all α ∈
{t ∈ R : JPS ,θ (t) < +∞}, it holds that

lim
t→α

JPS ,θ(t) = lim
t→α

log

Å∫
exp (tℓ(θ, x, y))dPS(x, y)

ã
(114)

= log

Å
lim
t→α

∫
exp (tℓ(θ, x, y))dPS(x, y)

ã
(115)

= log

Å∫
lim
t→α

exp (tℓ(θ, x, y))dPS(x, y)

ã
(116)

= log

Å∫
exp (αℓ(θ, x, y))dPS(x, y)

ã
(117)

= JPS ,θ(α), (118)

where equalities in (115) and (117) follow from the fact that both the logarithmic
and exponential functions are continuous; and equality in (116) follows from
the dominated convergence theorem [59, Theorem 1.6.9]. This proves that the
function JPS ,θ is continuous in the interior of {t ∈ R : JPS ,θ (t) < +∞}.

The proof of differentiability follows by considering the transport of the measure
PS from (X × Y,FX×Y) to ([0,+∞],B([0,+∞])) through the function gθ :
X × Y → [0,+∞] such that gθ(x, y) = ℓ(θ, x, y), with ℓ in (4). Denote the
resulting probability measure in ([0,+∞],B([0,+∞])) by TPS ,θ. That is, for all
A ∈ B([0,+∞]),

TPS ,θ (A) = P
(
g−1
θ (A)

)
, (119)

where the term g−1
θ (A) represents the set

g−1
θ (A) ≜ {(x, y) ∈ X × Y : gθ(x, y) ∈ A}.

Hence, the following holds

JPS ,θ(t) = log

Å∫
exp (tℓ(θ, x, y))dPS(x, y)

ã
(120)

= log

Å∫
exp (tv)dTPS ,θ(v)

ã
, (121)

where equality in (121) follows from [59, Theorem 1.6.12].

Denote by ϕ the Laplace transform of the measure PS . That is for all t ∈
{x ∈ R : JPS ,θ (x) < +∞},

ϕ(t) =

∫
exp (tv)dTPS ,θ(v). (122)
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Hence, ϕ(t) = exp (JPS ,θ(t)). From [60, Theorem 1a (page 439)], it follows
that the function ϕ has derivatives of all orders in {t ∈ R : JPS ,θ (t) < +∞},
and thus, so does the function JPS ,θ in the interior of {t ∈ R : JPS ,θ (t) < +∞}.
This completes the proof.

B Proof of Lemma 2

Proof: Under the assumption that the set JPS ,θ is not empty, there always exists
a positive b ∈ JPS ,θ, such that JPS ,θ

(
1
b

)
< +∞. From Lemma 1, it follows

that the function JPS ,θ is nondecreasing, which implies that [b,+∞) ∈ JPS ,θ.
Moreover, let b∗ ∈ [0,+∞) be

b∗ ≜ inf JPS ,θ. (123)

Hence, it follows that (b∗,+∞) ∈ JPS ,θ, which completes the proof.

C Proof of Theorem 1

Proof: The optimization problem in (16) can be written as follows:

max
P∈∆PS(X×Y)

∫
ℓ(θ, x, y)

dP

dPS
(x, y)dPS(x, y)

− β

∫
dP

dPS
(x,y)log

Å
dP

dPS
(x,y)

ã
dPS(x,y) (124a)

s.t.

∫
dP

dPS
(x, y)dPS(x, y) = 1. (124b)

The remainder of the proof focuses on the problem in which the optimization is
over the Radon-Nikodym derivative dP

dPS
instead of the measure P . This is due

to the fact that for all P ∈ ∆PS
(X × Y), the Radon-Nikodym derivative dP

dPS
is

unique up to sets of zero measure with respect to PS .

Let M be the set of measurable functions X × Y → R with respect to the
measurable spaces (X × Y,FX×Y) and (R,B (R)). Let S be the subset of M
including all nonnegative functions that are absolutely integrable with respect
to PS . That is, for all h ∈ S , it holds that∫

|h(x, y)|dPS(x, y) < ∞. (125)

Note that the set M forms a real vector space and the set S is a convex subset
of M . Note also that the constraint in (124b) is satisfied by the probability
measure PS , which also satisfies PS ∈ ∆PS(X×Y). Hence, the constraint does
not induce an empty feasible set. Finally, note that the optimization problem
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in (124) can be written as a minimization of the form:

min
g∈S

−
∫

g(x, y)ℓ(θ, x, y)dPS(x, y)

+β

∫
g(x, y) log (g(x, y))dPS(x, y), (126a)

s. t.

∫
g(x, y)dPS(x, y) = 1, (126b)

where the expression −
∫
g(x, y)ℓ(θ, x, y)dPS(x, y) is linear with g; the expres-

sion β
∫
g(x, y) log (g(x, y))dPS(x, y) is convex with g; and

∫
g(x, y)dPS(x, y) is

linear with g.

The proof continues by assuming that the problem in (126) possesses a solution,
which is denoted by g⋆ ∈ S . Let µ0 ∈ [0,+∞) be

µ0 ≜ min
g∈S

−
∫

g(x,y)ℓ(θ,x,y)dPS(x,y)+β

∫
g(x,y)log(g(x,y))dPS(x,y)

s. t.

∫
g(x, y)dPS(x, y) = 1 (127a)

= −
∫
g⋆(x,y)ℓ(θ,x,y)dPS(x,y)+β

∫
g⋆(x,y)log(g⋆(x,y))dPS(x,y). (127b)

Let the Lagrangian of the optimization problem in (126) be the functional L :
S ×R→ R such that

L (g, λ) = −
∫

g(x, y)ℓ(θ, x, y)dPS(x, y) + β

∫
g(x, y) log (g(x, y))dPS(x, y)

+λ

Å∫
g(x, y)dPS(x, y)− 1

ã
, (128)

where λ is a real that acts as Lagrangian multiplier for the constraint in (124b).
Let h : X × Y → R be a function in S . The Gateaux differential of the
function L in (128) at (h, λ) ∈ S ×R in the direction of g, if it exists, is

∂L (g, λ;h) ≜
d

dα
r(α)

∣∣∣∣
α=0

, (129)

where the function r : R → R is such that for all α ∈ (−ϵ, ϵ), with ϵ > 0
arbitrarily small,

r(α) = −
∫

(g(x, y) + αh(x, y)) ℓ(θ, x, y)dPS(x, y)

+β

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y)

+λ

∫
(g(x, y) + αh(x, y)) dPS(x, y)− λ, (130)
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which can be rewritten as follows,

r(α) =

∫
(λ− ℓ(θ, x, y)) (g(x, y) + αh(x, y)) dPS(x, y) (131)

+β

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y)− λ. (132)

Note that the first term in (130) is linear with α; the second term can be written
using the function r̂ : R→ R such that

r̂(α) =

∫
(g(x, y) + αh(x, y)) log (g(x, y) + αh(x, y))dPS(x, y); (133)

and the third term is independent of α.

Hence, based on the fact the function r̂ in (133) is differentiable at zero [61,
Lemma 9], so is the function r in (130), which implies that the Gateaux differ-
ential of ∂L (g, λ;h) in (129) exists.

The derivative of the real function r is

d

dα
r(α) =

d

dα

Å∫
(λ− ℓ(θ, x, y)) (g (x, y) + αh (x, y)) dPS (x, y)

+β

∫ (
g(x,y)+αh(x,y)

)
log
(
g(x,y)+αh(x,y)

)
dPS(x,y)−λ

ã
(134)

=

∫
(λ− ℓ(θ, x, y))h (x, y) dPS (x, y)

+β

∫
d

dα

((
g(x,y)+αh(x,y)

)
log
(
g(x,y)+αh(x,y)

))
dPS(x,y) (135)

=

∫
(λ− ℓ(θ, x, y))h (x, y) dPS (x, y)

+β

∫
h (x, y) (1 + log (g (x, y) + αh (x, y))) dPS (x, y) , (136)

where equality in (135) follows from [61, Theorem 5].

From equation (129) and (136), it follows that

∂L (g, λ;h) =

∫
(λ− ℓ(θ, x, y))h (x, y) dPS (x, y)

+β

∫
h (x, y) (1 + log (g (x, y))) dPS (x, y) , (137)

=

∫
(λ− ℓ(θ, x, y) + β (1 + log (g(x, y))))h(x, y)dPS(x, y). (138)

A necessary condition [62, Theorem 1, Page 178] for the functional L in (128)

to have an extremum at
Ç

dP
(PS,β)

Ẑ|Θ=θ

dPS
, λ

å
∈ S ×R is that for all functions h ∈ S ,
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the following holds,

0 = ∂L

Ñ
dP

(PS ,β)

Ẑ|Θ=θ

dPS
, λ;h

é
=

∫
h(x,y)

(
λ−ℓ(θ,x,y)+β

Ñ
1+log

Ñ
dP

(PS ,β)

Ẑ|Θ=θ

dPS
(x,y)

éé)
dPS (x,y). (139)

The equality in (139) holds for all functions h ∈ S if and only if for all (x, y) ∈

suppPS , the function
dP

(PS,β)

Ẑ|Θ=θ

dPS
satisfies:

λ− ℓ(θ, x, y) + β

Ñ
1 + log

Ñ
dP

(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)

éé
= 0. (140)

That is,

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y) = exp

Å−λ− β

β

ã
exp

Å
ℓ(θ, x, y)

β

ã
, (141)

where λ is chosen to satisfy (124b). That is,

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y) =

exp
Ä
ℓ(θ,x,y)

β

ä
∫
exp
Ä
ℓ(θ,x,y)

β

ä
dPS(x, y)

(142)

= exp

Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
. (143)

The proof continues by verifying that the measure P
(PS ,β)

Ẑ|Θ=θ
that satisfies (142)

is the unique solution to the optimization problem in (16). Such vertification is
done by showing that the objective function in (16) is strictly concave with the
optimization variable. Let P1 and P2 be two different probability measures in
∆PS(X×Y) and let α be in (0,1). Hence,∫

ℓ(θ, x, y)d (αP1 + (1− α)P2) (x, y)− βD (αP1 + (1− α)P2∥PS)

= α

∫
ℓ(θ, x, y)dP1(x, y) + (1− α)

∫
ℓ(θ, x, y)dP2(x, y)

−βD (αP1 + (1− α)P2∥PS) (144)

< α

Å∫
ℓ(θ, x, y)dP1(x, y)− βD (P1∥PS)

ã
+(1− α)

Å∫
ℓ(θ, x, y)dP2(x, y)− βD (P2∥PS)

ã
, (145)

where equality in (144) follows from properties of the Lebesgue integral, while
the inequality in (145) follows from [21, Theorem 2.2]. Hence, the uniqueness
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of the solution is due to the strict concavity of the objective function. This
completes the proof of uniqueness.

Based on [57, Theorem 3.1], for the case in which the function ℓ is separable
(Definition 18), it is proved that if β ∈ JPS ,θ, is chosen to satisfy

D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
= γ, (146)

with γ in (15b), then the solutions to the optimization problems in (15) and
(16), denoted by P

(PS ,β)

Ẑ|Θ=θ
, are identical and satisfy

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)= exp

Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
, (147)

where the functions ℓ and JPS ,θ are defined in (4) and (19), respectively. This
completes the proof.

D Proof of Lemma 3
First, the proof of absolute continuity is presented. For all C ∈ FX×Y ,

P
(PS ,β)

Ẑ|Θ=θ
(C) =

∫
C

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)dPS(x, y), (148)

and thus, if PS(C) = 0, then

P
(PS ,β)

Ẑ|Θ=θ
(C) = 0, (149)

which implies the absolute continuity of P (PS ,β)

Ẑ|Θ=θ
with respect to PS . Alterna-

tively, given a set C ∈ FX×Y , assume that P
(PS ,β)

Ẑ|Θ=θ
(C) = 0. Hence, it follows

that

0= P
(PS ,β)

Ẑ|Θ=θ
(C) =

∫
C

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)dPS(x, y). (150)

From Theorem 1, it holds that for all (x, y) ∈ suppPS ,

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y) = exp

Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
. (151)

Note that if a solution to the optimization problem (16) exists, then JPS ,θ

Ä
1
β

ä
<

+∞, which implies that exp
Ä
−JPS ,θ

Ä
1
β

ää
> 0. Moreover, exp

Ä
ℓ(θ,x,y)

β

ä
> 0,

where the strict inequality is due to the fact that for all (x, y) ∈ suppPS , the
function ℓ in (4) is nonnegative. Hence, for all (x, y) ∈ suppPS ,

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)= exp

Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
> 0, (152)
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which implies that PS (C) = 0 and the absolute continuity of P
(PS ,β)

Ẑ|Θ=θ
with

respect to PS . This completes the first part of the proof.

The second part of the proof continues with the following equalities:

D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
=

∫
log

Ñ
dP

(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)

é
dP

(PS ,β)

Ẑ|Θ=θ
(x, y) (153)

=

∫
log

Å
exp

Å
ℓ(θ,x,y)

β
−JPS,θ

Å
1

β

ããã
dP

(PS,β)

Ẑ|Θ=θ
(x,y) (154)

=

∫
ℓ(θ, x, y)

β
dP

(PS ,β)

Ẑ|Θ=θ
(x, y)− JPS ,θ

Å
1

β

ã
(155)

=
1

β
Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
− JPS ,θ

Å
1

β

ã
, (156)

where equality in (154) follows from (21) and the functional Rθ is defined in (8).
This proves the equality in (23)

The equality in (25) is proved as follows:

D
(
PS∥P (PS ,β)

Ẑ|Θ=θ

)
=

∫
log

Ñ
dPS

dP
(PS ,β)

Ẑ|Θ=θ

(x, y)

é
dPS(x, y) (157)

=

∫
log

Å
exp

Å
−ℓ(θ,x,y)

β
+JPS,θ

Å
1

β

ããã
dPS(x,y) (158)

= −
∫

ℓ(θ, x, y)

β
dPS(x, y) + JPS ,θ

Å
1

β

ã
(159)

= − 1

β
Rθ(PS) + JPS ,θ

Å
1

β

ã
, (160)

where equality in (158) follows from equation (21). This completes the proof.

E Proof of Lemma 4
The proof of equality in (34) is based on the fact that for a given t ∈ {ν ∈ R :
J
P

(PS,β)

Ẑ|Θ=θ
,θ
(ν) < +∞} , the function J

P
(PS,β)

Ẑ|Θ=θ
,θ

satisfies

J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) = log

Å∫
exp (tℓ(θ, x, y))dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

ã
(161)

= log

Ñ∫
exp(tℓ(θ,x,y))

dP
(PS,β)

Ẑ|Θ=θ

dPS
(x,y)dPS(x,y)

é
(162)

= log
(∫

exp

ÅÅ
t+

1

β

ã
ℓ(θ,x,y)

ã
dPS(x,y)−JPS,θ

Å
1

β

ã
(163)

= JPS ,θ

Å
t+

1

β

ã
− JPS ,θ

Å
1

β

ã
, (164)
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where the equality in (163) follows from (21). Moreover, from Lemma 1, it
follows that the function J

P
(PS,β)

Ẑ|Θ=θ
,θ

is continuous and nondecresasing. Hence,

for all s ∈ (−∞, t), it holds that J
P

(PS,β)

Ẑ|Θ=θ
,θ
(s) ≤ J

P
(PS,β)

Ẑ|Θ=θ
,θ
(t) < +∞.

Let t∗ ∈ R ∪ {+∞} be defined by

t∗ ≜ sup{ν ∈ R : J
P

(PS,β)

Ẑ|Θ=θ
,θ
(ν) < ∞}. (165)

If t∗ = +∞, then for all s ∈ R, J
P

(PS,β)

Ẑ|Θ=θ
,θ
(s) < +∞, and the proof for

(34) is completed. Alternatively, if t∗ < +∞, it follows that for all s > t∗,
J
P

(PS,β)

Ẑ|Θ=θ
,θ
(s) = +∞, which implies that JPS ,θ(s + 1

β ) = +∞, as the function

JPS ,θ is also continuous ( Lemma 1) and JPS ,θ

Ä
1
β

ä
< +∞ (due to the choice

of β). Hence, in this case, the equality in (34) is of the form +∞ = +∞. This
completes the proof of (34).

F Proof of Lemma 5

Proof: Note that for all t ∈ intJPS ,θ, it holds that

J
(1)
PS ,θ

Å
1

t

ã
=

d

ds
log

Å∫
exp (sℓ(θ, x, y))dPS(x, y)

ã∣∣∣∣∣
s= 1

t

(166)

=
d
ds

∫
(exp (sℓ(θ, x, y))) dPS(x, y)∫
exp (sℓ(θ, x, y))dPS(x, y)

∣∣∣∣∣
s= 1

t

(167)

=

∫
d
ds (exp (sℓ(θ, x, y))) dPS(x, y)∫
exp (sℓ(θ, x, y))dPS(x, y)

∣∣∣∣∣
s= 1

t

(168)

=

∫
ℓ(θ, x, y) exp

(
1
t ℓ(θ, x, y)

)
dPS(x, y)∫

exp
(
1
t ℓ(θ, x, y)

)
dPS(x, y)

(169)

= exp

Å
−JPS ,θ

Å
1

t

ãã∫
ℓ(θ, x, y) exp

Å
1

t
ℓ(θ, x, y)

ã
dPS(x, y) (170)

=

∫
ℓ(θ, x, y) exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (171)

=

∫
ℓ(θ, x, y)dP

(PS ,t)

Ẑ|Θ=θ
(x, y), (172)

where the equality in (168) follows from the dominated convergence theorem [59,
Theorem 1.6.9]; and the equality in (172) follows from (21). This completes the
proof of (37).
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The proof of (38) is as folllows,

J
(2)
PS ,θ

Å
1

t

ã
=

d

ds
J
(1)
PS ,θ(s)

∣∣∣∣∣
s= 1

t

(173)

=
d

ds

(∫
ℓ(θ, x, y) exp (sℓ(θ, x, y)− JPS ,θ(s))dPS(x, y)

)∣∣∣∣∣
s= 1

t

(174)

=

∫
d

ds

(
ℓ(θ, x, y) exp (sℓ(θ, x, y)− JPS ,θ(s))

)
dPS(x, y)

∣∣∣∣∣
s= 1

t

(175)

=

∫
ℓ(θ, x, y)(ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ã
)

exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (176)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS ,θ

Å
1

t

ãã2
exp

Å
tℓ(θ,x,y)−JPS ,θ

Å
1

t

ãã
dPS(x,y)

+

∫
ℓ(θ, x, y)J

(1)
PS ,θ

Å
1

t

ã
exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y)

− J
(1)
PS ,θ

Å
1

t

ã2 ∫
exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (177)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã2
exp

Å
1

t
ℓ(θ,x,y)−JPS,θ

Å
1

t

ãã
dPS(x,y)

+ J
(1)
PS ,θ

Å
1

t

ã2
− J

(1)
PS ,θ

Å
1

t

ã2 ∫
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (178)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã2
exp

Å
1

t
ℓ(θ,x,y)−JPS,θ

Å
1

t

ãã
dPS(x,y) (179)

=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y), (180)

where the equality in (175) follows from the dominated convergence theorem [59,
Theorem 1.6.9]; and the equalities in (178) and (180) follow from (21). This
completes the proof of (38).

The second part of the proof of Lemma 1 is divided into two parts. First,
it is shown that if the function ℓ in (4) is nonseparable with respect to the
measure PS (Definition 2), then for all t ∈ {s ∈ (0,+∞) : JPS ,θ

(
1
s

)
< +∞},

J
(2)
PS ,θ

(
1
t

)
= 0. Secondly, it shows that if the function ℓ is separable, then, for

all t ∈ {s ∈ (0,+∞) : JPS ,θ

(
1
s

)
< +∞}, J(2)PS ,θ

(
1
t

)
> 0.

The first part is as follows. Assume that the function ℓ in (4) is nonseparable
with respect to the measure PS , i.e., there exists a real a ≥ 0, such that

PS ({(x, y) ∈ X × Y : ℓ(θ, x, y) = a}) = 1. (181)
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Note that from (21) and (38), it holds that

J
(1)
PS ,θ

Å
1

t

ã
=

∫
ℓ(θ, x, y)dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (182)

=

∫
ℓ(θ, x, y) exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (183)

=

∫
a exp

(a
t
− a

t

)
dPS(x, y) (184)

= a. (185)

Note also that from (21)and (38), it holds that

J
(2)
PS ,θ

Å
1

t

ã
=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (186)

=

∫ Å
ℓ(θ,x,y)−J

(1)
PS,θ

Å
1

t

ãã2
exp

Å
1

t
ℓ(θ,x,y)−JPS,θ

Å
1

t

ãã
dPS(x,y)(187)

=

∫
(a− a) exp

(a
t
− a

t

)
dPS(x, y) (188)

= 0, (189)

which proves that if the function ℓ is nonseparable, then J
(2)
PS ,θ

(
1
t

)
= 0. This

completes the first part of the proof.

The second part is as follows. Assume that the function ℓ is separable with
respect to the measure PS . That is, there exists a positive a; and two subsets
A and B of X × Y that are nonnegaligible with respect to PS and verify that
for all (x1, y1) ∈ A and for all (x2, y2) ∈ B,

ℓ (θ, x1, y1) < a < ℓ (θ, x2, y2) . (190)

Note that the sets A and B are disjoint. Hence, from (38), it holds that

J
(2)
PS ,θ

Å
1

t

ã
=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (191)

=

∫
A

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y)

+

∫
B

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y)

+

∫
X×Y\(A∪B)

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (192)

> 0, (193)

where the inequality in (193) is based on the folllowing facts. First, if a <

J
(1)
PS ,θ

(
1
t

)
, with a in (190), then for all (x, y) ∈ A, it holds that ℓ(θ, x, y) < a <

J
(1)
PS ,θ

(
1
t

)
, and thus,Å

ℓ(θ, x, y)− J
(1)
PS ,θ

Å
1

t

ãã2
>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
. (194)
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This implies that

∫
A

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (195)

>

∫
A

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y)) (196)

>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
P

(PS ,t)

Ẑ|Θ=θ
(A) (197)

> 0, (198)

where the inequality in (198) follows from the fact that the probability mea-
sures P

(PS ,t)

Ẑ|Θ=θ
and PS are mutually absolutely continuous (Lemma 3). Sec-

ond, if a ≥ J
(1)
PS ,θ

(
1
t

)
, with a in (190), then for all (x, y) ∈ B, it holds that

ℓ(θ, x, y) > a ≥ J
(1)
PS ,θ

(
1
t

)
, and thus,

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
, (199)

which implies

∫
B

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (200)

>

∫
B

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (201)

>

Å
a− J

(1)
PS ,θ

Å
1

t

ãã2
P

(PS ,t)

Ẑ|Θ=θ
(B) (202)

> 0, (203)

where the inequality in (203) follows from the fact that the probability mea-
sures P

(PS ,t)

Ẑ|Θ=θ
and PS are mutually absolutely continuous (Lemma 3). This

completes the second part of the proof.
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Finally, the proof of (39) is as follows,

J
(3)
PS ,θ

Å
1

t

ã
=

d

ds
J
(2)
PS ,θ(s)

∣∣∣∣∣
s= 1

t

(204)

=

∫
d

ds

(Ä
ℓ(θ,x,y)−J

(1)
PS,θ

(s)
ä2
exp(sℓ(θ,x,y)−JPS,θ(s))

)∣∣∣∣∣
s=1

t

dPS(x,y) (205)

=

∫
2J

(2)
PS ,θ

Å
1

t

ãÅ
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã
exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
+

Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã3
exp

Å
1

t
ℓ(θ, x, y)− JPS ,θ

Å
1

t

ãã
dPS(x, y) (206)

= 2J
(2)
PS ,θ

Å
1

t

ã∫
ℓ(θ, x, y)dP

(PS ,t)

Ẑ|Θ=θ
(x, y)− 2J

(2)
PS ,θ

Å
1

t

ã
J
(1)
PS ,θ

Å
1

t

ã
+

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã3
dP

(PS ,t)

Ẑ|Θ=θ
(x, y) (207)

=

∫ Å
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

t

ãã3
dP

(PS ,t)

Ẑ|Θ=θ
(x, y), (208)

where the equality in (205) follows from the dominated convergence theorem [59,
Theorem 1.6.9]; and the equalities in (207) and (208) follow from (21), (37) and
(38). This completes the proof of (39).

The proofs for the equalities in (40), (41) and (42) follow along the same argu-
ments as above.

G Proof of Theorem 2

Proof: A direct result from Lemma 1 and the mean value theorem [51, Theorem
5.10] is

J
(m)
PS ,θ

Å
1

t

ã
− J

(m)
PS ,θ(0) =

1

t
J
(m+1)
PS ,θ

Å
1

s

ã
< +∞, (209)

for some s ∈ (t,+∞). Under the assumption that there exists real δ > 0 such
that the function JPS ,θ in (19) is differentiable within (−δ, δ), it follows that the
function J

(m+1)
PS ,θ is continuous in (−δ,+∞), where δ > 0. Hence, for all t > 0, the

function J
(m+1)
PS ,θ achieves a maximum and a minimum within the interval [0, 1

t ].

Such extremas allow providing lower and upper bounds on J
(m)
PS ,θ

(
1
t

)
along with

J
(m)
PS ,θ (0). This completes the proof.
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H Proof of Theorem 3
Proof: This section is divided into two parts. First, a preliminary result that is
needed for the proof of Theorem 3.

Theorem 13 For all t ∈ R, the function J
P

(PS,β)

Ẑ|Θ=θ
,θ

in (33) verifies the following

equality

J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) = tJ

(1)
PS ,θ

Å
1

β

ã
+

1

2
t2J

(2)
PS ,θ(ζt), (210)

with

ζt ∈

(
min

{
1

β
, t+

1

β

}
,max

{
1

β
, t+

1

β

})
, (211)

where the functions J
(1)
PS ,θ and J

(2)
PS ,θ are defined in (37) and (38), respectively.

Proof: From Lemma 1, it follows that the function JPS ,θ is continuous, mono-
tone, increasing and differentiable infinitely many times. Then, a Taylor expan-
sion of JPS ,θ at the point 1

β yields for all t ∈ {ν ∈ R : JPS ,θ (ν) < +∞},

JPS ,θ(t) = JPS ,θ

Å
1

β

ã
+

+∞∑
s=1

J
(s)
PS ,θ

Ä
1
β

ä
s!

Å
t− 1

β

ãs
. (212)

Choosing t = α+ 1
β in (212) with α ∈ {ν ∈ R : JPS ,θ

Ä
α+ 1

β

ä
< +∞}, it holds

from the Taylor-Lagrange theorem [63, Theorem 2.5.4] that

JPS ,θ

Å
α+

1

β

ã
= JPS ,θ

Å
1

β

ã
+ αJ

(1)
PS ,θ

Å
1

β

ã
+

1

2
α2J

(2)
PS ,θ (ξ) , (213)

where ξ ∈
(
min

{
1
β , α+ 1

β

}
,max

{
1
β , α+ 1

β

})
.

The equality in (213) leads to the following inequality:

JPS ,θ

Å
α+

1

β

ã
− JPS ,θ

Å
1

β

ã
= αJ

(1)
PS ,θ

Å
1

β

ã
+

1

2
α2J

(2)
PS ,θ (ζt) , (214)

where ζt is chosen as in (211).

Let s∗ ∈ R ∪ {+∞} be defined by

s∗ ≜ sup{α ∈ R : JPS ,θ

Å
α+

1

β

ã
< ∞} (215)

If s∗ = +∞, then for all α ∈ R, JPS ,θ

Ä
α+ 1

β

ä
− JPS ,θ

Ä
1
β

ä
< +∞, thus, the

proof is completed by noticing that from Lemma 4, it holds that J
P

(PS,β)

Ẑ|Θ=θ
,θ
(α) =

JPS ,θ

Ä
α+ 1

β

ä
− JPS ,θ

Ä
1
β

ä
. Hence, choosing ζt as in (211) leads to the desired

equality in (210).
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Alternatively, if s∗ < +∞, it follows that for all α > s∗, JPS ,θ

Ä
α+ 1

β

ä
= +∞.

From Lemma 4, it follows that J
P

(PS,β)

Ẑ|Θ=θ
,θ
(α) = +∞, which implies that +∞ =

αJ
(1)
PS ,θ

Ä
1
β

ä
+ 1

2α
2J

(2)
PS ,θ (ζt), and thus J

(2)
PS ,θ (ζt) = +∞. Hence, in this case, the

inequality in (46) is of the form +∞ = +∞. This completes the proof.

The proof of Theorem 3 continues from here. The proof of the inequality in (46)
is trivial from Theorem 13 and the choice of ζPS ,θ in (47). Hence, the reminder
of the proof focuses on proving that ζPS ,θ < +∞. From Lemma 2 and Lemma 4,
it holds that

{α ∈ R : J
P

(PS,β)

Ẑ|Θ=θ
,θ
(α) < +∞} =

{
α ∈ R : JPS ,θ

Å
α+

1

β

ã
< +∞

}
, (216)

which implies that the set {α ∈ R : J
P

(PS,β)

Ẑ|Θ=θ
,θ
(α) < +∞} is an interval of the

form (−∞, b− 1
β ).

For all α ∈ (−∞, b− 1
β ), the function J

(2)
PS ,θ is continuous (Lemma 1). Hence, for

all t ∈
(
min

{
1
β , α+ 1

β

}
,max

{
1
β , α+ 1

β

})
⊆ (−∞, b), the value J

(2)
PS ,θ(t) is fi-

nite. Moreover, the values J(2)PS ,θ

(
min

{
1
β , α+ 1

β

})
and J

(2)
PS ,θ

(
max

{
1
β , α+ 1

β

})
are both finite. This implies that the function J

(2)
PS ,θ achieves a minimum and

maximum within the closed interval
[
min

{
1
β , α+ 1

β

}
,max

{
1
β , α+ 1

β

}]
. Thus,

the corresponding term J
(2)
PS ,θ (ξα), with ξα ∈

(
min

{
1
β , α+ 1

β

}
,max

{
1
β , α+ 1

β

})
,

is finite.

In the asymptotic regime, when α → −∞, the following holds:

lim
α→−∞

Å
min

{ 1

β
, α+

1

β

}
,max

{ 1

β
, α+

1

β

}ã
=

Å
−∞,

1

β

ã
(217)

The function J
(2)
PS ,θ is continuous in

Ä
−∞, 1

β

ä
, and thus, for all t ∈

Ä
−∞, 1

β

ä
,

J
(2)
PS ,θ(t) < +∞. Moreover, given the fact that β ∈ JPS ,θ, with JPS ,θ in (20), it

holds that

lim
t→ 1

β

J
(2)
PS ,θ(t) = J

(2)
PS ,θ

Å
1

β

ã
< +∞. (218)

Alternatively,

lim
t→−∞

J
(2)
PS ,θ(t) < +∞. (219)

Hence, from (217), (218) and (219), it follows that

lim
α→−∞

J
(2)
PS ,θ (ξα) < +∞. (220)
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On the otherhand, when α → b − 1
β , it follows that ξα ∈ ( 1β , b). Based on the

choice of b in (48), it follows that

lim
t→b

J
(2)
PS ,θ(t) < +∞. (221)

Thus,

lim
α→b− 1

β

J
(2)
PS ,θ (ξα) < +∞. (222)

From all the above, it holds that for all α ∈ {t ∈ R : J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) < +∞}, the

value J
(2)
PS ,θ (ξα) is finite, and this completes the proof.

I Proof of Lemma 6
Proof: The proof continues with the following equalities,

d

dβ
D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
=

d

dβ

Å
1

β
Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
− JPS ,θ

Å
1

β

ãã
(223)

=
d

dβ

Å
1

β
J
(1)
PS ,θ

Å
1

β

ã
− JPS ,θ

Å
1

β

ãã
(224)

= − 1

β2
J
(1)
PS ,θ

Å
1

β

ã
− 1

β3
J
(2)
PS ,θ

Å
1

β

ã
+

1

β2
J
(1)
PS ,θ

Å
1

β

ã
(225)

= − 1

β3
J
(2)
PS ,θ

Å
1

β

ã
, (226)

where the equality in (223) follows from (23) and the equality in (224) follows
from (37). This completes the proof.

J Proof of Theorem 4
Proof: Let A be a set such that

A ≜ {z ∈ (X × Y)
n
: exp (tL (θ, z)) ≥ exp (tδ)}, (227)

with t ∈ J
P

(PS,β)

Ẑ|Θ=θ
,θ

and δ > J
(1)
PS ,θ

Ä
1
β

ä
, where the set J

P
(PS,β)

Ẑ|Θ=θ
,θ

is defined in

(20). Hence, it follows that

exp

Å
J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t)

ã
=

∫
exp (tL (θ, z))dP

(PS ,β)

Ẑ|Θ=θ
(z) (228)

≥
∫
A
exp (tL (θ, z))dP

(PS ,β)

Ẑ|Θ=θ
(z) (229)

≥ exp (tδ)

∫
A
dP

(PS ,β)

Ẑ|Θ=θ
(z) (230)

= exp (tδ)P
(PS ,β)

Ẑ|Θ=θ
(A), (231)
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where equality in (228) follows from (19) with P
(PS ,β)

Ẑ|Θ=θ
as a product measure

constructed by P
(PS ,β)

Ẑ|Θ=θ
in (21).

Note that

A ≜ {z ∈ (X × Y)
n
: exp (tL (θ, z)) ≥ exp (tδ)}, (232)

is equivalent to

A ≜ {z ∈ (X × Y)
n
: L (θ, z) ≥ δ}, (233)

from the fact that t > 0.

Hence, it follows from (231) and (233) that

P
(PS ,β)

Ẑ|Θ=θ

(
{z ∈ (X × Y)

n
: L (θ, z) ≥ δ}

)

≤
exp

Å
J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t)

ã
exp (tδ)

(234)

=

∫
exp (tL (θ, z))dP

(PS ,β)

Ẑ|Θ=θ
(z)

exp (tδ)
(235)

=

∫
exp

(
t 1n
∑n

i=1 ℓ (θ, xi, yi)
)
dP

(PS ,β)

Ẑ|Θ=θ
(z)

exp (tδ)
(236)

=

(∫
exp

(
t
nℓ(θ, x, y)

)
dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

)n
exp (tδ)

(237)

=

Å
exp

Å
J
P

(PS,β)

Ẑ|Θ=θ
,θ

(
t
n

)ããn
exp (tδ)

(238)

= exp

Å
nJPS ,θ

Å
t

n
+

1

β

ã
− nJPS ,θ

Å
1

β

ã
− tδ

ã
, (239)

where equality in (239) follows from (34).

Furthermore,

P
(PS ,β)

Ẑ|Θ=θ

(
{z ∈ (X × Y)

n
: L (θ, z) ⩾ δ}

)
≤ exp

Å
nJPS ,θ

Å
t∗

n
+

1

β

ã
− nJPS ,θ

Å
1

β

ã
− t∗δ

ã
(240)

= exp

Å
n

Å
JPS ,θ

Å
t∗

n
+

1

β

ã
− JPS ,θ

Å
1

β

ã
− t∗

n
δ

ãã
, (241)

where t∗ ∈ J
P

(PS,β)

Ẑ|Θ=θ
,θ

is

t∗ ∈ arg min
t∈J

P
(PS,β)

Ẑ|Θ=θ
,θ

JPS ,θ

Å
t

n
+

1

β

ã
− t

n
δ. (242)
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Since the function JPS ,θ

Ä
t
n + 1

β

ä
− t

nδ is strictly convex, there always exists a t
that satisfies the following:

0 =
d

dt

Å
JPS ,θ

Å
t

n
+

1

β

ã
− t

n
δ

ã
(243)

=
1

n
J
(1)
PS ,θ

Å
t

n
+

1

β

ã
− 1

n
δ. (244)

To ensure the existence of t∗, since the function J
(1)
PS ,θ is nondecreasing, based

on the equality in (38), δ must satisfy

δ ≥ J
(1)
PS ,θ

Å
t∗

n
+

1

β

ã
. (245)

Let β∗ > 0 be

1

β∗ ≜
t∗

n
+

1

β
. (246)

Hence, from (245), it holds that β∗ must satisfy

δ = J
(1)
PS ,θ

Å
1

β∗

ã
, (247)

and the inequality in (240) becomes

P
(PS ,β)

Ẑ|Θ=θ

(
{z ∈ (X × Y)

n
: L (θ, z) ≥ δ}

)
≤ exp

Å
n

Å
JPS ,θ

Å
1

β∗

ã
− JPS ,θ

Å
1

β

ã
−
Å

1

β∗ − 1

β

ã
J
(1)
PS ,θ

Å
1

β∗

ããã
, (248)

Note that

JPS ,θ

Å
1

β∗

ã
− JPS ,θ

Å
1

β

ã
−
Å

1

β∗ − 1

β

ã∫
ℓ(θ, x, y)dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y)

=
1

β∗

∫
ℓ(θ, x, y)dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y)−D

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥PS

)
− JPS ,θ

Å
1

β

ã
−
Å

1

β∗ − 1

β

ã∫
ℓ(θ, x, y)dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y) (249)

=
1

β

(∫
ℓ(θ, x, y)dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y)−

∫
ℓ(θ, x, y)dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

)
+D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
−D

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥PS

)
, (250)

=
1

β

(
Rθ

(
P

(PS ,β∗)

Ẑ|Θ=θ

)
− Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

))
(251)

+D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
−D

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥PS

)
, (252)

where equalities in (249) and (252) both follow from (23); and the function Rθ

is in (8).
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Note that the relative entropy D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
satisfies:

D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
=

∫
log

Ñ
dP

(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)

é
dP

(PS ,β)

Ẑ|Θ=θ
(x, y) (253)

=

∫ Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
dP

(PS ,β)

Ẑ|Θ=θ
(x, y) (254)

=

∫
ℓ(θ, x, y)

β
dP

(PS ,β)

Ẑ|Θ=θ
(x, y)− JPS ,θ

Å
1

β

ã
(255)

=
1

β
Rθ(P

(PS ,β)

Ẑ|Θ=θ
)− JPS ,θ

Å
1

β

ã
, (256)

where the equality in (254) follows from (21).

The proof continues by noticing that the relative entropies D
(
P

(PS ,β∗)

Ẑ|Θ=θ
∥P (PS ,β)

Ẑ|Θ=θ

)
and D

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥PS

)
satisfy:

D
(
P

(PS ,β∗)

Ẑ|Θ=θ
∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥PS

)
=

∫
log

Ñ
dP

(PS ,β∗)

Ẑ|Θ=θ

dP
(PS ,β)

Ẑ|Θ=θ

(x, y)

é
dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y)

−
∫

log

Ñ
dP

(PS ,β∗)

Ẑ|Θ=θ

dPS
(x, y)

é
dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y) (257)

=

∫ Ñ
log

Ñ
dP

(PS,β
∗)

Ẑ|Θ=θ

dP
(PS,β)

Ẑ|Θ=θ

(x,y)

é
−log

Ñ
dP

(PS,β
∗)

Ẑ|Θ=θ

dPS
(x,y)

éé
dP

(PS,β
∗)

Ẑ|Θ=θ
(x,y)(258)

=

∫
log

Ñ
dP

(PS ,β∗)

Ẑ|Θ=θ

dP
(PS ,β)

Ẑ|Θ=θ

(x, y)
dPS

dP
(PS ,β∗)

Ẑ|Θ=θ

(x, y)

é
dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y) (259)

=

∫
log

Ñ
dPS

dP
(PS ,β)

Ẑ|Θ=θ

(x, y)

é
dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y) (260)

=

∫
log

Å
exp

Å
−ℓ(θ, x, y)

β
+ JPS ,θ

Å
1

β

ããã
dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y) (261)

=

∫ Å
−ℓ(θ, x, y)

β
+ JPS ,θ

Å
1

β

ãã
dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y) (262)

= −
∫

ℓ(θ, x, y)

β
dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y) + JPS ,θ

Å
1

β

ã
(263)

= − 1

β
Rθ(P

(PS ,β∗)

Ẑ|Θ=θ
) + JPS ,θ

Å
1

β

ã
. (264)
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Therefore, from (256) and (264), it follows that

D
(
P

(PS ,β∗)

Ẑ|Θ=θ
∥PS

)
−D

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
=

1

β
Rθ(P

(PS ,β∗)

Ẑ|Θ=θ
)− 1

β
Rθ(P

(PS ,β)

Ẑ|Θ=θ
). (265)

Plugging (265) into (252) yields

JPS ,θ

Å
1

β∗

ã
− JPS ,θ

Å
1

β

ã
−
Å

1

β∗ − 1

β

ã∫
ℓ(θ, x, y)dP

(PS ,β∗)

Ẑ|Θ=θ
(x, y)

= −D
(
P

(PS ,β∗)

Ẑ|Θ=θ
∥P (PS ,β)

Ẑ|Θ=θ

)
. (266)

Plugging (266) into (248) yields

P
(PS ,β)

Ẑ|Θ=θ

(
{z ∈ (X × Y)

n
: L (θ, z) ≥ δ}

)
≤ exp

(
−nD

(
P

(PS,β
∗)

Ẑ|Θ=θ
∥P (PS,β)

Ẑ|Θ=θ

))
.(267)

This completes the proof.

K Proof of Theorem 5

Consider the random variable ℓ (θ, X, Y ), with (X,Y ) ∼ PZ , with PZ ∈ N (PS , γ).
From Chebyshev’s inequality [59, Section 2.4.9], it follows that

PZ ({z ∈ (X × Y)
n
: L (θ, z) ⩾ δ}) ≤ 1

δ
Rθ (PZ) (268)

⩽
1

δ
J
(1)
PS ,θ

Å
1

β

ã
, (269)

where the functional Rθ is defined in (8) and the inequality in (269) follows from
the fact that for all PZ ∈ N (PS , γ),

Rθ (PZ) ⩽ Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
= J

(1)
PS ,θ

Å
1

β

ã
, (270)

with the measure P
(PS ,β)

Ẑ|Θ=θ
in (21). This completes the proof.
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L Proof of Theorem 6

The proof follows from Theorem 1 and by noticing that the relative entropy
D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
satisfies:

D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
=

∫
log

Ñ
dP

(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)

é
dP

(PS ,β)

Ẑ|Θ=θ
(x, y) (271)

=

∫ Å
ℓ(θ, x, y)

β
− JPS ,θ

Å
1

β

ãã
dP

(PS ,β)

Ẑ|Θ=θ
(x, y) (272)

=

∫
ℓ(θ, x, y)

β
dP

(PS ,β)

Ẑ|Θ=θ
(x, y)− JPS ,θ

Å
1

β

ã
(273)

=
1

β
Rθ(P

(PS ,β)

Ẑ|Θ=θ
)− JPS ,θ

Å
1

β

ã
, (274)

where the equality in (272) follows from (21) and the function Rθ is in (8).
The proof continues by noticing that the relative entropies D

(
P∥P (PS ,β)

Ẑ|Θ=θ

)
and D (P∥PS) satisfy:

D
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
−D (P∥PS)

=

∫
log

Ñ
dP

dP
(PS ,β)

Ẑ|Θ=θ

(x, y)

é
dP (x, y)−

∫
log

Å
dP

dPS
(x, y)

ã
dP (x, y) (275)

=

∫ Ñ
log

Ñ
dP

dP
(PS,β)

Ẑ|Θ=θ

(x,y)

é
−log

Å
dP

dPS
(x,y)

ãé
dP (x,y) (276)

=

∫
log

Ñ
dP

dP
(PS ,β)

Ẑ|Θ=θ

(x, y)
dPS

dP
(x, y)

é
dP (x, y) (277)

=

∫
log

Ñ
dPS

dP
(PS ,β)

Ẑ|Θ=θ

(x, y)

é
dP (x, y) (278)

=

∫
log

Å
exp

Å
−ℓ(θ, x, y)

β
+ JPS ,θ

Å
1

β

ããã
dP (x, y) (279)

=

∫ Å
−ℓ(θ, x, y)

β
+ JPS ,θ

Å
1

β

ãã
dP (x, y) (280)

= −
∫

ℓ(θ, x, y)

β
dP (x, y) + JPS ,θ

Å
1

β

ã
(281)

= − 1

β
Rθ(P ) + JPS ,θ

Å
1

β

ã
. (282)
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Therefore, from (274) and (282), it follows that

D (P∥PS)−D
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
=

1

β
Rθ(P )− 1

β
Rθ(P

(PS ,β)

Ẑ|Θ=θ
) (283)

=
1

β
G
(
θ, P, P

(PS ,β)

Ẑ|Θ=θ

)
, (284)

which completes the proof.

M Proof of Theorem 7

The proof of Theorem 7 requires the following lemma.

Lemma 10 Given two probability measures P1 and P2 over the measurable
space (X × Y,FX×Y), with P2 absolutely continuous with respect to P1, the
following holds for all θ ∈ M,

G(θ, P2, P1) ⩽ inf
t>0

(
D (P2∥P1)

t
+

1

t
log

(∫
exp

(
t

(
ℓ(θ, x, y)

−
∫

ℓ(θ, x, y)dP1(x, y)

))
dP1(x, y)

))
, (285)

where the function ℓ and the functional G(θ, P2, P1) are defined in (4) and
in (58), respectively.

Proof: From [64, Corollary 4.15, Page 100], it follows that the probability mea-
sures P1 and P2 in (X × Y,FX×Y) satisfy the following equality:

D (P2∥P1)=sup
f

∫
f (x,y)dP2(x,y)− log

∫
exp(f (x,y))dP1(x,y), (286)

where the supremum is over the space of all measurable functions f with respect
to (X × Y,FX×Y) and (R,B (R)), such that

∫
exp (f (x, y)) dP1 (x, y) < ∞.

Hence, for all z ∈ (X × Y)
n and for all θ ∈ M; and for all t ∈ (0,+∞), it
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follows that the function ℓ in (4) satisfies that

D (P2∥P1)

⩾
∫

tℓ(θ, x, y)dP2 ( x, y)− log

∫
exp (tℓ(θ, x, y)) dP1 (x, y) (287)

=

∫
tℓ(θ, x, y)dP2 (x, y)− log

∫
exp

(
tℓ(θ, x, y) + t

∫
ℓ (θ, u, v) dP1(u, v)

−t

∫
ℓ (θ, u, v) dP1(u, v)

)
dP1 (x, y) (288)

=

∫
tℓ(θ, x, y)dP2(x, y)− t

∫
ℓ (θ, u, v) dP1(u, v)− log

∫
exp

(
tℓ(θ, x, y)

−t

∫
ℓ (θ, u, v) dP1(u, v)

)
dP1(x, y) (289)

=tG(θ,P2,P1)−log

∫
exp

(
tℓ(θ,x,y)−t

∫
ℓ(θ,u,v)dP1(u,v)

)
dP1(x,y), (290)

which leads to

G(θ, P2, P1)

⩽
D(P2∥P1)

t
+
1

t
log

(∫
exp

(
t

(
ℓ(θ,x,y)−

∫
ℓ(θ,u,v)dP1(u,v)

))
dP1(x,y)

)
. (291)

Given that t can be chosen arbitrarily in (0,+∞), it holds that

G(θ, P2, P1)

⩽inf
t>0

(
D (P2∥P1)

t
+

1

t
log

(∫
exp

(
t

(
ℓ(θ, x, y)

−
∫

ℓ(θ, x, y)dP1(x, y)

))
dP1(x, y)

))
, (292)

which completes the proof of the lemma.

The proof of Theorem M continues from here. From Lemma 10, it holds that
the probability measure P

(PS ,β)

Ẑ|Θ=θ
in (21), satisfies for all P ∈ ∆PS(X×Y),

G
(
θ, P, P

(PS ,β)

Ẑ|Θ=θ

)
⩽ inf

t>0

(
D
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
t

+
1

t
log

(∫
exp

(
t

(
ℓ(θ, x, y)

−J
(1)
PS ,θ

Å
1

β

ã))
dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

))
, (293)
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where J
(1)
PS ,θ

Ä
1
β

ä
is in (37). Moreover, for all t ∈ (0,+∞),

log

(∫
exp

(
t

(
ℓ(θ, x, y)− J

(1)
PS ,θ

Å
1

β

ã))
dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

)
=log

Å∫
exp (tℓ(θ, x, y)) dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

ã
− tJ

(1)
PS ,θ

Å
1

β

ã
(294)

=J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t)− tJ

(1)
PS ,θ

Å
1

β

ã
(295)

⩽
1

2
t2ζ̂2PS ,θ, (296)

where the function J
P

(PS,β)

Ẑ|Θ=θ
,θ

in (295) is defined in (19); the inequality in (296)

follows from Theorem 3; and

ζ̂2PS ,θ≜sup

{√
J
(2)
PS ,θ (ξ) : ξ ∈

Å
0, b− 1

β

ã}
, (297)

with

b ≜ sup{α ∈ (0,+∞) : JPS ,θ (α) < +∞}. (298)

Plugging (296) into (293) yields

G
(
θ, P, P

(PS ,β)

Ẑ|Θ=θ

)
⩽ inf

t>0

(
D
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
t

+
1

2
t2ζ̂2PS ,θ

)
. (299)

Let c ∈ R be defined as follows:

c ≜ G
(
θ, P, P

(PS ,β)

Ẑ|Θ=θ

)
. (300)

Hence, from (299), it follows that for all t ∈ (0,+∞),

ct− 1

2
t2ζ̂2PS ,θ ≤ D

(
P∥P (PS ,β)

Ẑ|Θ=θ

)
.

The rest of the proof consists in finding an explicit expression for the absolute
value of c in (300). To this aim, consider the function ϕ : R→ R such that

ϕ (α) =
1

2
α2ζ̂2PS ,θ. (301)

Let the Legendre-Fenchel transform of ϕ be the function ϕ∗ : R→ R, and thus
for all x ∈ R,

ϕ∗(x) = max
t∈(0,+∞)

xt− ϕ(t). (302)
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In particular, note that

ϕ∗(c) ≤ D
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
. (303)

Note that for all x ∈ R and for all t ∈ (0,+∞), the function ϕ∗ in (302)
satisfies

xt− 1

2
t2ζ̂2PS ,θ ≤ ϕ∗ (x) = xα∗ (x)− ϕ (α∗ (x)) , (304)

where the term α∗ (x) represents the unique solution in α within the interval
(0,+∞) to

d

dα
(xα− ϕ(α)) = x− αζ2 = 0. (305)

That is

α∗(x) =
x

ζ̂2PS ,θ

. (306)

Plugging (306) into (304) gives

ϕ∗ (x) =
x2

2ζ̂2PS ,θ

. (307)

Hence, from (303) and (304), given c in (300) for all t ∈ (0,+∞),

ct− 1

2
t2ζ̂2PS ,θ ≤ ϕ∗ (c) ≤ D

(
P∥P (PS ,β)

Ẑ|Θ=θ

)
, (308)

and thus,

c2

2ζ̂2PS ,θ

≤ D
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
. (309)

This implies that

c ≤
…
2ζ̂2PS ,θD

(
P∥P (PS ,β)

Ẑ|Θ=θ

)
, and (310)

c ≥ −
…
2ζ̂2PS ,θD

(
P∥P (PS ,β)

Ẑ|Θ=θ

)
, (311)

which leads to ∣∣∣G(θ, P, P (PS ,β)

Ẑ|Θ=θ

)∣∣∣ ≤…2ζ̂2PS ,θD
(
P∥P (PS ,β)

Ẑ|Θ=θ

)
. (312)

This completes the proof.
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N Proof of Theorem 8

The proof follows from the following equalities:

G(θ, P1, P2) = G(θ, P1, P
(PS ,β)

Ẑ|Θ=θ
)−G(θ, P2, P

(PS ,β)

Ẑ|Θ=θ
) (313)

= β
(
D(P1∥PS)−D

(
P1∥P (PS,β)

Ẑ|Θ=θ

)
−D

(
P

(PS,β)

Ẑ|Θ=θ
∥PS

))
−β
(
D(P2∥PS)−D

(
P2∥P (PS,β)

Ẑ|Θ=θ

)
−D

(
P

(PS,β)

Ẑ|Θ=θ
∥PS

)
(314)

= β
(
D
(
P2∥P (PS ,β)

Ẑ|Θ=θ

)
−D

(
P1∥P (PS ,β)

Ẑ|Θ=θ

)
(315)

−D (P2∥PS) +D (P1∥PS)
)
, (316)

where equality in (314) follows from (59). This completes the proof.

O Proof for Lemma 7

The proof follows from Definition 3 and the following equalities:

L(z,θ) =
1

n

n∑
t=1

ℓ (θ, xt, yt) (317)

=
1

n

∑
(x,y)∈(X×Y)

ℓ(θ, x, y)

n∑
t=1

1{x=xt,y=yt} (318)

=
∑

(x,y)∈(X×Y)

ℓ(θ, x, y)Pz(x, y) (319)

=

∫
ℓ(θ, x, y)dPz(x, y) (320)

= Rθ(Pz), (321)

where the functional Rθ is defined in (8). This completes the proof.
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P Proof of Theorem 10

Proof: The doubly-expected generalization gap G(PΘ|Z , PZ) in (75) satisfies:

G(PΘ|Z , PZ)=

∫ ∫
G(θ, PZ , Pz)dPΘ|Z=z (θ) dPZ (z) , (322)

=

∫ ∫
G(θ,PZ,Pz)dPZ|Θ=θ(z)dPΘ(θ), (323)

=

∫ ∫ Å∫
ℓ(θ, x, y)dPZ(x, y)

ã
dPZ|Θ=θ (z) dPΘ (θ)

−
∫ ∫ Å∫

ℓ(θ,x,y)dPz(x,y)

ã
dPZ|Θ=θ(z)dPΘ(θ) (324)

=

∫ ∫
ℓ(θ,x,y)dPZ(x,y)dPΘ(θ),

−
∫ ∫ (

1

n

n∑
t=1

ℓ (θ, xt, yt)

)
dPZ|Θ=θ (z) dPΘ (θ) (325)

=

∫ ∫
ℓ(θ, x, y)dPZ(x, y)dPΘ (θ)

−
∫ ∫

ℓ(θ, x, y)dPZ|Θ=θ (z) dPΘ (θ) (326)

=

∫
G
(
θ, PZ , PZ|Θ=θ

)
dPΘ (θ) , (327)

where the equality in (323) follows from (80) and (81); the equality in (324)
follows from (69); the equality in (325) follows from (80) and (28); the equality
in (326) follows from the fact that the probability measure PZ|Θ=θ is a product
measure as in (82); and the equality in (327) follows from (58).

Finally, from Corollary 2 (Equation (64)), it follows that

1

β
G(PΘ|Z , PZ)=

∫
D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ (θ)

−
∫

D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ(θ)

+

∫
D
(
PZ∥PZ|Θ=θ

)
dPΘ(θ), (328)

where
∫
D
(
PZ∥PZ|Θ=θ

)
dPΘ (θ) = 1

nL
(
PΘ|Z ;PZ

)
, which follows from (84).

This completes the proof.
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Q Proof of Theorem 11

Proof: The term
∫ Å

D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
−D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ãã
dPΘ (θ)

in (85) satisfies∫ Å
D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
−D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ãã
dPΘ (θ)

⩽
∫
D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ(θ), (329)

with equality if for all θ ∈ M, it holds that D
Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
= 0. That is, if

for all θ ∈ M, the probability measures PZ and P
(PZ|Θ=θ,β)
Ẑ|Θ=θ

are identical. Under

such a condition, it holds from (83) that
∫
D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ (θ) =

1
nI
(
PΘ|Z ;PZ

)
, where the term I

(
PΘ|Z ;PZ

)
is the mutual information in (76).

Hence, if for all θ ∈ M, it holds that D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
= 0, then, it holds

that:

G(PΘ|Z , PZ) ⩽
β

n

(
I
(
PΘ|Z ;PZ

)
+ L

(
PΘ|Z ;PZ

))
. (330)

The rest of the proof consists in showing that if (330) holds with equality, then,

for all θ ∈ M, it holds that D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
= 0. This second part of the

proof is as follows:

G(PΘ|Z , PZ)

=
β

n

(
I
(
PΘ|Z ;PZ

)
+ L

(
PΘ|Z ;PZ

))
(331)

= β
(
I
(
PΘ|Z ;PZ

)
+ L

(
PΘ|Z ;PZ

))
(332)

= β

Å∫
D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ(θ)−

∫
D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ(θ)

+

∫
D
(
PZ∥PZ|Θ=θ

)
dPΘ(θ)

ã
, (333)

where the equality in (331) is the initial assumption; the equality in (332) follows
from (83) and (84); and the equality in (333) follows from Corollary 2. Finally,
from (332) and (333), it follows that∫

D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ(θ)−

∫
D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ(θ)

=

∫
D
(
PZ|Θ=θ∥PZ

)
dPΘ(θ), (334)
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which leads to

∫ ∫
log

Ö
dPZ

dP
(PZ|Θ=θ,β)
Ẑ|Θ=θ

(x, y)

è
dPZ|Θ=θ(x, y)dPΘ(θ) (335)

=

∫ ∫
log

Ö
dPZ

dP
(PZ|Θ=θ,β)
Ẑ|Θ=θ

(x, y)

è
dPZ(x, y)dPΘ(θ). (336)

The equality (336) implies that for all θ ∈ suppPΘ and for all (x, y) ∈ suppPZ ,
either

dPZ|Θ=θ

dPZ
(x, y)=1; or (337)

dPZ

dP
(PZ|Θ=θ,β)
Ẑ|Θ=θ

(x, y)=1. (338)

The equality in (337) implies that the algorithm PΘ|Z leads to the case in which
models and datasets are independent. That is, for all θ ∈ M, it follows that
the measures PZ|Θ=θ and PZ are identical. Alternatively, the equality in (338)

implies that for all θ ∈ suppPΘ, the WCDG probability measure P
(PZ|Θ=θ,β)
Ẑ|Θ=θ

is identical to the ground-truth data-generating probability measure PZ . That

is, for all θ ∈ M, D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
= 0. The former case is disregarded

given that statistical machine learning algorithms are probability measures on
△ (M) dependent on the training datasets. Hence, it follows that if (330) holds

with equality, then for all θ ∈ M, D
Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
= 0. This completes

the proof.
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