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Abstract

Vibration measurements for structural health monitoring (SHM) by operational modal analysis (OMA) are classically
obtained from sensors that are embedded in or physically attached to the monitored structure, like accelerometers or
strain gauges. However, the setup time of these sensors and their restricted number and space coverage limit their
monitoring capabilities. Video image-based sensing methods can overcome these shortcomings. With adequate im-
age processing methods, motion signals are extracted from video image flows, which are then processed by system
identification methods to estimate modal parameters. In this way, the pixels in selected regions of interest within the
images act as a dense network of contactless sensors distributed over the whole structure. In this paper, the efficiency
of this video-based approach is demonstrated with laboratory experiments on a cantilever beam, in particular, by eval-
uating its capability for detecting weak damages mimicked by slight mass modifications. To this end, the steerable
filter-based method (ST), that recovers displacements from local phase, is first extended to overcome its motion limi-
tation of one pixel size. Then, the performance of the improved motion extraction method is compared with two other
well-established methods in the context of OMA, where natural frequencies, damping ratios and mode shapes with
high spatial resolution are estimated together with their uncertainty bounds using covariance-driven subspace identifi-
cation. The compared methods are evaluated with the help of reference laser displacement measurements as well as a
finite element model of the beam, revealing differences in the accuracy of the estimated mode shapes depending on the
chosen method for motion extraction. Finally, aiming to investigate early structural damage detection, experiments are
carried out under small structural changes and the results are compared to a reference state with the help of estimated
uncertainties. Small but statistically significant changes in the modal parameters are detected, showing the potential
of the vision based framework for SHM.

Keywords: operational modal analysis; structural health monitoring; computer vision; displacement extraction;
uncertainty quantification

1. Introduction

Civil engineering infrastructures (e.g. bridges, buildings) are facing increasing challenges due to fast demographic
growth, construction densification and climate change. Moreover, many structures exceed their planned lifespan.
Therefore, health monitoring of these systems becomes increasingly important. Structural health monitoring aims to
assess the structural behavior, to evaluate their performance and safety during the life cycle [1].

Operational modal analysis is a crucial part of vibration-based SHM under operating conditions by extracting
modal parameters, which are essential for structural dynamic behavior analysis on the one hand, and for damage de-
tection, localization and quantification on the other hand [2–6]. It is therefore of great interest to provide a simple
and affordable technology for reliable OMA. Traditional contact-based vibration measurement systems, e.g. by ac-
celerometers or strain gauges, have practical shortcomings, such as the necessity of installing each of the sensors on
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the structure as well as the setup of a wired or wireless data transmission system. Furthermore, they can only offer a
limited spatial coverage of a structure. In contrast, computer vision-based systems offer a promising alternative with
a simpler setup and much higher spatial coverage and resolution. Nevertheless, the methods to process the vision
data for OMA have not reached a full maturity yet and have shown some limitations, especially for small amplitude
displacements under ambient excitation [7]. This motivates methods for motion extraction with high accuracy on one
side, and a systematic analysis of the accuracy in the OMA context on the other side. In particular, the influence of
the chosen motion extraction method on the accuracy and precision of OMA is in general unclear, since a systematic
evaluation is lacking so far. Besides, the performance of vision-based OMA with respect to traditional measurement
techniques is rarely evaluated.

In this paper, a framework for vision-based OMA with high accuracy is proposed by combining improved image
processing techniques with state-of-the-art system identification methods. Moreover, its capability to detect small
structural changes is demonstrated. In addition to the proposed framework, an important contribution of the paper is a
toolset that allows the analysis of the accuracy and precision of the vision-based OMA framework, and subsequently
the comparison of performance for different motion extraction methods in the framework. The toolset is based on
reference laser measurements, a finite element model of the investigated structure and computed uncertainty bounds
that are tied to the used motion extraction and system identification methods.

This paper is organized as follows. Section 2 provides an overview of related works, followed by the objectives.
Section 3 briefly presents the theory of image registration and three subpixel refinement approaches for motion ex-
traction, as well as the subspace-based method for modal analysis. In Section 4, the experimental setup is described
for vision-based measurements of a cantilever beam in the laboratory. The modal parameters evaluated based on the
different approaches for motion extraction are presented in Section 5, where they are analysed with respect to their
precision and accuracy, and finally their evolution under structural changes is presented for the most accurate approach
in Section 6. Section 7 gives the final conclusions.

2. Related works and objectives

About the context to this work, Section 2.1 introduces existing vibration sensing technologies used for OMA or
structural monitoring, including a brief review of vision system technology. Section 2.2 reviews methods used for
motion extraction from video images and Section 2.3 details the objectives of the paper.

2.1. Vibration sensing technologies for OMA and SHM

OMA relies on vibration measurements of the monitored structure subject to natural excitations such as wind
and road traffic. Conventionally, contact-based sensors are installed on the structure, e.g., linear variable-differential
transformers (LVDT), accelerometers or strain gauges [8–10]. Such contact-based measurements are limited to a
moderate number of points of the structure. Furthermore, the installation and maintenance of the sensors and the data
acquisition system are often difficult and costly, in particular in a SHM context [7]. Furthermore, the additional mass
of sensors may induce changes in the dynamic behavior of some structures [11].

Non-contact based vibration measurement techniques include Laser Doppler vibrometry (LDV) [12], terrestrial
laser scanner [13, 14], GPS technology [15, 16] and radar interferometry [17]. While offering alternatives to tradi-
tional measurement devices, they suffer from some drawbacks that still limit their wide application. Despite the high
precision of LDV (higher than 0.05 mm) [18, 19], the price of such devices is very high and only displacements in the
direction of the laser beam can be measured [20]. GPS sensor technology may show some limited accuracy for SHM
application and/or low acquisition frequency [21, 22] .

Video cameras are an appealing technology for contactless measurements. Compared to traditional point mea-
surement techniques, video cameras can provide full-field vibration measurements, virtually with each pixel acting
as a sensor. They can range from industrial cameras with high resolution and sampling rate to consumer grade. The
omnipresence of cameras, their flexible measurement distance and commonplace availability make them a promising
candidate for widespread usage in SHM applications. A comprehensive review on this topic is given by Feng et al.
[7], and an overview on recent monitoring applications is given by Zona [23].

The applied video-based technology depends on the camera system, with or without artificial targets, and on the
applied image processing methods to extract the vibration data. For example, Luo et al. [24] adopted a high contrast
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artificial target vision-based approach for multi-point bridge displacement monitoring, and precision targets illumi-
nated by infrared (IR) lamps or LED have been used in [21, 25]. Other works take advantage from any natural texture
in the structure as long as it has a strong contrast compared with the surrounding background. For example, Dorn
et al. [26] proposed a target-free approach, which allows full-field vibration measurements and does not require any
target installation on the investigated structure. The applied image processing methods for vibration data extraction
are diverse and are reviewed in the following section. To validate the vision technology, comparisons to traditional
displacement measurement technology are made, e.g., via laser vibrometers [27] or LVDT sensors [21, 28].

2.2. Motion extraction from video images

To extract motion signals from video images, most methods follow a two-stage approach. By maximizing the
cross-correlation between two images (the reference and shifted images), the integer pixel shift is first estimated.
Then, subpixel accuracy can be obtained by various refinement methods classified into three categories: gradient-
based, correlation-based interpolation and local phase-based subpixel shifts.

In the first category, the optical flow method [29, 30] has gained great importance for many applications. Chan et
al. [31] proposed a simplified version of the optical flow. Based on this work, Javh et al. [32] have extracted subpixel
motions of a vibrating steel beam and a cymbal, then performed modal analysis. Lu et al. [33] performed structural
modal parameter identification by vision modal analysis. Zhang et al. [11] have combined the cross-correlation with
modified Taylor approximation refinement to measure the displacements of a sound barrier on a bridge.

The second category is based on an interpolation in the vicinity of the cross-correlation peak to retrieve the subpixel
shift [32, 34]. In [35], the authors have applied the digital image correlation technique to evaluate cable tensile forces
on a cable-stayed bridge. In [36], the authors have proposed to up-sample the cross correlation (UCC) between the
actual image and the reference one by means of the fast Fourier transform (FFT) to locate its peak and to extract
the subpixel shift. Satisfactory results were found in [37] when evaluating the displacements based on UCC and
comparing them to high-performance laser measurements. An enhanced normalized cross-correlation method was
proposed in [38].

The last category relies on extracting the spatial local phase using the theory of steerable filters firstly introduced
by [39]. The phase-based motion magnification algorithm developed by Wadhwa et al. [40] allows to highlight
small variation in specific frequency bands. The method decomposes the video into amplitude and phase, at different
scales, using the steerable pyramid filter bank. Then, the decomposed phases are band pass filtered, amplified and
reconstructed back into video. Many researchers adopted the algorithm, e.g., for use in modal analysis [27, 41] or
damage detection and localisation based on operational deflection shapes [42].

2.3. Objectives

The main objective of this paper is to further complete and advance the video-based approach to SHM, by com-
bining improved image processing techniques with state-of-the-art system identification methods, demonstrating the
capability of such a framework to detect small structural changes. A particular focus is put on the evaluation of the
accuracy and precision of the proposed framework in order to allow the comparison of different methods for extracting
motion signals from video images in the context of OMA.

First, three methods for motion extraction – one from each of the categories above (see section 2.2) – are selected
for a comparison. A constraint for motion extraction from the local phase with the steerable filter is the limitation
of less than one pixel displacement in the image coordinates. Beyond this condition, the method breaks down [43].
Since this condition may not always be satisfied for civil structures in operation, an algorithmic extension is proposed
in this paper to extract displacements beyond the limitation of one pixel by combining the advantages of the ST with
the zero-mean normalized cross-correlation (ZNCC). The approach is named EX-ST.

Second, the modal parameters are obtained by subspace-based system identification [44, 45]. Compared to other
methods for modal analysis, subspace methods have favorable properties in terms of accuracy, precision and imple-
mentation [45, 46]. Moreover, they allow the computation of uncertainty bounds of the obtained modal parameter
estimates [47–51]. These uncertainty quantification techniques are part of our proposed toolset to analyse the accu-
racy and precision of the vision-based OMA framework. In particular, this enables the evaluation of the precision of
the modal parameter estimates obtained from the vision data, the comparison of different motion extraction methods
within the framework, as well as the comparison with results from traditional measurement techniques. Up to the
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Figure 1: Illustration of overall-shift template image.

author’s knowledge, this is the first time that uncertainty bounds of modal parameters are evaluated for vision data,
showcasing the precision of the framework. The mode shapes obtained with such an approach are of particular interest
due to their high spatial resolution, and thus their special usefulness, e.g. for finite element model updating or damage
diagnosis. In this paper, it will be demonstrated that their accuracy depends on the accuracy of the selected method
for motion extraction, which will be evaluated with the help of a finite element model.

Finally, the vision-based framework is applied under small structural changes. Such changes are detected based
on statistically significant changes in the obtained natural frequencies and mode shapes [52], for which the computed
uncertainty bounds are again useful. All the developments of this paper are demonstrated with laboratory experiments
on a cantilever beam.

3. Operational modal analysis using vision-based displacement measurement

This section presents the toolset which allowing to perform the vision-based modal analysis at the operational
level. First and foremost, we give a presentation of three image processing methods to extract, along the structure,
the motion signals from image flows. Motion signals are then processed by subspace-based identification method for
modal analysis

3.1. Motion extraction from video frames
To extract motions from video images, the pixel shifts between two successive frames at time t and t + ∆t in the

horizontal and/or vertical directions should be effectively revealed. Such shifts are often estimated through a two-
step process, e.g. [11], as illustrated in Fig. 1. First, the cross-correlation matrices between the reference image
and every object image in the following video sequence are calculated. The coordinates of the maximum values in
the cross-correlation matrices give the pixel level (integer) shifts, as shown in Section 3.1.1. Second, refinements
through subpixel shifts estimation (δx, δy) are performed. In this work, three subpixel accuracy refinement methods
are investigated and compared, one from each of the categories described in the introduction: the first one is based
on Taylor approximation (Section 3.1.2), the second one is based on quadratic surface fitting (Section 3.1.3) and the
last one is a phase-based method using steerable filters (Section 3.1.4). An algorithmic extension of the phase-based
method to deal with displacements beyond the limitation of one pixel is proposed in Section 3.1.5.

3.1.1. Image registration using cross correlation
Commonly, the integer pixel displacement (∆x,∆y) is estimated by locating the maximum value in the cross-

correlation matrix calculated between two image templates, of size X×Y , at two different times I(x, y, t) and I(x, y, t+
∆t) as [53]

(∆x∗,∆y∗) = arg max
−X≤∆x≤X
−Y≤∆y≤Y

CC(∆x,∆y), (1)

where CC(∆x,∆y) is the cross correlation defined as

CC(∆x,∆y) =
∑

(x,y)∈T
I(x − ∆x, y − ∆y, t + ∆t)I(x, y, t). (2)
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where T is the set of the pixel indexes of the image templates.
According to [54], the CC is sensitive to brightness and contrast variation. By normalizing Eq. (2) and subtracting

the mean of both templates, the problem can be overcome. These operations gives rise to the zero mean normalized
cross correlation given by

ZNCC(∆x,∆y) =

∑
(x,y)∈T

[I(x,y,t)−Ī(t)][I(x−∆x,y−∆y,t+∆t)−Ī(t+∆t)]√ ∑
(x,y)∈T

[I(x,y,t)−Ī(t)]2
√ ∑

(x,y)∈T
[I(x−∆x,y−∆y,t+∆t)−Ī(t+∆t)]2

(3)

where

Ī(t) =
1

XY

∑
(x,y)∈T

I(x, y, t) (4)

Ī(t + ∆t) =
1

XY

∑
(x,y)∈T

I(x − ∆x, y − ∆y, t + ∆t) (5)

3.1.2. Taylor approximation refinement
Once the pixel shift (∆x, ∆y) is estimated, the shift between I(x, y, t) and I(x + ∆x, y + ∆y, t + ∆t) is regarded as

less than one pixel. Define x̃ = x + ∆x and ỹ = y + ∆y, then the relationship between two consecutive templates can
be written as [11, 31]

I(x, y, t + ∆t) = I(x̃ + δx, ỹ + δy, t)

≈ I(x̃, ỹ, t) +
∂I(x̃, ỹ, t)

∂x
δx +

∂I(x̃, ỹ, t)
∂y

δy, (6)

which is the first order Taylor series approximation. The partial derivatives are estimated by finite difference between
two images. In Eq. (6) there are two unknown parameters, δx and δy. The linear least-squares estimator minimizes
the square error as

(δ̂x, δ̂y) = arg min
(δx,δy)

Φ(δx, δy) (7)

with
Φ(δx, δy) ≜

∑
(x,y)∈T

[I(x, y, t + ∆t) − I(x̃, ỹ, t) −
∂I(x̃, ỹ, t)

∂x
δx −

∂I(x̃, ỹ, t)
∂y

δy]2. (8)

The solution to this standard least squares problem can be obtained by solving

∂Φ(δx, δy)
∂δx

= 0,
∂Φ(δx, δy)

∂δy
= 0 (9)

for δx and δy, which can be rewritten into ∑
x,y( ∂I(x̃,ỹ,t)

∂x )2 ∑
x,y

∂I(x̃,ỹ,t)
∂x

∂I(x̃,ỹ,t)
∂y∑

x,y
∂I(x̃,ỹ,t)
∂x

∂I(x̃,ỹ,t)
∂y

∑
x,y( ∂I(x̃,ỹ,t)

∂y )2

 (δx
δy

)
=

∑x,y(I(x, y, t + ∆t) − I(x̃, ỹ, t)) ∂I(x̃,ỹ,t)
∂x∑

x,y(I(x, y, t + ∆t) − I(x̃, ỹ, t)) ∂I(x̃,ỹ,t)
∂y

 . (10)

With the solution for refined subpixel level displacement, the total displacement can be written as

dx = ∆x + δx, dy = ∆y + δy. (11)

3.1.3. Quadratic surface fitting
Different from the Taylor approximation refinement method, the quadratic surface equation is fitted within a 3

x 3 neighborhood on the cross-correlation maximum matrix [34] after estimating the pixel shift (∆x, ∆y). First, the
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(a)

(d)

(b)

(c)

Figure 2: Representation of the Filters used to compute local phase and local amplitude, (a) real horizontal(G0
2), (b) imaginary horizontal(H0

2 ), (c)
real vertical (Gπ/2

2 ), (d) imaginary vertical(Hπ/2
2 ).

zero-frequency component is moved to the center of the 2D DFT cross-correlation results. The quadratic surface fitted
by the nine points can be written as

S (x, y) = a0 + a1x + a2y + a3x2 + a4xy + a5y2 (12)

where x, y are relative coordinates respect to position of the maximum cross-correlation peak. The coefficients ai, i =
0 . . . 5, can be estimated through a surface model S (x, y) after nine points are substituted into the quadratic surface
equation  S (−1, 1) S (0, 1) S (1, 1)

S (−1, 0) S (0, 0) S (1, 0)
S (−1,−1) S (0,−1) S (1,−1)

 =
CC(xi − 1, yi + 1) CC(xi, yi + 1) CC(xi + 1, yi + 1)

CC(xi − 1, yi) CC(xi, yi) CC(xi + 1, yi)
CC(xi − 1, yi − 1) CC(xi, yi − 1) CC(xi + 1, yi − 1)

 (13)

where CC is the cross-correlation matrix between the template image and the object image, and (xi, yi) are the coordi-
nates of the maximum value in ZNCC. After obtaining the coefficients of the quadratic surface, the extreme point can
be easily calculated by

δx =
2a1a5 − a2a4

a4
2 − 4a3a5

, δy =
2a2a3 − a1a4

a4
2 − 4a3a5

, (14)

and the total displacement follows as in (11).

3.1.4. Phase-based displacement extraction using steerable filters
The steerable filter method have been proposed in [27] to extract the displacement between two images from the

phase change. In its original version, the method assumes limited displacement magnitude of the order of one pixel or
smaller [43, 55]. As for the Taylor-based method, the steerable filter is based on the assumption of constant brightness
of the scene and considers the change of pixel intensity related to image translation [27, 56]. The video frames are
convoluted with steerable quadrature filters (Gθ + iHθ) to determine, at each pixel, the local phase and amplitude. In
this paper, the real part is selected to be the frequency response of the second derivative of a Gaussian (G2) and the
imaginary part is its Hilbert transform (H2) [39]. In Fig. 2, the 9-tap steerable filter kernels at orientations 0 and π/2
are shown.

For an image sequence I(x, y, t), the local amplitude A and the local phase ϕ at the orientation θ are computed as

Aθ(x, y, t)eiϕθ(x,y,t) = (Gθ
2 + iHθ

2) ⊗ I(x, y, t) (15)

where ⊗ is the convolution operator.
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Under some assumptions, the local phases can be used to calculate the velocity in units of pixels, [43, 57, 58], by

u = −( ∂ϕ0(x,y,t)
∂x )−1 ∂ϕ0(x,y,t)

∂t ,

v = −( ∂ϕπ/2(x,y,t)
∂y )−1 ∂ϕπ/2(x,y,t)

∂t ,
(16)

where u and v are the velocity in the x and y directions, respectively. Based on these expressions, the horizontal and
vertical displacements δx and δy are directly obtained by [27, 43]

δx = −( ∂ϕ0(x,y,t)
∂x )−1(ϕ0(x, y, t) − ϕ0(x, y, t0)),

δy = −( ∂ϕπ/2(x,y,t)
∂y )−1(ϕπ/2(x, y, t) − ϕπ/2(x, y, t0)).

(17)

In fact, the obtained displacements are valid in the image regions with strong enough texture. Thus, instead of
processing the entire images, the motion computation may be limited to some pixels, labelled as active pixels in
the following. These pixels are usually selected on the first frame, from the extremum of the steerable filter output
magnitude. These pixels form a mask which is then applied on the whole image frames for motion extraction.

3.1.5. Extension of the local phase-based method to multi-pixel displacement
When the motion magnitude of the structure is beyond one pixel, the phase signal goes beyond a change of π

in phase, and the method breaks down. One common adopted solution is to down-sample the video, before being
filtered, in order to recover the subpixel condition limit, which however reduces the image contrast and smooths the
image texture. As a consequence, the number of active pixels is dramatically reduced. Furthermore, high frequency
information may be lost when down-sampling [59]. To address this limitation, we propose to relate the steerable
approach to the general two-steps process, presented in Section 3.1.2, in order to determine multi-pixel displacement
without down sampling, as follows. After defining the mask, the ZNCC given in Section 3.1.1 is employed to estimate
the integer pixel shift (∆x,∆y) between the reference image I(x, y, t0) and the actual image I(x, y, t). If a pixel shift
exists, the following steps are taken:

1O Shift the mask by (∆x,∆y).

2O To compute the phase change on the current frame, Replace temporarily the reference phases ϕ0(x, y, t0) and
ϕπ/2(x, y, t0), computed on the first frame and given in Eq. (17) by the phases of the previous frame at time
t − ∆t, i.e I(x, y, t − ∆t), which are ϕ0(x, y, t − ∆t) and ϕπ/2(x, y, t − ∆t).

3O Accumulate the estimated subpixel motion as

dx(t) = δx(t) + dx(t − ∆t), dy(t) = δy + dy(t − ∆t)

Finally, when the pixel shift is zero or comes back to zero, the reference phases are reconsidered as ϕ0(x, y, t0) and
ϕπ/2(x, y, t0). The flowchart of the proposed approach is shown in Fig. 3.

3.2. Operational modal analysis with subspace-based system identification
Assume that the vibration behavior of the investigated structure can be modelled by a linear time-invariant system,

then its dynamics can be described by the discrete-time state space model [46]{
xk+1 = Axk + wk

yk = Cxk + vk
, (18)

where k is the integer time step corresponding to the system at time t = k∆t, yk ∈ Rr is the output vector containing
the computed displacements dx(k∆t) and dy(k∆t) for the r selected templates or active pixels of the video, and xk ∈ Rn

is the state vector. The state noise wk ∈ Rn is related to the unknown ambient excitation, and vector vk ∈ Rr describes
the measurement noise. The modal parameters are related to the eigenvalues and eigenvectors (λi, ϕi), i = 1, . . . , n, of
A and to C by

µi =
log(λi)
∆t

, fi =
|µi|

2π
, ζi =

−Re(µi)
|µi|

, φi = Cϕi, (19)
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Define a mask

Estimate the integer pixel
shift (∆x, ∆y) at time t
using cross-correlation

Is ( |∆x | + |∆y | ) ≥ 1 ?

Shift the mask by (∆x, ∆y)

Consider temporarily I(x, y, t − ∆t)
as the reference image

Estimate the sub-
pixel shift (δx, δy)

Accumulate motions as
dx(t) = δx(t) + dx(t − ∆t)
dy(t) = δy(t) + dy(t − ∆t)

Update with new frame

Estimate the sub-
pixel shift (δx, δy)

dx(t) = δx(t)
dy(t) = δy(t)

at t = t0

Yes

No

Figure 3: Flowchart of the proposed extension of the phase-based method to multi-pixel displacements.

where µi is an eigenvalue of the corresponding continuous-time system, fi is the natural frequency, ζi is the damping
ratio and φi is the mode shape at the output coordinates.

To estimate the system matrices A and C from the output data yk of length N, k = 1, . . . ,N, and consequently the
modal parameters in (19), the reference-based covariance-driven subspace algorithm [44, 45] is used, and the standard
deviations of the modal parameter estimates are computed as in [48].

4. Experimental setup for validations

The performance of the different methods for motion extraction and the efficiency of the video-based approach to
SHM were verified by a set of experiments conducted on a cantilever beam structure of size 30 mm × 2000 mm × 5 mm
mounted on a shake table in the Structures and Integrated Instrumentation Laboratory at Gustave Eiffel University.

4.1. Beam model
The finite element (FE) model of the beam will mainly be used for the comparison of the analytic mode shapes

with the estimated ones from data. The steel cantilever beam is modelled using the Timoshenko beam theory. The
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model is adopted from [60] and illustrated in Fig. 4 (left). The Young’s modulus, mass density and the Poisson’s ratio
of the beam material is 2.1 · 1011 Pa, 7850 kg/m3 and 0.21, respectively.

The model is composed of 160 beam elements, which will conveniently correspond to the number of regions of
interests (ROIs) into which the video frames will be divided. Every node has three rotational and three translational
degrees of freedom.

The beam model is also used to define positions of additional masses that will be used to emulate different small
damages in the experiments. With a preliminary analysis, eight positions and an additional mass of 0.044 kg (corre-
sponding to 1.86% of the beam mass) were chosen, such that changes in the modal parameters are moderate. The
chosen positions are designated by their distance in mm from the support as as P2000, P1803, P1507, P1277, P949,
P686, P456 and P260, and are illustrated in Fig. 4 (right).
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Figure 4: Illustration of cantilever beam FE model (left); choice of positions for adding mass for damage detection experiments (right).

4.2. Experimental setup

The camera used for recording the video flows was a PHANTOM MIRO 320S, equipped with a CMOS sensor
with resolution 1920 × 1200 and mounted with a NIKKOR lens with a fixed 50 mm focal length.

The camera was set on a tripod. The effective distance from the camera to the beam was fixed such that the full
beam length will be captured. The camera was used in portrait mode to take advantage of the full 1920 pixels along
the beam in vertical direction.

The number of pixels for the horizontal direction was adjusted to 136 pixels to gain space in the camera’s dynamic
random access memory, while ensuring that the beam remains in the scene when vibrating. The frame rate was
chosen as 512 frames per second, ensuring a good identification of the first six modes. The exposure time was
selected relatively short, so that the camera can collect enough light. Three additional lights (Halogen Spotlight,
MAZDA CORMORAN type of 1500 W) and a white background were used to provide optimal brightness and contrast
conditions. Three black and white artificial targets are mounted at three particular positions on the beam (top (1/1),
middle (1/2) and 50 cm from the base (1/4)) at the positions of three high-accuracy laser displacement sensors (LDS)
for comparison between displacements extracted from vision measurements and displacements measured by LDS.
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Table 1: Specifications of the LDS.

Features
Model

Keyence IL-030 Wenglor YP11MGVL80

Measuring range 20 to 45 mm 50 to 100 mm
Reference distance 30 mm 50 mm
Wavelength of light source 655 nm 655 nm
Resolution n/a 25 µm
Repeatability 1 µm 6 µm

Beam

Light

Camera

Shake table

(a)

 

Laser 

sensors 

Artificial 

target 

Lights 

(b)

 
ROI 1 

ROI 4 

ROI 158 

(c)

Figure 5: Experimental setup: (a) video cameras in the foreground, the cantilever beam in the background, (b) closer view of the cantilever beam
set, (c) raw frame from the video on which the regions of interest are indicated. Three of them are represented on the right hand side.

Two Wenglor (top and middle) sensors and one Keyence (bottom) sensor were used, whose specifications are given in
Tab. 1 based on the data sheets, except for the values for the repeatability that are experimentally obtained when the
beam was at rest. The experimental installation is shown in Fig. 5.

For data collection with the camera and the LDS, the shake table (Model: NEBS GR-63, by team vibration testing
equipment) was driven in random mode horizontally, perpendicular to the camera axis. The excitation noise was band
limited between 1 Hz and 200 Hz. Datasets of 33 seconds length were recorded without and with the added mass at
the different positions shown in Fig. 4 (right). For processing with the different motion extraction methods, the video
frames were separated to 160 ROIs, in total, of size 12 × 37 pixels. The horizontal displacements from each of the
ROIs were estimated by the three introduced methods, namely Taylor approximation (Section 3.1.2), quadratic surface
fitting (QSF, Section 3.1.3) and the proposed EX-ST (Section 3.1.5) that all share the ZNCC technique (Section 3.1.1)
as a prior step. The computation time per frame of each algorithm is shown in Table 2, indicating that EX-ST takes
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Table 2: Computation time to extract displacements with the EX-ST, QSF and Taylor algorithms.

EX-ST QSF Taylor

Time per frame (ms) 1.01 0.53 0.48

about twice the time than Taylor or QSF.

5. Evaluation of motion extraction methods in OMA context

In this section, the different motion extraction algorithms are evaluated in the context of modal analysis using data
from the beam in the reference condition (without added mass), and compared to results from the laser data. First,
a direct comparison of the extracted displacement data to the laser data is made in terms of the root mean squared
error. Second, the estimated natural frequencies and damping ratios and their uncertainty bounds obtained with the
covariance-driven subspace algorithm are evaluated. Finally, the quality of the mode shape estimates is evaluated for
the different methods based on the FE mode shapes.

5.1. Direct comparison to laser data

Since time synchronization between the laser sensors and the camera was not possible, the laser data was syn-
chronized a posteriori with the image flows by using cross correlation between signals. Furthermore, the extracted
displacements from the video were converted from pixels into millimeters by using the pinhole camera model through
scaling the distance between two targets in the world coordinate with its pixel distance in the image coordinate. The
scaling factor was, thus, estimated to be 1.007 mm/pixel.

In Fig. 6 the motion signals extracted from the vision and laser systems are shown at the upper laser sensor
(position 1/1), corresponding to ROI 2 in the motion extraction. The signals are represented on top of each other for
comparison. It is observed that the displacements obtained from any of the three motion extraction algorithms seem to
match very well with the reference laser data for the whole dataset of 33 s length. To quantify the differences between
the vision and the laser data, the root mean squared error

RMSE =

 1
N

N∑
k=1

(
y(vision)

k − y(LDS)
k

)2
1/2
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Figure 6: Comparison of the beam displacements at the top (position 1/1) measured by the LDS and extracted from the vision data, with zoom on
a time interval.
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Table 3: RMSE of the extracted displacements with the EX-ST, QSF and Taylor algorithms with respect to the reference laser data.

RMSE (mm) Motions extraction algorithms

Position EX-ST QSF Taylor

(1/1) 0.0404 0.0430 0.0461
(1/2) 0.0342 0.0348 0.0422
(1/4) 0.0438 0.0451 0.0481

0 10 20 30 40 50 60 70 80 90 100

Frequency (Hz)

0

20

40

60

80

100

M
od

el
 o

rd
er

 n

-20

-10

0

10

20

30

40

50

A
m

pl
itu

de
 (

dB
)

(a)

0 10 20 30 40 50 60 70 80 90 100

Frequency  (Hz)

0

20

40

60

80

100

M
od

el
 o

rd
er

 n

-10

0

10

20

30

40

50

A
m

pl
itu

de
 (

dB
)

(b)

Figure 7: Stabilization diagrams with uncertainty bounds (horizontal bars) of the natural frequencies, together with power spectral density. (a):
Obtained from laser data, (b): Obtained from vision-data with EX-ST algorithm.

is computed, where y(vision)
k and y(LDS)

k are the extracted displacement data from the vision data and the LDS, respec-
tively. The RMSE values for all three LDS positions (cf. Fig. 5, right) are shown in Table 3, where it is indicated that
the proposed EX-ST method provides a lower RMSE compared to ones obtained with the QSF and Taylor methods.

5.2. Operational modal analysis

The extracted displacements from the vision data, using the EX-ST, QSF and Taylor algorithms, as well as the
LDS data, have been used to obtain the respective sets of modal parameters for each of the algorithms. The reference-
based covariance-driven subspace method [44, 45] has been applied for this task, together with the related uncertainty
quantification to obtain the confidence intervals of the estimates [48]. With the considerable number of r = 160
available virtual sensors from the vision data, three reference sensors were selected for the analysis, namely the ones
coinciding with the laser sensor positions. Since the first mode of the structure is expected around 1 Hz and the
sampling frequency is at 512 Hz, the number of time lags for the subspace algorithm needed to be set relatively high,
and altogether 300 lags have been used for the computation of the covariance-driven Hankel matrix. The identification
has been carried out at model orders 1, . . . , 100, and the resulting stablization diagram of the natural frequencies is
shown together with uncertainty bounds and the power spectral density in Fig. 7 for the laser data and the vision data
from the proposed EX-ST algorithm. Since physical modes remain stable and have much lower uncertainty bounds
than spurious modes due to noise, a threshold of 1.5% was put on the coefficient of variation of the frequencies
(standard deviation divided by frequency), leading to a clear and easily interpretable diagram. Obviously, six stable
modes are clearly distinguished. Their quality is analysed in the following subsections with respect to the underlying
motion extraction methods.

5.2.1. Precision of the natural frequencies and damping ratio estimates
The estimated frequencies and damping ratios and their ±2σ confidence intervals, obtained from the vision data

with each of the three motion extraction methods as well as the LDS, are stated in Tab. 4 and visualized in Fig. 8. The
confidence intervals are in absolute terms and have the same units as the frequencies and damping ratios, respectively.
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Figure 8: Natural frequencies and damping ratios with their ±2σ confidence intervals obtained from the LDS data and the from the vision data
using the EX-ST, QSF and Taylor algorithms.

It can be noted that the first mode has the highest uncertainties, especially its damping ratio. This is due to higher
uncertainties in damping estimation in general [61, 62], and due to the difficult estimation of this mode in particular,
which is at a considerably lower frequency than all other modes while the dataset is relatively short.

For all six modes the results show close correspondence although the modal parameter estimates vary slightly. The
confidence intervals obtained from the different datasets overlap, and each of the frequencies and damping ratios is
within all the confidence intervals of the other three estimates, showing that the frequency and damping ratio estimates
obtained from the three motion extraction methods as well as the LDS are statistically coherent. Moreover, the size of
the confidence intervals is similar for the most part for the different methods, with a bit more variation for some of the
damping estimates which is naturally to be expected. This shows that the precision of the modal parameter estimates
is also similar for the different methods; hence the choice of the motion extraction method does not seem to have a
significant influence on the natural frequency and damping ratio estimates.

5.2.2. Accuracy of the vision-based mode shapes
Fig. 9 compares the experimentally obtained mode shapes determined by the LDS and vision data using the three

motion extraction methods with those obtained from the FE model. At first glance, the vision-based mode shapes
follow a similar pattern as the numerical ones and have close correspondence. Those obtained from the LDS suffer
from low spatial resolutions with only three measurement points, while the vision-based mode shapes have a high

Table 4: Natural frequency and damping ratio estimates with their ±2σ confidence intervals.

Mode Laser sensor EX-ST Taylor QSF

f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)

1 0.998
±0.018

0.05
±1.81

0.998
±0.020

0.21
±2.40

0.998
±0.026

0.10
±4.31

0.998
±0.023

0.80
±2.22

2 6.742
±0.025

0.24
±0.33

6.741
±0.021

0.25
±0.32

6.741
±0.021

0.25
±0.31

6.740
±0.018

0.21
±0.24

3 19.996
±0.043

0.26
±0.31

19.009
±0.052

0.26
±0.38

19.007
±0.080

0.21
±0.28

18.999
±0.028

0.24
±0.17

4 37.341
±0.037

0.13
±0.09

37.344
±0.037

0.14
±0.11

37.342
±0.039

0.14
±0.11

37.342
±0.036

0.14
±0.10

5 62.025
±0.044

0.13
±0.08

62.024
±0.044

0.14
±0.07

62.023
±0.045

0.14
±0.07

62.024
±0.044

0.14
±0.07

6 92.574
±0.058

0.09
±0.09

92.573
±0.044

0.08
±0.04

92.572
±0.045

0.08
±0.04

92.573
±0.044

0.08
±0.04
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Figure 9: Comparison between the identified mode shapes with those from FE model

resolution of 160 points.
A close examination, however, reveals that errors in motion estimation have a direct impact on the identified mode

shapes. For instance, the mode shapes computed from the motion data from the Taylor approximation method present
more fluctuations that are visible on the beam top, as can be seen in the zoom in Fig. 9. Those computed based on
QSF are smoother but the gap is larger near the anti-node positions. The mode shapes obtained based on the proposed
EX-ST method seem to match the best with the FE predicted ones.

These results are confirmed by a comparison of the modal assurance criterion (MAC) between the 6 numerical
and the vision-based mode shapes obtained from the three different motion extraction methods in Fig. 10, where the
MAC between two complex-valued mode shape vectors φ and ψ is defined by [52]

MAC(φ, ψ) =
|φHψ|2

φHφψHψ
. (21)

The MAC value is bounded between 0 and 1, and values near 1 indicate a strong similarity between both mode shapes.
In Fig. 10 it can be seen that all MAC values are very high (> 0.99); however the mode shapes based on the proposed
EX-ST algorithm stand out among the others and offer the highest MAC values among the different motion extraction
methods for all modes. Consequently, the proposed EX-ST algorithm was adopted for further analysis in the next
section.

6. Application to detect structural changes through added mass

Finally, the vision-based technology is evaluated in a monitoring context, where a mass is attached at different
positions to the beam (see Fig. 4, right) to emulate different damages. Based on the chosen EX-ST algorithm, the
modal parameters are estimated for each structural state and compared to the reference state.

For the modal parameter comparison in the different structural states, a simple approach is adopted from [52] based
on the natural frequencies and mode shapes together with their uncertainty bounds to infer if changes with respect
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Figure 10: MAC values between vision-based mode shapes based on the three motion extraction methods and numerical mode shapes from FE
model.

to the reference are statistically significant. To this end, let the reference modal parameters ( f̂ ref
i , φ̂i

ref), i = 1, . . . , 6,
with their uncertainties (frequency standard deviation σref

fi
, mode shape covariance Σref

φi
) be estimated in the mass-free

condition, and let the modal parameters ( f̂i, φ̂i) with their uncertainties (σ fi ,Σφi ) be computed from the vision test data
under a structural change. Then, a statistically significant change in frequencies or mode shapes can be inferred for a
confidence level of 95% as follows:

• Frequency change: The confidence bound for each frequency in the reference state is [ f̂i
ref
− 2σref

fi
, f̂i

ref
+ 2σref

fi
],

since frequency estimates are approximately Gaussian distributed. If f̂i is not in this interval, then label it as
changed.

• Mode shape change: The MAC equals one for identical mode shapes. Due to statistical uncertainties it is only
close to one when considering estimates of identical mode shapes. To check the hypothesis that φ̂ref

i and φ̂i

correspond to the same, unchanged mode shape, MAC(φ̂ref
i , φ̂i) and its uncertainty is computed. As shown in

[52], the MAC distribution is not Gaussian under the hypothesis of identical mode shapes, but approximated
by a scaled and shifted χ2. Then, the quantile tMAC of the distribution can be computed for the chosen 95%
confidence level based on the mode shape covariances Σref

φi
and Σφi , leading to the MAC confidence bound

[tMAC, 1] as detailed in [52]. If the computed MAC is outside this interval, i.e. MAC(φ̂ref
i , φ̂i) < tMAC, then label

φ̂i as changed.

The results of the monitoring using vision data sets of all beam conditions (mass-free reference condition (Ref),
and with the added mass at the positions indicated in Fig. 4) are shown for each of the modes in Fig. 11. For each
mode, it is evaluated if the frequency estimate lies within the confidence bound of the reference, as outlined above,
and a change in the corresponding mode shape as indicated by the confidence bound of the MAC is marked by an
empty circle, while no significant mode shape change is marked by a full circle.

First of all, it can be observed that the structural changes induce changes in some of the frequencies and in some
of the mode shapes, but not in all of them. For example, there is no significant change in the first mode shape of mode
1, however the frequency changes are significant for some of the mass positions. On the other side, the frequencies
of mode 3 show no significant change for the added mass at P1803, P949 and P260 whereas the corresponding mode
shapes do change. This also shows the importance of evaluating changes both in the frequencies and in the mode
shapes, since some damages do not induce change in the frequency but in the mode shape, or vice versa.

From Fig. 11 it can also be observed that for most of the modes the mode shapes change for most of the damage
scenarios. It should be noted that only the statistical evaluation of the MAC revealed that these changes are actually
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Figure 11: Changes of the natural frequencies related to the first six modes. The green dashed horizontal lines represent the 95% confidence interval
of the reference natural frequency

significant, since the MAC values are relatively high, being above 0.97. For the cases where no mode shape change
was indicated, a numerical study actually confirmed that the change in the numerical mode shapes is insignificant
with mostly MAC > 0.999. To illustrate the actual mode shape changes, Fig. 12 shows the mode shape estimate of
mode 4 together with its confidence bound in the reference condition, as well as the mode shape estimates after adding
the mass at P2000 and at P1803. It can be seen that the estimate corresponding to P1803 remains in the confidence
bound of the reference, and indeed no mode shape change is indicated in Fig. 11. In contrast, the mass attached in
P2000 has significantly modified the mode shape estimate that is leaving the confidence bound of the reference, and
it is correctly classified as changed.

In summary, the structural changes through the added mass could be detected for all of the scenarios in at least
some of the modes with the proposed vision technology, either by frequency or mode shape changes, or both. Finally,
it should be noted that the change of the frequency and/or MAC of a single mode beyond their reference confidence
interval is sufficient to make a decision about the beam health.
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Figure 12: Changes in the fourth mode shape due to added mass on two different positions.

7. Conclusion

In this paper a video-based approach for operational modal analysis was presented and evaluated on experimen-
tal data of a cantilever beam. The approach combines an improved motion extraction method with state-of-the-art
subspace identification and uncertainty quantification. For motion extraction, the proposed extension of the local
phase method that relies on steerable filters (EX-ST) is able to consider both small and large motions in the source
videos. Furthermore, two widespread reference motion extraction algorithms namely Taylor and QSF were used for
comparison. The observations of this study can be summarized as follows:

• The displacements extracted with the proposed EX-ST method achieve a better accuracy than Taylor approxi-
mation and QSF, at the expense of a moderately increased computation time.

• The application of the covariance-driven subspace method with uncertainty quantification allows to evaluate the
performance of the vision-based modal parameters estimates. It was concluded that estimates obtained from the
displacements extracted from 160 ROIs with motion extraction algorithms showed no statistically significant
differences compared to those identified from the reference LDS, and that confidence bounds were similar.

• The identified mode shapes from the vision data have a very high spatial resolution and closely match the
numerical ones obtained from the FE model. The mode shape estimates obtained from EX-ST motions were
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found smoother and closest to the numerical ones, which was shown by the MAC estimates, while the estimates
based on the Taylor approximation and QSF methods were less accurate.

• The proposed framework was able to detect small structural changes by an added mass at different positions of
the beam. Statistically significant changes in the frequencies as well as in the high resolution mode shapes were
found, considering the estimation uncertainty related to the vision data, showing the potential of the framework
for monitoring.

The developments in this paper show that a thorough evaluation of the motion extraction method as well as the
consideration of statistical uncertainties is important to ensure good accuracy and precision in video-based operational
modal analysis. Such an evaluation has been made in a controlled laboratory environment as a necessary validation
step before actual application to real-world civil structures in operation.

After this successful evaluation with laboratory experiments, the presented approach will be tested on a bridge
and other outdoor structures in the next step, so that its performance will be evaluated under real world operation
conditions. Our future researches will address additional challenges in outdoor environments, including ambient light
variations over time and atmospheric distortion, to ensure robust motion extraction for vision-based operational modal
analysis.
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