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Abstract—This paper studies an instance of zero-sum games
in which one player (the leader) commits to its opponent (the
follower) to choose its actions by sampling a given probability
measure (strategy). The actions of the leader are observed by the
follower as the output of an arbitrary channel. In response to that,
the follower chooses its action based on its current information,
that is, the leader’s commitment and the corresponding noisy
observation of its action. Within this context, the equilibrium of
the game with noisy action observability is shown to always exist
and the necessary conditions for its uniqueness are identified.
Interestingly, the noisy observations have important impact on
the cardinality of the follower’s set of best responses. Under
particular conditions, such a set of best responses is proved
to be a singleton almost surely. The proposed model captures
any channel noise with a density with respect to the Lebesgue
measure. As an example, the case in which the channel is
described by a Gaussian probability measure is investigated.

I. INTRODUCTION

Zero-sum games (ZSGs) have proven to be a valuable
tool across an array of disciplines, ranging from machine
learning (ML) to economics. ZSGs can be utilized to profi-
ciently model interactions between mutually adversarial de-
cision makers (players) and have taken on a pivotal role in
the advancement of techniques that enhance the robustness
of machine learning algorithms against adversarial attacks.
Game theoretic adversarial learning/training techniques are
introduced as a competitive game between the learner and
the adversary in [1] and [2]. Additionally, the fundamental
concept of generative adversarial networks (GANs) draws
inspiration from a two-player zero-sum game played between
the discriminator and the generator [3]–[6].

The majority of the research at the intersection of game
theory and adversarial ML utilizes the properties of ZSGs to
forecast game results based on mixed strategies rather than
individual actions. To put it simply, the core premise of the
Stackelberg equilibrium (SE) [7] in mixed strategies assumes
that the leader’s chosen strategy is completely observable by
the follower, while actions remain unobservable. Conversely,
in the context of the SE in pure strategies, the assumption is
that the actions are perfectly observable, rendering the concept
of committing to a strategy irrelevant [8]–[10]. Regardless,
these assumptions are rarely fulfilled in the majority of ML
applications and can be challenging to substantiate their real-
ism. Indeed, data is acquired through a data acquisition system,
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which is prone to quantization errors, additive noise, and
distortions arising from data transmission and storage. These
supplementary imperfections are not necessarily attributable
solely to adversarial intent but rather stem from the inherent
characteristics of transmission channels. This work makes
a step towards this direction and studies new equilibrium
concepts. This work extends the game theoretic framework
that was introduced in [11] by considering arbitrary channels.
Driven by the growing relevance of game theory in the
progress of ML [12]–[14], particularly in the context of GANs
and adversarial learning, this work presents the subsequent
contributions:

• Under perfect observation of the commitment (strategy
of the leader), a new game formulation is introduced in
which the follower observes a noisy version of actions
played by the leader. In order to capture the impact of
imperfect data acquisition, leader’s actions are the inputs
of an arbitrary channel, while the observations of the
follower are the outputs of the channel.

• The formulation is not restricted to specific types of noise
distributions; rather, it is general enough to facilitate any
noise distribution that can be described by a probability
density function (pdf).

• The set of best responses of the follower is characterized
and found that is a singleton almost surely. Moreover, the
cases in which the noise is beneficial or irrelevant for the
follower are investigated and the optimal commitments
of the leader are characterized.

• The equilibrium is shown to always exist and the key
conditions that affect its uniqueness are identified.

• An example for the case in which the channel is an
additive white Gaussian noise channel (AWGN) is in-
vestigated and the equilibrium solution is characterized.

II. PRELIMINARIES AND NOTATION

A. Game Formulation

Consider a two-player ZSG in normal form in which
Player 1 and Player 2 choose their actions from the sets A1

and A2, respectively. These sets are countable, and for all
k ∈ {1, 2}, Ak ≜ {ak,1, ak,2, . . . , ak,mk

} exhibits cardinality
mk > 1. Let the function

u : A1 ×A2 → R, (1)



be such that if Player 1 plays a1,i and Player 2 plays a2,j ,
the payoff achieved by both players is u(a1,i, a2,j). Note that
the function u in (1) is a simple function as its image is
formed by the elements in the set {u(a1,i, a2,j) : (i, j) ∈
{1, 2, . . . ,m1} × {1, 2, . . . ,m2}}. For the ease of notation,
for all (i, j) ∈ {1, 2, . . . ,m1} × {1, 2, . . . ,m2} consider that
ui,j ≜ u(a1,i, a2,j). Player 1 and Player 2 choose their actions
to maximize and minimize their payoffs, respectively.

When the game is played with commitments and one of the
players observes the action played by its counterpart subject to
noise, the notion of memoryless channels in the sense of [15],
[16] is utilized. Let ∆

(
Ã2|A2

)
be the set of all probability

measures on Ã2 conditioned on the elements of A2. The
channel is represented by PÃ2|A2

∈ ∆
(
Ã2|A2

)
, for some

given set Ã2. More specifically, given a channel input b ∈ A2,
the channel output is b̃ ∈ Ã2 with probability PÃ2|A2=b(b̃).

A strategy for Player 1, denoted by PA1|Ã2
∈ ∆

(
A1|Ã2

)
,

is a probability measure on A1 conditioned on the elements
of Ã2. Hence, when the channel output is b̃, Player 1 chooses
its actions by sampling the probability measure PA1|Ã2=b̃ ∈
∆(A1), where ∆(A1) denotes the set of all probability
measures on the set A1. Alternatively, a strategy for Player 2
is a probability measure denoted by PA2

∈ ∆(A2). That is,
Player 2 chooses its actions by sampling PA2 .

The extended ZSG that includes the noisy channel PÃ2|A2

is represented by the tuple:

G
(
u, PÃ2|A2

)
≜
(
A1,A2, u, PÃ2|A2

)
. (2)

The game G
(
u, PÃ2|A2

)
is played in three stages. In the

first stage, Player 2 announces its strategy PA2 ∈ ∆(A2) to
Player 1 and commits to choose its actions by using such a
strategy. In the second stage, Player 2 plays action b ∈ A2

with probability PA2
(b) and Player 1 observes the channel

output b̃ ∈ Ã2 with probability PÃ2|A2=b(b̃). In the final stage,
Player 1 plays action a ∈ A1, with probability PA1|Ã2=b̃ (a)
and both players obtain equal payoffs u(a, b).

Therefore, the expected payoff obtained by the players is
determined by the function v : ∆

(
A1|Ã2

)
× ∆(A2) → R,

such that given the strategy PA1|Ã2
of Player 1 and the strategy

PA2
of Player 2, the expected payoff is

v
(
PA1|Ã2

, PA2

)
=

∫
A2

(∫
Ã2

(∫
A1

u(a,b)dPA1|Ã2=b̃(a)

)
dPÃ2|A2=b(b̃)

)
dPA2

(b). (3)

While the sets A1 and A2 are assumed to be countable, the set
Ã2 is assumed to be a subset of R. For all j ∈ {1, . . . ,m2},
the channel PÃ2|A2

satisfies

PÃ2|A2=a2,j
≪≫ λ, (4)

where ≪≫ denotes mutual absolute continuity; and λ denotes
the Lebesgue measure on (R,B(R)).

Under these assumptions, the expected payoff function v in (3)
satisfies

v
(
PA1|Ã2

, PA2

)
=

∫
Ã2

(
m1∑
i=1

PA1|Ã2=b̃(a1,i)(m2∑
j=1

ui,jPA2(a2,j)
dPÃ2|A2=a2,j

dPÃ2|A2=a2,1

(b̃)

))
dPÃ2|A2=a2,1

(b̃), (5)

where for all j ∈ {1, . . . ,m2}, the function
dPÃ2|A2=a2,j

dPÃ2|A2=a2,1

:

Ã2 → (0,+∞) is the Radon-Nikodym derivative of
PÃ2|A2=a2,j

with respect to PÃ2|A2=a2,1
.

B. Equilibrium

The necessary mathematical objects for characterizing the
solution concept of the extended game G

(
u, PÃ2|A2

)
in (2)

are defined in this section.
Definition 2.1: (Best Responses of Player 1) Given a com-

mitment P ∈ ∆(A2) and a channel output b̃ ∈ Ã2, the
set of best responses of Player 1, is determined by the
correspondence BR1 : ∆ (A2) × Ã2 → P (∆ (A1)), where
P (∆ (A1)) denotes the power set of A1, such that

BR1(P, b̃)=arg max
Q∈∆(A1)

m1∑
i=1

Q(a1,i)

( m2∑
j=1

ui,jP (a2,j)

dPÃ2|A2=a2,j

dPÃ2|A2=a2,1

(b̃)

)
. (6)

A strategy PA1|Ã2
∈ ∆

(
A1|Ã2

)
of Player 1 is a best

response to the commitment P ∈ ∆(A2), if for all b̃ ∈ Ã2

the probability measure PA1|Ã2=b̃ ∈ BR1(P, b̃).
Let the function v̂ : ∆ (A2) → R be such that for a given
commitment P ∈ ∆(A2),

v̂(P ) = max
QA1|Ã2

∈∆(A1|Ã2)
v(QA1|Ã2

, P ), (7)

s.t. ∀b̃ ∈ Ã2 QA1|Ã2=b̃ ∈ BR1(P, b̃),

where the function v is defined in (5) and the correspondence
BR1 in (6).
Accordingly, the set of optimal commitments is the set of
minimizers of the function v̂ given in (7). This observation
leads to the following notion of equilibrium.

Definition 2.2: (Equilibrium) The strategies P †
A1|Ã2

∈

∆
(
A1|Ã2

)
and P †

A2
∈ ∆(A2) for Player 1 and Player 2,

respectively, are said to form an equilibrium of the game
G
(
u, PÃ2|A2

)
in (2) if

P †
A2

∈ arg min
P∈∆(A2)

v̂(P ) (8)

and for all b̃ ∈ Ã2

P †
A1|Ã2=b̃

∈ BR1(P
†
A2

, b̃), (9)



where the function v̂ is defined in (7) and the correspondence
BR1 is defined in (6).

C. Existing Special Cases of Game G
(
u, PÃ2|A2

)
Consider that the channel PÃ2|A2

is such that for all b̃ ∈ Ã2,
PÃ2|A2=a2,j

(b̃) = PÃ2|A2=a2,r
(b̃), with (j, r) = {1, . . . ,m2}2

and j ̸= r. This is the case in which the channel input and
output are independent. In such case, the game G

(
u, PÃ2|A2

)
simplifies to the game denoted by

G (u)≜(A1,A2, u) . (10)

When players simultaneously choose their actions in the
absence of commitment the game in (10) has been studied
in [17]. The solution concept is the Nash Equilibrium (NE),
as introduced in [18].

When there exist a deterministic one-to-one mapping be-
tween the inputs and the outputs of the channel, the game
G
(
u, PÃ2|A2

)
is reduced to the game studied in [19]

and [20], [21]. This is the case in which for all a2,j ∈ A2,
with j = {1, . . . ,m2}, it holds that PÃ2|A2=a2,j

(b̃) = 1. That
is, regardless the commitment, Player 1 can always select an
optimal action in response to Player 2’s action.

When the commitment is the only information that Player 1
has regarding the action played by Player 2, i.e., the channel
input and output are independent, the game G

(
u, PÃ2|A2

)
is

equivalent to the one investigated in [22] and [23], and the
solution concept is the SE in mixed strategies.

Other special cases of the game G
(
u, PÃ2|A2

)
are studied

in [24] and [11]. In the former, the strategies of the players
are restricted to pure strategies and the sets A2 and Ã2 are
finite and assumed to be identical. In the latter, the analysis is
generalized to include the consideration of mixed strategies.

III. MAIN RESULTS

For the rest of this work, it is assumed that for all (i, l) ∈
{1, . . . ,m1}2,

λ

{b̃∈Ã2 :

m2∑
j=1

(ui,j−ul,j)P (a2,j)fÃ2|A2=a2,j
(b̃)=0

}=0, (11)

where fÃ2|A2=a2,j
is the corresponding pdf of the measure

PÃ2|A2=a2,j
.

The assumption in (11) is always satisfied
when for all (i, l) ∈ {1, . . . ,m1}2, it holds that∏m2

j=1 (ui,j − ul,j)P (a2,j) > 0. In [11], it has been
shown that imposing such condition restricts the game G (u)
to exhibit a unique NE in mixed strategies.

The following lemma describes the set of best responses of
Player 1.

Lemma 3.1: Given a commitment P ∈ ∆(A2) and a
channel output b̃ ∈ Ã2, the set of best responses of Player 1
is

BR1(P,b̃)≜{Q∈∆(A1) :Q(a)>0 if a∈S(P,b̃)}, (12)

where

S(P,b̃)≜ argmax
a∈A1

{m2∑
j=1

u(a,a2,j)P (a2,j)
dPÃ2|A2=a2,j

dPÃ2|A2=a2,1

(b̃)

}
. (13)

Proof: The proof of is presented in Appendix A of [25].

The preceding lemma indicates the fact that given a com-
mitment P ∈ ∆(A2) and a channel output b̃ ∈ Ã2,
Player 1’s optimal strategy is to concentrate the probability
measure PA1|Ã2=b̃ over the set S(P, b̃) ⊆ A1, with S(P, b̃)
in (13). If |S(P, b̃)| = 1, there is a unique best response
P ⋆
A1|Ã2=b̃

∈ BR1(P, b̃) that assigns probability one to the

singleton S(P, b̃). The set of best responses of Player 1 might
also contain infinitely many strategies. In the specific case in
which BR1(P, b̃) = ∆ (A1), then as observed in [11], Player 1
opts for indifferently choosing its actions. Interestingly, under
assumptions (4) and (11), for each channel output, Player 1
deterministically chooses a specific action almost surely, which
will be discussed in the sequel.

For all i ∈ {1, . . . ,m1} and for all P ∈ ∆(A2), let the set
Hi(P ) be

Hi(P ) ≜

{
b̃ ∈ Ã2 : i∈argmax

{m2∑
j=1

ui,jP (a2,j)

dPÃ2|A2=a2,j

dPÃ2|A2=a2,1

(b̃)

}}∖
Hi−1(P ), (14)

with H0(P ) ≜ ∅. Let also for all (i, l) ∈ {1, . . . ,m1}2, with
i ̸= l, the set Hi,l be

Hi,l(P ) ≜

{
b̃ ∈ Ã2 :

m2∑
j=1

ui,jP (a2,j)
dPÃ2|A2=a2,j

dPÃ2|A2=a2,k

(b̃)

=

m2∑
j=1

ul,jP (a2,j)
dPÃ2|A2=a2,j

dPÃ2|A2=a2,1

(b̃)

}
. (15)

Note that H1(P ),H2(P ), . . . ,Hm1
(P ) form a partition of Ã2.

The following theorem presents a property exhibited by the set
Hi,l(P ) in (15).

Theorem 3.1: Given a commitment P ∈ ∆(A2), under
assumptions (4) and (11), if for all (i, l) ∈ {1, . . . ,m1}2, with
i ̸= l, and for all a2,j ∈ A2

(ui,j − ul,j)P (a2,j) ̸= 0, (16)

then it holds that

PÃ2
(Hi,l(P )) = 0, (17)

where Hi,l(P ) is defined in (15); and the probability measure
PÃ2

is such that for all measurable subsets A of Ã2, it holds
that

PÃ2
(A) =

∫
PÃ2|A2=a(A)dP (a). (18)



Proof: The proof of is presented in Appendix B of [25].

A first observation from Theorem 3.1, is that if Player 2’s
commitment is in strict mixed strategies, then the elements of
the set Hi,l(P ) are observed with probability zero with respect
to PÃ2

in (18). Note that an element b̃ of the set Hi,l(P )
is the output of the channel for which actions a1,i and a1,l
might be both best responses for Player 1 to the commitment
P and the channel output b̃. Hence, under the assumptions of
Theorem 3.1, the set S(P, b̃) is always a singleton and thus
|BR1(P, b̃)| = 1. On the other hand, if (16) does not hold, then
the set of best responses of Player 1 includes infinitely many
strategies. This indicates that Player 1 indifferently chooses
its actions from the set S(P, b̃). This is formalized by the
following lemma.

Lemma 3.2: Under assumptions (4) and (11), given a
commitment P ∈ ∆(A2) that satisfies (16), for all b̃ ∈ Ã2 and
for all PA1|Ã2

∈ BR1(P, b̃), with BR1(P, b̃) in (6), it holds
that for all i ∈ {1, . . . ,m1}

PA1|Ã2=b̃(a1,i) =

{
1, if b̃ ∈ Hi(P )

0, otherwise,
(19)

where Hi(P ) is defined in (14) and a1,i ∈ A1. Moreover, the
set of best responses satisfies

PÃ2

({
b̃ ∈ Ã2 :

∣∣∣BR1

(
P, b̃
)∣∣∣ = 1

})
= 1. (20)

Proof: The proof of is presented in Appendix C of [25].

The following theorem characterizes the equilibrium of the
extended game G

(
u, PÃ2|A2

)
in (2).

Theorem 3.2: Under assumptions (4) and (11), and if (16)
holds for all j ∈ {1, . . . ,m2} and for all (i, l) ∈ {1, . . . ,m1}2,
with i ̸= l, then the game G

(
u, PÃ2|A2

)
possesses a unique

equilibrium almost surely with respect to PÃ2
.

Proof: The proof is presented in Appendix D of [25].
The game G (u) in (10) holds significant importance due to
the fact that its the expected payoff can be used as reference
point when analyzing the game in (2). Let the function ω :
∆ (A1)×∆(A2) → R represent the expected payoff of game
G (u) such that

ω(PA1
, PA2

) =

m1∑
i=1

m2∑
j=1

PA1
(a1,i)ui,jPA2

(a2,j). (21)

Let the function û : ∆ (A2) → R be such that for all
commitments P ∈ ∆(A2),

û(P ) = max
Q∈∆(A1)

ω(Q,P ), (22)

where the function ω is defined in (21). The term û(P ) in (22)
represents the expected payoff of the game G (u) in (10), when
Player 2 commits to play strategy P . Note that, the minimum
value over all commitments P of the function û is the payoff

at the NE. The following lemma compares the payoffs at the
equilibria of the games G (u) in (10) and G

(
u, PÃ2|A2

)
in (2).

Lemma 3.3: Let the probability measures
(
P †
A1|Ã2

, P †
A2

)
form an equilibrium of the game G

(
u, PÃ2|A2

)
in (2) and

let the pair of strategies
(
P ⋆
A1

, P ⋆
A2

)
∈ ∆(A1) × ∆(A2) be

an NE of the game G (u) in (10). Then for all commitments
P ∈ ∆(A2), it holds that

û(P ⋆
A2

) ≤ v
(
P †
A1|Ã2

, P †
A2

)
≤ v̂(P ) ≤ min

j
max

i
ui,j ,(23)

where the functions û, v̂ and v are given in (22), (7) and (5),
respectively.

Proof: The proof is presented in Appendix E of [25].
Lemma 3.3 unveils the fact that the payoff of the game
G
(
u, PÃ2|A2

)
at the equilibrium is lower bounded by the

payoff of the game G (u) at the NE and upper bounded by the
payoff of such a game at the SE in pure strategies. The former
is the case in which Player 1 does not observe the actions of
Player 2 (e.g. very noisy channel, I(PÃ2|A2

;PA2
) = 0); and

the latter corresponds to the case in which Player 1 perfectly
observes the actions of its opponent (e.g. channel with zero
noise, I(PÃ2|A2

;PA2) = H(PA2)).

IV. EXAMPLE: GAUSSIAN CHANNEL

Thus far, the probability measure that describes the channel
PÃ2|A2

of the game G
(
u, PÃ2|A2

)
in (2) is not yet speci-

fied. This generality signifies a key feature of the theoretical
model, which captures several data processing impairments.
Moreover, while the specific game solution concept relies on
the characteristics of the channel, the generality of the game
formulation presented in Section II highlights its capability
to effectively address any type of noise which has a density
with respect the Lebesgue measure. In this section, the channel
is assumed to be an AWGN channel and the action sets of
Player 1 and Player 2 have the same cardinality and contain
two actions. In this scenario, the channel is such that for all
a2,j ∈ A2 and all measurable subsets A of Ã2

PÃ2|A2=a2,j
(A)=

1√
2πσ2

j

∫
A
exp

(
1

2σ2
j

(b̃−µj−a2,j)
2

)
dλ(b̃),

(24)

where λ is the Lebesgue measure in R; µj−a2,j and σ2
j are the

mean and the variance, respectively. From (24), it holds that
the Radon-Nikodym derivative of PÃ2|A2=a2,j

with respect to
PÃ2|A2=a2,1

, and for all b̃ ∈ Ã2 is

dPÃ2|A2=a2,2

dPÃ2|A2=a2,1

(b̃)=exp

(
−

(
(a22,2−a22,1)

2σ2
+

b̃(a2,1−a2,2)

σ2

))
, (25)

where it is assumed that µj = 0 and σj = σ > 0, with
j ∈ {1, 2}. From (15), for all PA2

∈ ∆(A2) the set Hi,l(PA2
),



with (i, l) ∈ {1, 2}2, satisfies

H1,2(PA2
)≜

{̃
b∈Ã2:

dPÃ2|A2=a2,2

dPÃ2|A2=a2,1

(b̃)=
(u1,1−u2,1)PA2

(a2,1)

(u2,2−u1,2)PA2(a2,2)

}
(26)

=

{
σ2

a2,1 − a2,2

(
log

(
(u1,1 − u2,1)PA2(a2,1)

(u2,2 − u1,2)PA2
(a2,2)

)

+D
(
PÃ2|A2=a2,2

||PÃ2|A2=a2,1

))}
, (27)

where D denotes the Kullback-Leibler divergence. Note that
the set H1,2(PA2

) is a singleton. This said, it holds that
λ (H1,2(PA2)) = 0 and thus, PÃ2

(H1,2(PA2)) = 0, which
demonstrates the validity of Theorem 3.1.

Let the complementary cumulative distribution func-
tion (ccdf) of the Gaussian pdf be

Q(x)=
1√
2π

∫ +∞

x

exp

(
−z2

2

)
dz. (28)

Using this notation, the following lemma provides an explicit
expression for the function v̂ in (7)

Lemma 4.1: Given a commitment PA2
∈ ∆(A2), if for all

a2,j ∈ A2, the probability measure PÃ2|A2=a2,j
satisfies (24),

then it holds

v̂(PA2
)= max

QA1|Ã2
∈BR1(PA2

,b̃)
v(QA1|Ã2

,PA2
)

=

m2∑
j=1

PA2
(a2,j)

(
u2,j+(u1,j−u2,j)Q

(
b⋆PA2

−a2,j

σ

))
, (29)

where function v is defined in (5); b⋆PA2
∈ H1,2(PA2

); and
function Q is in (28).

Proof: The proof is presented in Appendix F of [25].
In Fig. 1a, the strategies

(
P ⋆
A1

, P ⋆
A2

)
with P ⋆

A1
(a1,1) =

1−P ⋆
A1

(a1,2) = 0.23 and P ⋆
A2

(a2,1) = 1−P ⋆
A21

(a2,2) = 0.45
form the unique NE of the game G (u) whose payoff is
û(P ⋆

A2
) (red star). Examining the behavior of the function v̂

in (7) for a range of noise variance values σ2, it is observed
that; (i) the equilibrium of the game G

(
u, PÃ2|A2

)
is always

lower bounded by the equilibrium of û (dashed blue line in the
zoomed subfigure) as Lemma 3.3 revealed; (ii) the function v̂
is monotonically decreasing with respect to σ2; (iii) letting σ2

grow to infinity, results in the equivalence of the equilibrium
of G

(
u, PÃ2|A2

)
and the NE of game G (u) (green curve

approaching the red star); and (iv) letting σ2 to be close
to zero, the equilibrium payoff of the game G

(
u, PÃ2|A2

)
in (2) becomes identical to the SE in pure strategies of the
game G (u) in (10) which is the min-max solution in pure
strategies (red line).

In Fig. 1b, the game G (u) exhibits a unique equilibrium
in pure strategies and the NE payoff of the game G (u)
is û(P ⋆

A2
) (red star). Here, the equilibrium payoffs of both

games are identical. In both examples it holds that û
(
P ⋆
A2

)
≤

v
(
P †
A1|Ã2

, P †
A2

)
, which signifies that even subject to noise,

the equilibrium payoff increases when Player 1 observes a
noisy version of the action played by Player 2.
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(a) Payoff matrix u = (8,−6;−2, 2).
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(b) Payoff matrix u = (−5, 1;−6, 3).

Fig. 1: Plots of v̂ in (7) and û in (22) as a function of the
commitment PA2

. The channel is the AWGN defined in (24)
with variance σ2

1 = σ2
2 = σ2; and −a2,1 = a2,2 = 102.
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