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Abstract—In this paper, the notion of worst-case data-generating
(WCDG) probability measure, recently introduced in [1], is lever-
aged to obtain an exact expression of the expected generalization
gap (or generalization error) for any machine learning algorithm.
This exact expression is provided in terms of information
measures involving the WCDG probability measure and leads
to an upper bound on the generalization error that is equal to
the sum of the mutual information and the lautum information
between the models and the datasets, up to a constant factor. This
upper bound is achieved by a Gibbs algorithm whose parameters
satisfy particular conditions. Finally, given a fixed model, it is
shown that the empirical risk is a sub-Gaussian random variable
when datasets are sampled from the WCDG probability measure.
This observation leads to the construction of new generalization
guarantees coined (ϵ, δ)-robustness.

I. INTRODUCTION

A pair (x, y) ∈ X × Y is referred to as a labeled pattern or
as a data point. Given n data points, with n ∈ N, denoted
by (x1, y1), (x2, y2), . . ., (xn, yn), a dataset is represented by
the tuple:

z =
(
(x1, y1) , (x2, y2) , . . . , (xn, yn)

)
∈ (X × Y)

n
. (1)

Let the function f : M × X → Y be such that the label
assigned to the pattern x according to the model θ ∈ M is
y = f(θ, x). Let also the function ℓ̂ : Y × Y → [0,+∞] be
such that given a data point (x, y) ∈ X ×Y , the loss induced
by a model θ ∈ M is ℓ̂ (f(θ, x), y). In the following, the
loss function ℓ̂ is assumed to be nonnegative and such that for
all y ∈ Y , ℓ̂ (y, y) = 0. For ease of notation, let the function
ℓ : M×X ×Y → [0,+∞] be such that

ℓ(θ, x, y) = ℓ̂ (f(θ, x), y) . (2)

The empirical risk induced by the model θ ∈ M, with respect
to the dataset z in (1) is determined by the function L :
(X × Y)

n ×M → [0,+∞], which satisfies

L(z,θ) =
1

n

n∑
i=1

ℓ (θ, xi, yi) , (3)

where the function ℓ is defined in (2). Given a model θ ∈ M,
the expected loss induced by a measure P ∈ △ (X × Y) is
defined as follows.

Definition 1: Let P be a probability measure in △ (X × Y).
The expected loss with respect to a fixed model θ ∈ M
induced by the measure P is

Rθ (P ) =

∫
ℓ(θ, x, y)dP (x, y), (4)

where the function ℓ is defined in (2).

Given a probability measure PS ∈ △ (X × Y), which can be
interpreted as a prior on the set of data points, and a model
θ ∈ M, studying the worst-case data-generating (WCDG)
probability measure leads to two different optimization prob-
lems. Firstly, a neighborhood of candidate data-generating
probability measures is constructed as the set of probability
measures that satisfy a constraint expressed in terms of a
statistical distance d : △ (X × Y) ×△ (X × Y) → [0,+∞).
This neighborhood describes the set of plausible probability
measures from which test datasets might be sampled from.
This work focuses on the case in which the statistical distance
is the relative entropy with respect to PS . Thus, the WCDG
measure is the probability measure that maximizes the expec-
tation of the loss within this neighborhood. This view leads to
the following problem, c.f. [1] and [2]:

max
P∈△PS

(X×Y)
Rθ (P ) (5a)

s.t. D (P∥PS) ⩽ γ, (5b)

where γ > 0 determines the neighborhood around PS as the
set {P ∈ △ (X × Y) : D (P∥PS) ⩽ γ} and the functional Rθ

is defined in (4).

Secondly, the WCDG probability measure can also be inter-
preted as the probability measure that trades off the maxi-
mization of the expectation of the loss and the minimization
of the statistical distance with respect to PS . This alternative
perspective yields the optimization problem:

max
P∈△PS

(X×Y)
Rθ (P )− βD (P∥PS) , (6a)

where the functional Rθ is defined in (4); and β > 0 deter-
mines the trade-off between maximization of the expectation
of the loss and the statistical distance to PS .



The optimization problems in (5) and (6) exhibit a major
difference in the following case. If for all P ∈ △PS

, the func-
tional Rθ in (4) is such that Rθ (P ) = c, for some fixed c ⩾ 0,
then all the measures in {P ∈ △ (X × Y) : D (P∥PS) ⩽ γ}
are solutions to the optimization problem in (5). Alternatively,
in this case PS is the unique solution to the problem in
(6). Although this difference holds substantial mathematical
importance, its practical relevance is limited. This observation
is explained by the notion of nonseparable loss functions,
which is analogous to [3, Definition 4.1]. When the func-
tion ℓ in (2) is nonseparable with respect to the reference
measure PS , it is a constant almost surely with respect to
such a measure. More specifically, there exists a real a ≥ 0,
such that PS ({(x, y) ∈ X × Y : ℓ(θ, x, y) = a}) = 1. As a
consequence, for all probability measures P ∈ △PS

(X × Y),
it holds that P ({(x, y) ∈ X × Y : ℓ(θ, x, y) = a}) = 1. If
this pathological case of nonseparable loss functions is dis-
regarded, the optimization problems in (5) and (6) exhibit
considerable similarity. To recognize this similarity, consider
the following. Given a model θ ∈ M, let JPS ,θ : R → R be
the function

JPS ,θ(t) = log

Å∫
exp (tℓ(θ, x, y))dPS(x, y)

ã
, (7)

where the function ℓ is defined in (2). Let also the set JPS ,θ

be the set

JP,θ≜
ß
t ∈ (0,+∞) : JP,θ

Å
1

t

ã
< +∞

™
. (8)

Using these elements, the following theorem proves that the
optimization problems in (5) and (6) exhibit the same unique
solution.

Theorem 1: If the function ℓ in (2) is separable with respect
to the measure PS and β ∈ JPS ,θ, with JPS ,θ in (8), then the
probability measure P

(PS ,β)

Ẑ|Θ=θ
∈ △PS

(X × Y) that satisfies for
all (x, y) ∈ suppPS ,

dP
(PS ,β)

Ẑ|Θ=θ

dPS
(x, y)= exp

Å
1

β
ℓ(θ, x, y)− JPS ,θ

Å
1

β

ãã
, (9)

where the function JPS ,θ is defined in (7) and

D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
= γ, (10)

is the unique solution to the optimization problems in (5)
and (6).

Proof: The proof is presented in [4].

Theorem 1 presents an alternative characterization of the
WCDG probability measure introduced in [1], which unveils
properties that hold significant importance in the subsequent
sections.

II. CONTRIBUTIONS AND RELATED WORKS

The expected generalization gap (EGG) is a central per-
formance metric for machine learning algorithms, see for
instance, [5]–[14] and [15]. Analytical formulations for the

exact EGG have been established solely for the Gibbs algo-
rithm when the reference measure is a probability measure
in [5] and a σ-finite measure in [3]. For other machine
learning algorithms, only upper bounds in terms of information
measures have been obtained for the EGG, see for instance,
[8], [16]–[26], and references therein. The first contribution
of this paper is a closed-form expression for EGG for any
statistical machine learning algorithm. This expression is
formulated using information measures that incorporate the
WCDG probability measure introduced in [1]. The derived
expression establishes an upper bound on the EGG for any
statistical machine learning algorithm. Such a bound is the sum
of the mutual information and the lautum information between
models and datasets, up to a constant for which a closed-
form expression is provided. Notably, this bound is tight for
a Gibbs algorithm, whose parameters are selected to satisfy a
specific condition. The idea of studying the worst-case is also
adopted in minimax distributed robust optimization, where the
aim is to minimize the risk over a large ambiguity set, see
for instance [27], [28] and [29]. This problem can also be
cast as an instance of the maximum entropy principle [30].
Finally, this work has privileged the mathematical formulation
whose solution exhibits properties that are useful for the
analysis of the generalization. In particular, given a fixed
model, the empirical risk is shown to be a sub-Gaussian
random variable when datasets are sampled from the WCDG
probability measure. This has led to the construction of new
generalization guarantees coined (ϵ, δ)-robustness.

III. AN EXPRESSION OF THE EXPECTED GENERALIZATION
GAP

Given a model θ ∈ M, the variation of the expected loss when
the probability measure from which data points are sampled
varies to another measure is referred to as the sensitivity of the
expected loss. Such a sensitivity can be quantified using the
functional G : M×△ (X × Y)×△ (X × Y) → R,

G(θ, P1, P2) = Rθ(P1)− Rθ(P2), (11)

where the functional Rθ is defined in (4) and △ (X × Y) is
the set of all probability measures over X × Y . In order to
introduce the definition of the generalization gap, the notion
of type induced by a dataset [31] is presented below.

Definition 2 (Type of a dataset): The type induced by the
dataset z in (1) is a probability measure in △ (X × Y),
denoted by Pz , such that for all measurable subsets A of
X × Y , Pz (A) = 1

n

∑n
t=1 1{(xt,yt)∈A}.

In [1, Lemma 5.1], it is proved that the empirical risk L(z,θ)
in (3) can be written as L(z,θ) =

∫
ℓ(θ, x, y)dPz(x, y) =

Rθ(Pz), with the functional Rθ defined in (4). Given a
model θ ∈ M obtained from the training dataset z ∈
(X × Y)

n and assuming that the training and test data points
are generated according to an independent and identically
distributed probability measure PZ ∈ △ (X × Y), the gen-
eralization gap induced by the model θ is

G(θ, PZ , Pz) = Rθ(PZ)− Rθ(Pz). (12)



The term Rθ(Pz) = L(z,θ) is referred to as the training
empirical risk, while the term Rθ (PZ) is refered as true risk
or population risk.

Let △ (M| (X × Y)
n
) be the set containing all proba-

bility measures over M conditioned over an element of
(X × Y)

n. Let also the function G : △ (M| (X × Y)
n
) ×

△ ((X × Y)
n
) → R be such that

G(PΘ|Z , PZ)=

∫ ∫
G(θ,PZ,Pz)dPΘ|Z=z(θ)dPZ(z), (13)

where Pz is the type induced by the dataset z; and the func-
tional G is defined in (12). Consider the random transforma-
tion PΘ|Z , such that given a training dataset z ∈ (X × Y)

n,
the measure PΘ|Z=z ∈ △ (M) is used to perform model
selection. The conditional measure PΘ|Z is referred to as
a statistical learning algorithm. Under the assumption that
the training and test datasets are both formed by indepen-
dent and identically distributed datapoints sampled from the
measure PZ in (12), the expected generalization gap induced
by PΘ|Z is G(PΘ|Z , PZ) in (13), where PZ ∈ △ ((X × Y)

n
)

is a product distribution formed by PZ . The main result of this
section is presented by the following theorem.

Theorem 2: The expected generalization gap G(PΘ|Z , PZ)
in (13), with PZ ∈ △ ((X × Y)

n
), satisfies:

1

β
G(PΘ|Z , PZ)=

1

n
L
(
PΘ|Z ;PZ

)
+

∫
D

Å
PZ|Θ=θ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ (θ)

−
∫

D

Å
PZ∥P

(PZ|Θ=θ,β)
Ẑ|Θ=θ

ã
dPΘ (θ) (14)

where the term L
(
PΘ|Z ;PZ

)
is the lautum information [32]

given by

L
(
PΘ|Z ;PZ

)
≜

∫
D
(
PΘ∥PΘ|Z=ν

)
dPZ(ν); (15)

and the measure P
(PZ|Θ=θ,β)
Z|Θ=θ is the WCDG probability mea-

sure in (9), with reference measure PZ|Θ=θ obtained from

the joint measure PΘ|ZPZ and β ∈
{
t > 0 : ∀θ ∈

M,
∫
exp

(
1
t ℓ(θ, x, y)

)
dPZ|Θ=θ(x, y) < +∞

}
.

Proof: The proof is presented in [4].

Theorem 2 appears to be the first exact characterization of the
expected generalization gap induced by an arbitrary algorithm
PΘ|Z in terms of information measures. The following theo-
rem unveils an upper bound closely linked to the celebrated
Gibbs algorithm, which adds an interesting insight to the
characterization of the generalization gap via the WCDG
probability measure.

Theorem 3: The expected generalization gap G(PΘ|Z , PZ)
in (13), with PZ ∈ △ ((X × Y)

n
), satisfies:

G(PΘ|Z , PZ) ⩽
β

n

(
I
(
PΘ|Z ;PZ

)
+ L

(
PΘ|Z ;PZ

))
(16)

where the term I
(
PΘ|Z ;PZ

)
is the mutual information given

by

I
(
PΘ|Z ;PZ

)
≜

∫
D
(
PΘ|Z=ν∥PΘ

)
dPZ(ν); (17)

L
(
PΘ|Z ;PZ

)
is in (15); and β satisfies for all θ ∈ M,

D

Å
PZ∥P

(PZ|Θ=θ,β)
Z|Θ=θ

ã
= 0, with the measures PZ , PZ|Θ=θ,

and P
(PZ|Θ=θ,β)
Z|Θ=θ defined in (14).

Proof: The proof is presented in [4].

A typical example of a statistical learning algorithm is the
Gibbs algorithm, which is parametrized by a positive real λ
and by a σ-measure Q ∈ △ (M), c.f. [3] and [33]. In the
following, the focus is on the case in which Q is a probabil-
ity measure. Under this assumption, the probability measure
representing such an algorithm, which is denoted by P

(Q,λ)
Θ|Z

with λ > 0, satisfies for all θ ∈ suppQ and for all z ∈
(X × Y)

n,
dP

(Q,λ)

Θ|Z=z

dQ (θ) = exp
(
−KQ,z

(
− 1

λ

)
− 1

λL (z,θ)
)
,

where the dataset z represents the training dataset; and
the function KQ,z : R → R, satisfies KQ,z (t) =

log
(∫

exp (t L (z,ν)) dQ(ν)
)
. The EGG induced by P

(Q,λ)
Θ|Z ,

under the assumption that datasets are sampled from a product
distribution PZ ∈ △ ((X × Y)

n
) formed by the measure PZ ,

denoted by G(P
(Q,λ)
Θ|Z , PZ), satisfies the following property

[1], [5] and [3].

Lemma 1: The expected generalization gap G(P
(Q,λ)
Θ|Z , PZ)

satisfies

G(P
(Q,λ)
Θ|Z , PZ)=λ

Ä
I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
+L
Ä
P

(Q,λ)
Θ|Z ;PZ

ää
, (18)

where the terms I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
and L

Ä
P

(Q,λ)
Θ|Z ;PZ

ä
are,

respectively, a mutual information and a lautum information:

I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫

D
Ä
P

(Q,λ)
Θ|Z=ν∥P

(Q,λ)
Θ

ä
dPZ(ν); and (19)

L
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
≜
∫

D
Ä
P

(Q,λ)
Θ ∥P (Q,λ)

Θ|Z=ν

ä
dPZ(ν), (20)

with P
(Q,λ)
Θ being a measure such that for all measurable

sets A ∈ B (M),

P
(Q,λ)
Θ (A) =

∫
P

(Q,λ)
Θ|Z=ν (A) dPZ (ν) . (21)

Note that I
Ä
P

(Q,λ)
Θ|Z ;PZ

ä
in (19) and L

Ä
P

(Q,λ)
Θ|Z ;PZ

ä
in (20)

also satisfy that

I
Ä
P

(Q,λ)
Z|Θ=θ;P

(Q,λ)
Θ

ä
=

∫
D
Ä
P

(Q,λ)
Z|Θ=θ∥PZ

ä
dP

(Q,λ)
Θ (ν); (22)

L
Ä
P

(Q,λ)
Z|Θ=θ;P

(Q,λ)
Θ

ä
=

∫
D
Ä
PZ∥P (Q,λ)

Z|Θ=θ

ä
dP

(Q,λ)
Θ (ν), (23)

where P
(Q,λ)
Z|Θ ∈ △ ((X × Y)

n |M) is the conditional proba-
bility measure that satisfies for all measurable subsets B of
(X × Y)

n,

PZ (B) =
∫

P
(Q,λ)
Z|Θ=θ (B) dP

(Q,β)
Θ (θ) . (24)



Moreover, for all θ ∈ M, the measure P
(Q,λ)
Z|Θ=θ ∈

△ ((X × Y)
n |M) is a product measure formed by a measure

P
(Q,λ)
Z|Θ=θ ∈ △ (X × Y|M) that satisfies for all measurable sets

Ai in X × Y , with i ∈ {1, 2, . . . , n},

P
(Q,λ)
Z|Θ=θ (A1 ×A2 × . . .×An) =

n∏
t=1

P
(Q,λ)
Z|Θ=θ (At) . (25)

Using this notation, Theorem 3 and Lemma 1 lead to the
following theorem.

Theorem 4: Assume that there exits a λ > 0 that satisfies

λ∈
ß
t>0:∀θ∈M,

∫
exp

Å
1

nt
ℓ(θ,x,y)

ã
dP

(Q,λ)
Z|Θ=θ(x,y)<+∞

™
, (26)

where the function ℓ is defined in (2); and the measure P (Q,λ)
Z|Θ=θ

is defined in (25). Let the measure P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ
be the

WCDG probability measure of the form in (9). If λ satisfies
for all θ ∈ M,

D

Å
PZ∥P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ

ã
= 0, (27)

then, for all PΘ|Z ∈ △ (M| (X × Y)
n
), the expected general-

ization gaps G(PΘ|Z , PZ) in (13) and G(P
(Q,λ)
Θ|Z , PZ) in (18)

satisfy

G(PΘ|Z , PZ) ⩽ G(P
(Q,λ)
Θ|Z , PZ). (28)

Proof: The proof is presented in [4].

Theorem 4 shows that, under the assumption that datasets
are sampled from PZ , the EGG of any algorithm PΘ|Z is
upper-bounded by the expected generalization gap induced by
a particular Gibbs algorithm P

(Q,λ)
Θ|Z . This Gibbs algorithm

induces a posterior for a given model θ, denoted by P
(Q,λ)
Z|Θ=θ

in (25). When such a posterior is used as a reference measure
to build the WCDG probability measure for such a model
θ, with parameter nλ, it leads to the probability measure

P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ
. If the parameters Q and λ are chosen to

satisfy (27), then for all θ ∈ M, the WCDG probability
measure is identical to the actual ground-truth data-generating
probability measure PZ . This is reminiscent of the principle of
indifference over which the notion of equilibrium in zero-sum
games with noisy observations is built [34].

The inequality in (28) reveals the central role of the Gibbs
algorithm in statistical machine learning. Essentially, by study-
ing the Gibbs algorithm P

(Q,λ)
Θ|Z , for which its parameters Q

and λ are chosen to satisfy (27), the expected generaliza-
tion gap of any algorithm facing data sampled from PZ =

P

Ä
P

(Q,λ)

Z|Θ=θ
,nλ
ä

Ẑ|Θ=θ
can be upper bounded.

IV. SUB-GAUSSIANITY OF THE LOSS

The function JPS ,θ in (7) exhibits several properties that
enable the analysis of general machine learning algorithms. Let
the m-th derivative of the function JPS ,θ be denoted by J

(m)
PS ,θ :

R→ R, with m ∈ N. Hence, for all t ∈ JPS ,θ, with JPS ,θ in
(8), J(m)

PS ,θ (t) ≜
dm

dsm JPS ,θ (s)
∣∣∣
s=t

. It is proved in [4] that for

a fixed θ ∈ M, it follows that if (X,Y ) ∼ P
(PS ,β)

Ẑ|Θ=θ
, with

P
(PS ,β)

Ẑ|Θ=θ
in (9), then the random variable

Wθ ≜ ℓ (θ, X, Y ) , (29)

with the function ℓ in (2), possesses a mean, variance, and
third moment given by J

(1)
PS ,θ

Ä
1
β

ä
, J(2)PS ,θ

Ä
1
β

ä
, and J

(3)
PS ,θ

Ä
1
β

ä
,

respectively. In particular, the cumulant generating function
of the random variable Wθ, which is denoted by J

P
(PS,β)

Ẑ|Θ=θ
,θ

:

R → R, satisfies

J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) = log

Å∫
exp (tℓ(θ, x, y))dP

(PS ,β)

Ẑ|Θ=θ
(x, y)

ã
, (30)

where the function ℓ is defined in (2). It is also proved in
[4] that J

(1)
PS ,θ

Ä
1
β

ä
= Rθ

(
P

(PS ,β)

Ẑ|Θ=θ

)
, with the functional Rθ

defined in (4). The next theorem provides an upper bound on
the cumulant generating function J

P
(PS,β)

Ẑ|Θ=θ
,θ

in (30).

Theorem 5: For all t ∈ {α ∈ R : J
P

(PS,β)

Ẑ|Θ=θ
,θ
(α) < +∞}, the

function J
P

(PS,β)

Ẑ|Θ=θ
,θ

in (30) satisfies the following inequality:

J
P

(PS,β)

Ẑ|Θ=θ
,θ
(t) ≤ tJ

(1)
PS ,θ

Å
1

β

ã
+

1

2
t2ζ2PS ,θ, (31)

where ζPS ,θ is finite, and satisfies

ζPS ,θ ≜ sup

{√
J
(2)
PS ,θ (ξ) : ξ ∈

Å
−∞, b− 1

β

ã}
, (32)

with b ≜ sup {α ∈ R : JPS ,θ (α) < +∞}, and the functions
J
(1)
PS ,θ and J

(2)
PS ,θ are the first and the second derivatives of the

function JPS ,θ in (7).

Proof: The proof is presented in [4].

The relevance of Theorem 5 lies on the fact that it implies that
the random variable Wθ in (29) is a sub-Gaussian random vari-
able with sub-Gaussian parameter ζPS ,θ in (32). An interesting
discussion on the impact of the random variable Wθ being
sub-Gaussian is presented in [7, Theorem 1]. This observation
leads to insightful guidelines for algorithm design.

V. (ϵ, δ)-ROBUSTNESS

An important observation about the dependence of the WCDG
probability distribution P

(PS ,β)

Ẑ|Θ=θ
in (9) on the parameter γ

in (10) is that P
(PS ,β)

Ẑ|Θ=θ
is the measure that induces the

largest expected loss within the neighborhood of PS , defined
as

N (PS , γ)≜{P ∈ △ (X × Y) : D (P∥PS) ⩽ γ} . (33)



The following lemma provides insights on how P
(PS ,β)

Ẑ|Θ=θ
changes according to the expansion or the contraction of the
neighborhood.

Lemma 2: The relative entropy D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
in (10)

satisfies
d

dβ
D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
= − 1

β3
J
(2)
PS ,θ

Å
1

β

ã
≤ 0, (34)

where J
(2)
PS ,θ

Ä
1
β

ä
is the variance of Wθ in (29). Moreover,

the inequality is strict if and only if the function ℓ in (2) is
separable with respect to PS .

Proof: The proof is presented in [4].

From Lemma 2, it is shown that there exists a bijec-
tion between γ and β through (10). More interestingly,
the variations of D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
and the expected loss

J
(1)
PS ,θ

Ä
1
β

ä
with respect to β have the following connection:

d
dβD

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
= 1

β
d
dβ J

(1)
PS ,θ

Ä
1
β

ä
, which implies that

both D
(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
and J

(1)
PS ,θ

Ä
1
β

ä
derease with β, while

their rates of change might differ. For instance, for larger
values of β with β > 1, the variation of D

(
P

(PS ,β)

Ẑ|Θ=θ
∥PS

)
is larger than J

(1)
PS ,θ

Ä
1
β

ä
. The following definition describes

a performance metric for a given data-generating probability
measure P ∈ △ ((X × Y)

n
) and a model θ ∈ M that

leverages the observations above and provides guidelines for
the choice of the values of β (or γ).

Definition 3 ((ϵ, δ)-Robustness): Given a pair of positive reals
(ϵ, δ) with ϵ < 1, a model θ ∈ M is said to be (ϵ, δ)-robust
to a probability measure P ∈ △ ((X × Y)

n
), if

P ({z ∈ (suppPS)
n
: L(z,θ) ≥ δ}) ≤ ϵ. (35)

This notion of robustness enables the study of the performance
guarantees that a model θ yields when faced with data gener-
ated by the WCDG probability measure for specific parameters
β and PS . An important issue that arises from this definition
is the characterization of the largest value of γ (or smallest
value of β) that achieves (ϵ, δ)-robustness, i.e. how much can
the WCDG probability measure deviate from the reference
PS while the guarantee still holds. The following theorem
establishes a condition for the (ϵ, δ)-robustness to hold for
a given model θ.

Theorem 6: The probability measure P
(PS ,β)

Ẑ|Θ=θ
in (9) satisfies

that for all δ > J
(1)
PS ,θ

Ä
1
β

ä
, with J

(1)
PS ,θ

Ä
1
β

ä
being the mean of

Wθ in (29),

P
(PS ,β)

Ẑ|Θ=θ

(
{z ∈ (X × Y)

n
: L (θ, z) ⩾ δ}

)
≤ exp

(
−nD

(
P

(PS ,β∗)

Ẑ|Θ=θ
∥P (PS ,β)

Ẑ|Θ=θ

))
, (36)

where β∗ ∈ (0, β) ∩ JPS ,θ, with JPS ,θ in (8), satisfies

J
(1)
PS ,θ

Å
1

β∗

ã
= δ; (37)

the function L is defined in (3); and the measure P
(PS ,β)

Ẑ|Θ=θ
∈

△ ((X × Y)
n
) is a product measure formed by P

(PS ,β)

Ẑ|Θ=θ
.

Proof: The proof is presented in [4].

Theorem 6 describes the (ϵ, δ)-robustness of a model θ in
terms of another WCDG probability distribution P

(PS ,β∗)

Ẑ|Θ=θ
,

where β∗ < β. Interestingly, the WCDG probability measure
P

(PS ,β∗)

Ẑ|Θ=θ
induces an expected loss that is equal to δ and greater

than the expected loss induced by P
(PS ,β)

Ẑ|Θ=θ
.

The following theorem provides a (ϵ, δ)-robust guarantee to
any product probability measure formed by a measure in the
neighborhood N (PS , γ) in (33).

Theorem 7: For all θ ∈ M and for all PZ ∈ N (PS , γ),
with N (PS , γ) in (33) and β in (10), it follows that for all
δ > J

(1)
PS ,θ

Ä
1
β

ä
, with J

(1)
PS ,θ

Ä
1
β

ä
being the mean of Wθ in (29),

PZ ({z ∈ (X × Y)
n
: L (θ, z) ⩾ δ}) ≤ 1

δ
J
(1)
PS ,θ

Å
1

β

ã
, (38)

where the function ℓ is defined in (2) and the product proba-
bility measure PZ is formed by PZ .

Proof: The proof is presented in [4].

The relevance of Theorem 7 is that given a model θ, it
establishes that for all δ > J

(1)
PS ,θ

Ä
1
β

ä
and ϵδ ≜ 1

δ J
(1)
PS ,θ

Ä
1
β

ä
,

such a model θ is (ϵδ, δ)-robust to all probability measures
in N (PS , γ), with N (PS , γ) in (33). This observation raises
the question on whether performing model selection based on
the minimization of J

(1)
PS ,θ

Ä
1
β

ä
is an alternative to classical

approaches based on empirical risk minimization (ERM) as in
[35]; or statistical ERM as in [3] and [36].

VI. CONCLUSIONS AND REMARKS

The first explicit expression in terms of information measures
of the EGG for statistical learning algorithms has been pre-
sented. This expression has led to an upper bound on the EGG
consisting of the sum of the mutual and lautum information
between the models and the datasets, up to a constant factor.
Such a bound is tight at least for one Gibbs algorithm, whose
parameters are chosen to satisfy a particular condition. This
observation reveals the central role of the Gibbs algorithm
in statistical machine learning. Fundamentally, an exploration
into the EGG of the Gibbs algorithm facilitates the derivation
of overarching insights applicable to any statistical learning
algorithm. Finally, the study of the properties of the WCDG
probability measure leads to new machine learning algorithm
performance metrics and insightful guidelines for algorithm
design.
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