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Abstract. In the domain of propositional Satisfiability Problem (SAT),
parallel portfolio-based algorithms have become a standard methodology
for both complete and incomplete solvers. In this methodology several
algorithms explore the search space in parallel, either independently or
cooperatively with some communication between the solvers. We con-
ducted a study of the scalability of several SAT solvers in different appli-
cation domains (crafted, verification, quasigroups and random instances)
when drastically increasing the number of cores in the portfolio, up to
512 cores. Our experiments show that on different problem families the
behaviors of different solvers vary greatly. We present an empirical study
that suggests that the best sequential solver is not necessary the one with
the overall best parallel speedup.

1 Introduction

The propositional Satisfiability Problem (SAT) is the first known NP-complete
problem [1] and consists in determining whether a Boolean formula F is satis-
fiable or not. F is represented by a pair (X, C), where X" is a set of Boolean
variables and C is a set of clauses in Conjunctive Normal Form (CNF). Each
clause is a disjunction of literals (a variable x or its negation -z). Additionally,
an assignment is a mapping from the variables in the problem to truth values,
i.e. 0 (false) or 1 (true).

SAT solvers are able to tackle instances from a wide variety of domains rang-
ing from software verification to computational biology and automated planning.
As these are very hard and computationally intensive problems, the use of paral-
lelism to speed up SAT solvers has attracted the attention of a growing number
of researchers in the last decade. Currently, there are two well-established tech-
niques to develop parallel SAT solvers: divide-and-conquer (e.g. [2]) and parallel
portfolios (e.g. [3] and [4]). The former, divides the search space into several
sub-spaces being explored in parallel. The second one consists in parallel exe-
cutions of different algorithms, either independently or cooperatively with some
communication between the parallel solvers.
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The performance of parallel SAT solvers is classically measured by means of
the overall number of solved instances, as it is for sequential solvers. That is,
increasing the number of cores might also increase the total number of solved
instances within the same wall-clock time. This is what is usually called capacity
solving. For instance, in the annual SAT competition solvers are ranked based
on the total number of solved instances within a given time limit (breaking ties
using the wall-clock time). However, another interesting feature is the scalability
of the parallel solvers, that is, the speedup obtained when using several cores with
respect to sequential execution. But the notion of speedup obtained for parallel
solvers has received up to now limited attention in the classical SAT literature,
which was mostly focused on capacity solving.

The question we would like to investigate in this paper is: Is the best sequential
solver also the best one in a massively parallel context? Indeed the best sequential
solver might not scale up so well and its performance on n cores (for some large
n) might not be better than that of another solver whose sequential performance
is maybe less good but with a better parallel scalability.

In order to study this issue, we conducted a study of the scalability (w.r.t.
the speedup of the algorithms) of SAT solvers in different application domains
when drastically increasing the number of cores in the portfolio. We focused
our attention in this paper on local search algorithms for SAT. In SAT local
search there exist a large number of heuristics [5] with different performances
for different problem families. For this reason, unlike sequential settings, where
it is necessary to select only one algorithm to solve a given problem instance, the
parallel portfolio needs to identify n solvers. Moreover, in addition of selecting
solvers, the parallel portfolio might also consider their scalability when increasing
the number of cores.

The rest of the paper is organized as follows. Section 2 presents background
material including a description of local search algorithms for SAT and related
work in the area. Section 3 describes all the benchmark families used in this
paper, Section 4 presents extensive experimental results on parallel portfolios,
and Section 5 presents general conclusions and future work.

2 Background

2.1 Local Search

A local search algorithm to tackle SAT instances starts with an initial random
assignment for the variables (i.e. random values for the variables), then itera-
tively flips the truth value of one of the variables. The flipped variable usually
minimizes the number of unsatisfied clauses, however, from time to time random
selections are performed in order to avoid search stagnation.

In the following, we describe five well-known variable selection algorithms in
local search for SAT. These algorithms have shown great performances in the
annual SAT competitions. It is important to notice, that most of SAT local search
algorithms have been inspired by the WalkSAT architecture [6], which selects an



unsatisfied clause and from that clause identifies the most appropriated variable
to flip using some heuristic function. In the following, we describe a set of state-
of-the-art local search algorithms to solve SAT instances.

Novelty [7] employs a function score(x) = make + break to select a variable
at each iteration of the local search procedure. Intuitively, make indicates the
number of clauses that are satisfied under the current assignment but become
unsatisfiable when flipping x, and break represents the number of clauses that
are unsatisfiable under the current assignment and will be satisfied when flipping
x. Then, Nowvelty selects, uniformly at random, an unsatisfied clause ¢, and from
c identifies vpest and vopest, the best and the second best variables in ¢ according
to the score function. wvpes is flipped if this variable is not the most recently
flipped one in ¢, otherwise vopes; is flipped with a given probability p and vpes:
with a probability 1-p.

Pure Additive Weighting Scheme (PAWS) [8] adds a weight clause penalty
to each clause and selects the variable that provides the highest reduction in
the sum of all unsatisfied clause penalties. All weights are initialized to 1 and
updated during the search process, i.e. increased 1 unit when search stagnation
is observed and decreased after a given number of weight increases.

Variable Weighting (VW) [9] maintains a counter for each variable, indicating
the number of flips of the variable. Then, VW (known as VW1 in [9]) selects an
unsatisfied clause ¢ and if no variable in ¢ reports break=0, VW selects with a
probability p a random variable in c¢. Otherwise, the variable with the smallest
break value is selected, breaking ties by minimizing the number of flips of the
variables.

Adaptive G2WSAT (AG2) [10]: introduces the concept of decreasing vari-
ables. Broadly speaking, a variable is decreasing if flipping it reduces the over all
number of failed clauses. Taking this into account, the algorithm maintains a lists
of promising decreasing variables L and selects the variable with minimal score
in L. If L is empty, AG2 selects, with a probability dp the most recently flipped
variable from a violated clause. Otherwise, with a probability 1-dp Nowelty is
used as a backup heuristic.

Sparrow [11] exploits features of the previously mentioned local search algo-
rithms. First, similar to PAWS a weight penalty is added to all clauses. Second,
similar to AG2 a list of promising variables L is maintained during the search.
Whenever L is empty the penalty for unsatisfied clauses is increased 1 unit with
a probability ps and decreased with probability 1-ps. Sparrow selects the best
variable from L, and if L is empty the algorithm selects, uniformly at random,
an unsatisfied clause ¢ and from ¢ selects a variable using a probabilistic function
which considers two criteria: the sum of all unsatisfied clauses and the last time
the variable was last flipped.

2.2 Parallel SAT

A straightforward approach to parallelize local search algorithms consists in the
parallel portfolio-based approach (so-called multi-start or multiple-walk). In this
approach, several algorithms (or different copies of the same one with different



random seeds) are executed in parallel until a solution is found or a given timeout
is reached.

The parallel portfolio has two important properties. First, no load balancing
is required to parallelize the sequential algorithm. Second, in theory, it is possible
to reach linear and super-linear speedups [12]. Indeed, in Section 4 we will observe
that in practice some scenarios report super-linear speedups.

The portfolio approach without cooperation has been previously used in the
gNovelty+ solver [13]. This portfolio executes independent copies of the gNov-
elty+ heuristic. Other parallel local search solvers for SAT comprehend PGSAT
[14] and MiniWalk [15]. PGSAT divides the entire set of variables into indepen-
dent subsets which are then allocated to different processors, then iteratively
performs multiples flips in parallel (one for each subset). MiniWalk combines a
complete solver (MiniSAT) and an incomplete one (WalkSAT). Broadly speak-
ing, both solvers are launched in parallel and MiniSAT is used to guide WalkSAT
by suggesting values for the selected variables.

Other work in the area includes [4], where the authors use cooperation to
improve the performance of the parallel portfolio. In this work, each algorithm
exchanges the best assignment for the variables found so far in order to prop-
erly craft a new assignment for the variables to restart from. These strategies
range from a voting mechanism where each algorithm in the portfolio suggests
a value for each variable to probabilistic constructions. However, as pointed out
in [16] the performance of the cooperative portfolio considerably degrades as the
number of cores increases.

Regarding complete parallel SAT solvers, several multicore algorithms (see
[17] for a recent survey) have been proposed. Most of these algorithms are also
based on the parallel portfolio architecture. However, in this case, the portfolio
executes different and complementary backtracking search algorithms based on
the DPLL method. Moreover, algorithms exchange learned clauses in order to
improve performance.

3 Experimental settings

This section describes the set of benchmark families used to test the perfor-
mance of the algorithms. That is, crafted, quasigroups, verification, and random
instances.

All the experiments were performed on the Grid’5000 platform, the French
national grid for research, in particular we used a 44-node cluster with 24 cores
(2 AMD Opteron 6164 HE processors at 1.7 Ghz) and 44 GB of RAM per node.

In addition, we used openMPI to build our parallel solver on top of UBCSAT
[18]. When running on n cores, each parallel portfolio executes n independent
copies of a given algorithm. Moreover, all algorithms were executed with their
default parameters, except for Sparrow where we use the parameter configuration
reported for the international SAT’11 competition.



3.1 Crafted Instances

This problem family corresponds to a selection of instances designed to be
difficult for SAT solvers. In this paper, we used a set of 149 known SAT in-
stances from the 2011 SAT competition (crafted category) and filtered out too
easy and hard instances by running a portfolio of 16 copies of Sparrow with
a timeout of 5 minutes. We use all instances whose median runtime across
10 runs was greater than 100 seconds and lower than 300 seconds. The fi-
nal set consists in the following 9 instances (denoted crafted-[1 to 9] in this
paper): sthd-sgi-m37-q505.75-n35-p15-s48276711 (crafted-1); sthd-sgi-m42-q585-
n40-p15-s54275047 (crafted-2); srhd-sgi-m42-q663-n140-p15-s72490337 (crafted-
3); srhd-sgi-m47-q742.5-n145-p15-s28972035 (crafted-4); em_8_4_5_fbc (crafted-5);
rbsat-v1150c84314¢g7 (crafted-6); rbsat-v1375¢111739g4 (crafted-7); sgen3-n240-
$78945233-sat (crafted-8); sgen3-n260-s62321009-sat (crafted-9).

3.2 Quasigroup Instances

The Quasigroup with holes problem (qwh) consists in completing a pre-filled
NxN matrix with the numbers [1,2, ..., N] such that for each column (resp.
row) of the matrix, each element occurs exactly once. Instances were gener-
ated using the Isencode instance generator [19]. It is also worth to notice that
these instances have been widely used to test the performance of SAT and CSP
solvers. The final set consists in the following 8 instances (denoted qwh-[1 to 8]
in this paper): qwh.order.35.holes.405 (qwh-1); qwh.order.40.holes.528 (qwh-2);
qwh.order.40.holes.544 (qwh-3); qwh.order.40.holes 560 (qwh-4); gwh.order.60.
holes. 1440 (qwh-5); gwh.order.60.holes.1620 (qwh-6); qwh.order.70.holes.2450
(qwh-T7); qwh.order.70.holes.2940 (qwh-8).

3.3 Verification Instances

This problem family corresponds to a collection of SAT encoded CBMC (Bounded
Model Checking) instances generated using [20]. In this paper, we used a set of
40 instances also used to test SAT solvers, such as [21]. We filtered out too easy
and hard instances by running a portfolio of 16 copies of Sparrow with a timeout
of 5 min. and selected all the instances whose median runtime across 10 runs
was greater than 100 sec. and lower than 5 min. The final set of instances is
the following (as named in [21] and denoted cbme-[1 to 9] in this paper): 23
(cbme-1); 25 (cbme-2); 26 (cbme-3); 28 (cbme-4); 31 (cbme-5); 32 (cbme-6); 33
(cbme-7); 35 (cbme-8); 36 (cbme-9).

3.4 Random Instances

Random instances (also known as Uniform Random k-SAT) are frequently used
to test the performance of SAT solvers. These instances are automatically gen-
erated using three parameters: number of clauses (m), number of variables (n),



and the number of literals per clause (k). Clauses for a given instance are gen-
erated by iteratively selecting, uniformly at random, a variable id ¢ and then
with a probability 0.5 z; is included into the clause, otherwise -z; is added to
the clause (literals of different polarity are not accepted in the same clause). It
is worth pointing out that random k-SAT instances around the phase transition
(i.e. m/n=4.2) are known to be difficult [22].

In this paper, we consider a collection of 369 known satisfiable instances from
the international SAT’11 competition. From this set we filtered out too easy and
too hard instances by running a portfolio of 16 copies of Sparrow and removed
instances whose median runtime were greater than 100 sec. and lower than 300
sec.. The final set consists in the following 8 instances (denoted rand-[1 to 8]
in this paper), where Seed indicates the unique seed number used to generate
the instance, v represents the number of variables, and r represents the ratio
variables/clauses: Seed: 1854039067 - v: 30000 - c: 126000 - r: 4.2 (rand-1); Seed:
970100151 - v: 35000 - ¢: 147000 - 1: 4.2 (rand-2); Seed: 1184456903 - v: 40000 - c:
168000 - r: 4.2 (rand-3); Seed: 1170024351~ v: 50000 - c: 210000 - r: 4.2 (rand-4);
Seed: 537193780 - v: 50000 - c: 210000 - r: 4.2 (rand-5); Seed: 957916968 - v:
50000 - ¢: 210000 - r: 4.2 (rand-6); Seed: 969405384 - v: 1500 - ¢: 30000 - r: 20
(rand-7); Seed: 922811046 - v: 2000 - ¢: 30000 - r: 20 (rand-8).

4 Experiments

In this section, we present experiments of parallel portfolios when drastically
increasing the number of cores. For the sake of clarity, we use the following
notation: [Solver Name]-N, where N represents the number of cores, for example:
Sparrow-128, AG2-512, and VW-32 represent respectively a portfolio of Sparrow
on 128 cores, AG2 on 512 cores, and VW on 32 cores. Each core executing one
copy of the indicated algorithm.

In addition, the speedup is reported against a portfolio of 16 cores and com-
median-time(Solver|—N)
median-time([Solver|—16)
the median time across 50 independent executions of a given portfolio strategy.

Moreover, we also study the runtime distribution (RTD) for each benchmark
family (see chapter 4 in [5]). The RTD is a probability function P(timeout < t)
which assigns probabilities to a given random variable, i.e. the runtime needed
until completion, and can be seen as the probability of solving a given instance
within a given time limit .

puted as follows: Speedup= , where median-time reports

4.1 Crafted Instances

Let us start our analysis with Figure 1(a), where we observe the overall perfor-
mance improvement when increasing the number of cores from 16 to 512. This
figure shows the RTD for Sparrow-16, AG2-16, Sparrow-512, and AG2-512. As
one might have expected, increasing the number cores also increases the chances
of solving a given instance for this problem family. For instance, the probability
of solving an instance with a time limit of 10 seconds for Sparrow increases from
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Table 1. Performance summary for crafted instances. Each cell indicates the median
runtime (top) and the percentage of solved instances (bottom) for each instance.

about P(timeout<10) ~ 0.03 using 16 cores to P(timeout<10) ~ 0.69 using 512
cores.

Additionally, Figure 2(a) shows the speedup (relative to a portfolio using
16 cores) using 512 cores for each algorithm. Algorithms above the dashed line
indicate that a super-linear speedup is reached and below the line indicate a
sub-linear speedup. In this figure, we observe linear speedups for the following
instances: crafted-1 (AG2-512), crafted-2 (AG2-512), crafted-3 (AG2-512), and
crafted-4 (Sparrow-512). Moreover, except for crafted-8, crafted-9, and crafted-
4 (AG-512), we observe an interesting speedup for all algorithms, this shows
the scalability of the parallel portfolio approach when considering an important
number of cores. It is also worth noticing that the speedup observed for both
algorithms (up to 512 cores) is similar for nearly all instances.

Table 1 summarizes the results for each portfolio using 16, 32, 64, 128, 256,
and 512 cores®. Hereafter, bold figures indicate statistically significant differ-
ences (Mann-Whitney U test with 95% confidence level). It can be observed
that AG2-16 is considerably better than Sparrow-16, however, the difference in
the performances becomes smaller as the number of cores increases. In addi-
tion, to solve crafted-5, the effectiveness (i.e. percentage of solved instances) of
AG2 increases as the number of cores increases, i.e. from 96% (AG2-16) to 100%
(AG2-32).

4.2 Quasigroup Instances

Figure 1(c¢) shows the RTD for Sparrow and AG2 for QWH problems. Here, we
observe that overall Sparrow is better than AG2 for QWH instances using 16
cores. Notice that the probability of solving a given instance within 10 seconds
for Sparrow-512 and AG2-512 is P(timeout < 10) > 0.9.

Unlike crafted instances where both algorithms exhibit a good speedup for
nearly all instances up 512 cores, here only AG2 exhibits an interesting speedup

3 In the following tables 'SP’ stands for Sparrow.
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Table 2. Performance summary for QWH instances. Each cell indicates the median

runtime (top) and the percentage of solved instances (bottom) for each instance.

for four instances, i.e. qwh-[1-4]. Additionally, we would like to point out that in
Table 2, it can be observed that AG2 (qwh-1) exhibits a super-linear speedup up
to 256 cores. More importantly, due to the great scalability of the portfolio-base
approach the difference in the performance between the algorithms decreases
as the number of cores increases. For instance, to solve qwh-1, Sparrow-16 is 54
times faster than AG2-16, while Sparrow-512 is only 6 times faster than AG2-512
to solve the same instance.

4.3 Verification Instances

For this set of instances we limit our attention to our reference solver Sparrow
and VW. VW has been reported in the literature as a very efficient algorithm for
this set of problems (see [21]) Figure 1(b) shows an important difference between
VW-16 and Sparrow-16. The difference lies primarily in the probability of solving
a given instance within the time limit, i.e. VW-16 reports P(timeout < 3600)
~ 0.96 while Sparrow-16 reports P(timeout< 3600) =~ 0.82. Both algorithms
exhibit an improvement when the number of cores increases (from 16 to 512),
P(timeout< 3600) ~ 1 in both cases.

Figure 2(b) shows that Sparrow achieves a near optimal speedup for 5 out
of 9 instances (cbme-[2,3,5,7,8]), and VW achieves a near optimal speedup for
cbme-7. Moreover, Table 3 shows the benefit of increasing the number of cores.
For instance, the effectiveness of Sparrow (crafted-8) gradually increases as the
number cores increases from 44% to 100%, i.e. 44% (Sparrow-16); 77% (Sparrow-
32); 92% (Sparrow-64); and 100% (Sparrow-128). Whereas, the effectiveness of
VW (crafted-7) increases from 90% to 100%, i.e. 90% (VW-16); 98% (VW-32);
and 100% (VW-64).

4.4 Random Instances

Because these instances are known to be hard for SAT solvers, we limit our
attention to two solvers; Sparrow and PAWS using 16, 128, 256, and 512 cores.
Figure 1(d) shows the RTD for Sparrow-16, Sparrow-512, and PAWS-512. Notice
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100% | 100% |100% |100% |100% |100% 100% | 100% |100%|100% |100% |100%
sp 827.8 [ 409.1 [223.0[103.5| 43.2 | 31.0 sp 2510.11703.1[417.3[288.3[182.0 92.3
cbme-2 98% 100% [100% |[100% | 100% | 100% cbme-T 64% 80% 98% |100% | 100% [ 100%
. . VW 153.5| 67.8 [ 35.5 [ 16.2 | 12.6 [ 9.9 . . VW 1526.3| 462.2 [289.5[151.5] 89.6 | 54.8
100% | 100% |100% |100% |100% | 100% 90% 98% | 100% [100% [100% |100%
sp 1052.6[ 500.3 [216.2[135.8| 83.8 [ 39.9 sp 3600.0 [1808.0]807.4 [ 458.0 [230.1 [ 140.2
cbme-3 94% 98% | 100% | 100% | 100% | 100% cbme-8 48% 2% 92% |100% | 100% [ 100%
VW 112.8( 95.1 34.5 | 20.9 | 16.1 | 11.9 VW 1229.3(631.6 (398.2(143.7| 84.9 | 72.2
100% [ 100% |100% |100% |100% |100% 86% [100% [100% [100% [100% |100%
sp 910.4 | 395.0 [192.3[117.3[ 78.8 41.? sp 2149.4 900:5 533.»1 325.1 190.3 [ 127.0
cbme-4 88% 98% | 100% | 100% | 100% | 100% cbme-9 74% 90% | 100% | 100% | 100% | 100%
VW 198.1[106.75|53.78[ 27.5 | 14.3 | 14.7 VW 1209.2[547.9[313.4[249.3[129.4] 66.4
100% | 100% |100% |100% |100% |100% 88% 98% [100%[100% [100%|100%
sp 1782.0] 820.8 [406.7[238.7[136.5] 73.3
cbme-5 90% 92% | 100% | 100% | 100% | 100%
VW 161.2| 84.8 [ 50.1 [ 35.0 [ 18.5 | 15.9
100% [ 100% |100% |[100%|100% |100%

Table 3. Performance summary for cbmc instances. Each cell indicates the median
runtime (top) and the percentage of solved instances (bottom) for each instance.

that PAWS-16 is not included because it solves a limited number of instances
(see Table 4). In this figure, we observe a small improvement when increasing
the number of cores. In particular, the runtime that Sparrow requires to solve a
given instance within the time limit decreases from P(timeout < 1250) =~ 1 for
Sparrow-16 to P(timeout < 290) ~ 1 for Sparrow-512.

On the other hand, the speedup observed for these instances is considerably
different than the previous benchmarks. In fact, the speedup reported for PAWS
in the figure is an approximation, because PAWS-16 timed-out for an important
number of instances. For this reason, this figure (for PAWS) should be taken as
a lower bound of the actual speedup.

Another interesting behavior observed in these experiments is that the speedup
varies from instance to instance (see Table 4). For example, the speedup for in-
stances near the phase transition (i.e. rand-[1-6]) is substantially lower than the
speedup for the remaining instances (i.e. rand-[7-8]). We plan to conduct a more
detailed investigation to fully characterize the performance of random instances
near the phase transition region when using massively parallel systems.

Finally, it is worth noticing that although the speedup is limited for these
instances, Table 4 shows an important improvement in the effectiveness of PAWS
for nearly all instances. For instance, the effectiveness to solve rand-1 increases as
follows: 16% (PAWS-16), 72% (PAWS-128), 88% (PAWS-256), and 94% (PAWS-
512). However, the the effectiveness of PAWS-512 degrades 2% with regard to
PAWS-256, this corresponds to 1 timeout out of 50 executions of PAWS-512 to
solve rand-4.

5 Conclusions and Future Work

This paper has presented extensive experimental results using parallel portfolios
of local search algorithms for SAT. Overall the experiments suggest that the
portfolio approach scales reasonably well up to an important number of cores
(i.e. 512 cores) without the need of any particular tuning of the algorithm.



Number of Cores Number of Cores

Instance| Alg 16 158 556 513 Instance| Alg 16 158 556 515
sp 260.00(188.00|180.08 (192.26 sp 305.66 | 252.28 [ 242.26 | 242.82
rand-1 100% 100% | 100% 100% rand-5 100% 100% 100% 100%
PAWS 3600.00[2320.55[1951.96[1616.24 PAWS 3600.00[1564.17[1287.87[1246.72
16% 72% 88% 94% 30% 92% 98% 100%
sp 299.28[240.75[227.34[232.95 sp 248.93[200.02[198.36 [213.42
rand-2 100% 100% | 100% 100% rand-6 100% 100% 100% 100%
PAWS 3600.00[3216.08[2933.89[1855.01 PAWS 3600.00[1210.02[1024.20] 826.30
12% 68% 78% 94% 36% 100% 100% 100%
sp 277.68[190.56 [ 192.59 [200.32 sp 179.21[ 54.95 | 39.74 | 32.82
rand-3 100% | 100% | 100% | 100% rand-7 100% | 100% | 100% | 100%
PAWS 3600.00(1501.92(1108.49( 956.37 PAWS 3600.00[3600.00(3600.00(3600.00
32% 98% 100% 100% 0% 0% 0% 0%
sp 274.04|221.14(204.24 [ 214.89 sp 325.62| 90.00 73.11 64.39
rand-4 100% 100% | 100% 100% rand-8 100% 100% 100% 100%
PAWS 3394.61]1602.76(1289.281279.33 PAWS 3600.00(3600.00]3600.00 [3600.00
50% 96% 100% 98% 0% 0% 0% 0%
Table 4. Performance summary for random instances. Each cell indicates the median

runtime (top) and the percentage of solved instances (bottom) for each instance.

In two out of four benchmark families (crafted and verification) the algo-
rithms exhibit near optimal speedups, and super-linear in some particular cases.
However for the quasigroup instances, we have observed that the best sequential
algorithm reports surprisingly for half of the instances a very limited speedup
factor (roughly a factor 2 w.r.t. 16 cores, even with 512 cores), while the other
(slower) algorithm scales well up to an important number of cores, without how-
ever reaching the same raw performance. For the random instances, which are
very hard problems close to the phase transition, it is worth noticing that paral-
lel speedups are quite limited for all the algorithms studied. However, we would
also like to point out that, as expected, the parallel portfolio approach helps to
increase the effectiveness of the algorithms when increasing the number of cores.
For instance, for the rand-5 problem, the effectiveness of the PAWS algorithm
increases from 30% (PAWS-16) to 100% (PAWS-512).

Therefore our experiments show that on different problem families the behav-
iors of different solvers vary greatly. Although our initial question is still open,
i.e. Is the best sequential solver also the best one in a massively parallel context?,
we have presented an empirical study which suggests that the best sequential
solver is not necessarily the one with the over all best speedup.

Our future work involves the study of cooperative algorithms that scale up
significantly for a large number of cores (e.g. 512 cores). Indeed, current coop-
erative methods for parallel local search for SAT scale only up to 16 or 32 cores
(see [16]). In addition, we plan to investigation the use of machine learning to
identify potentially bad and good runs in the parallel portfolio.
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