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Abstract

With the development of AI technology, many novel machine learning frameworks have been raised
and applied in AI academic and industry research and business application. Organizing competi-
tions in these areas can greatly help the research and development of related algorithms and tech-
nology. In this chapter, we explore the design of competitions in various kinds of machine learning
field: supervised learning, automated machine learning, metalearning, time series analysis, rein-
forcement learning, adversarial learning, and using confidential data. For each of these specific
competition protocol, we discuss the framework and design of the competition process. We believe
this chapter can make great help to both the organizers and the participants, therefore accelerate the
development of AI industry and research.

Keywords: competition, design, supervised learning, automated machine learning, metalearning,
time series analysis, reinforcement learning, adversarial learning, confidential data

1 Introduction

Machine learning is an expansive field offering a rich diversity of algorithms, each developed to
solve specific tasks. These algorithms are commonly grouped into three main categories: super-
vised learning, unsupervised learning, and reinforcement learning algorithms. Beyond the algo-
rithms themselves, the possibilities are further augmented by the diversity of data and domains of
applications. Depending on the nature of the data, its source, shape, quantity and patterns, differ-
ent approaches are required. The applications of machine learning are virtually limitless, covering
medicine, physics, natural language processing, economics, and more. To be able to capture this
complexity and diversity in competitions and benchmarks, innovative experimental design is re-
quired.

In this chapter, we analyse the features and special designs about the challenges and benchmarks
of supervised learning (Section 2), automated machine learning (Section 3), metalearning (Section
4), time series analysis (Section 5), reinforcement learning (Section 6), adversarial learning (Section
7), and using confidential data (Section 8). We also give some tips about how to perform well in
these competitions as participants.

©2023 Wei-Wei Tu, Adrien Pavão.
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Figure 1: Supervised learning evaluation workflow. Models are trained and subsequently evaluated
on the withheld test set. The two possible protocols, code submission and results submission, are
illustrated. X represents the features, and y the ground truth, of the test set.

2 Supervised learning

Supervised learning is a foundational paradigm in machine learning where models are trained using
labeled data. In this paradigm, for each input instance in the dataset, there is an associated correct
output, commonly referred to as label or ground truth. The primary goal of supervised learning
is to construct a model capable of making accurate predictions for unseen instances based on this
training.

In a classic supervised learning competition, participants evaluate their models on a given task
using a dataset split into training and test sets. Typically, as depicted in Figure 1, participants are
provided with a training dataset to develop their models, and the evaluation is conducted on the
withheld test set. Each competition phase must feature a different test set to prevent overfitting.
Importantly, participants should not have access to the labels of the test set.

The choice of evaluation metrics in supervised learning challenges typically depends on the
nature of the task — be it regression, classification, or others. The underlying goal is to objectively
measure the performance of submitted models in terms of accuracy, precision, or other relevant
metrics. Further insights into evaluation metrics are provided in chapter 4.

3 Automated machine learning

Automated machine learning (AutoML) is a field of study that focuses on developing methods and
systems that can automate the process of building machine learning models. The goal of AutoML is
to make it easier to build accurate and effective machine learning models without requiring extensive
human intervention. By nature, AutoML methods are built to be able to solve a wide variety of
tasks. Examples of such competitions include the AutoML Challenge Series (Guyon et al., 2019),
the AutoDL Challenge Series (Liu et al., 2021), the AutoML Decathlon (Roberts et al., 2022) and
the AutoML Cup (Roberts et al., 2023) based on the NAS-Bench-360 benchmark (Tu et al., 2023).

The general competition protocol consists in evaluating the candidate algorithms on a set of m
tasks. For each of these tasks, the model is trained from scratch and evaluated on a hold-out test set,
as demonstrated by the diagram in Figure 2. The m scores that result from evaluating the algorithm
across the tasks are subsequently fed into to a master scoring and ranking process. Although the
scores obtained on various tasks could simply be averaged, we suggest computing the average of the
ranks achieved by comparing all candidates across the given tasks. This approach ensures a more
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Figure 2: Automated machine learning evaluation workflow. The submitted model is trained and
tested from scratch on a set of independent tasks.

robust ranking that accurately reflects the aim of a competition in automated machine learning. This
point is explained in details in chapter 4.

A key aspect of the experimental design of automated machine learning competitions and bench-
marks is the blind testing. To accurately assess a model’s capability to solve diverse and unrelated
tasks, participants must not have access to the test data. While some example training datasets can
be made available to help participants in developing their models, the feedback and final evalua-
tion stages must be conducted blindly, typically through the submission of code rather than direct
interaction with the test data.

The selection of datasets and evaluation metrics is flexible and intrinsically tied to the specific
objectives of the challenge. The main principle is that greater diversity in datasets is likely to yield
a winning solution with more general applicability. Reciprocally, using similar datasets and metrics
is more likely to produce an algorithm specialized in a particular domain or task. Having a large
number of different tasks, while computationally expensive, enhances the overall diversity of the
model’s capabilities. This topic is discussed in chapter 4.

While most AutoML challenges focus on supervised learning tasks, classification and regres-
sion, this experimental design can be used to organize crowd-sourced competitions or benchmarks
on the automation of other machine learning tasks, such as data processing, clustering, content rec-
ommendation and more. The pre-requisite is to have a scoring metric defining the objective of the
problem.

4 Meta-learning

Meta-learning is a sub-problem of AutoML. In its general definition, AutoML is a process of au-
tomating the machine learning process, including tasks such as data preprocessing, feature engi-
neering, model selection, and hyperparameter tuning. AutoML techniques use algorithms to search
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Figure 3: Meta-learning evaluation workflow. The submitted model is trained on meta-train datasets,
and then it is tested on a set of meta-test tasks.

for the best machine learning pipeline automatically. On the other hand, meta-learning is focused
on learning how to learn. Meta-learning algorithms learn from experience to adapt their learning
strategies for different tasks and domains (Brazdil et al., 2022). In essence, while AutoML auto-
mates the process of finding the best machine learning pipeline for a specific task, meta-learning
takes a step further and automates the process of improving the learning algorithm’s generalization
capability across multiple tasks.

In the meta-learning challenge protocol proposed by El Baz et al. (2021); Baz et al. (2021)
for the Cross-domain MetaDL Challenge, the evaluation of the candidate algorithms is divided in
two sequential phases: the meta-training and the meta-test. During the meta-training, the submitted
algorithm is trained on a set of datasets. The trained model is then forwarded to the meta-test, where
it will be trained and evaluated separately on a new set of tasks. The whole process is illustrated by
the diagram in Figure 3. The set of scores produced is then used to compare the model with other
candidate models. As for the AutoML Challenge, the entire process is conducted blindly, preventing
the participants from adapting their approaches to the specific datasets used. The main difference
with the AutoML protocol (Section 3) is the use of a controlled meta-training phase, which implies
that all candidate algorithms are pre-trained on the same data.

5 Time series analysis

Time series analysis includes a wide variety of tasks, such as anomaly detection, sequence-to-
sequence problems, or survival analysis, each presenting unique specificity. In the this section,
our discussion centers around two central time series tasks: time series regression and time series
forecasting (or prediction). While time series regression (Section 5.1) involves modeling the rela-
tionship between a dependent time-indexed variable and one or more independent variables, aiming
to understand or predict the dependent variable’s variations over time, time series forecasting (Sec-
tion 5.2), on the other hand, is primarily concerned with predicting future values of a series based
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(a) Time series regression (b) Time series forecasting

Figure 4: Schematic view of time series regression (left) and time series forecasting (right). In
regression, predictors can use past, present, or future values, while in forecasting, the task is to
predict future values based on historical data and trends.

on its own past values and inherent patterns. This distinction is highlighted by Figure 4. The key
distinction lies in the fact that regression models are more general and can be applied to predict val-
ues at any point in time, not strictly in the future, whereas forecasting is explicitly future-oriented,
leveraging the temporal order of data to make predictions. Non sequential meta-data may also be
available.

5.1 Time series regression

Time series regression is essentially a supervised learning task with a temporal dimension, where
the goal is to predict a continuous target variable based on historical data. While it shares similari-
ties with classical regression in terms of learning from input-output pairs and minimizing prediction
error, the time component introduces dependencies between observations, necessitating consider-
ation of the order and timing of data points in the modeling process. Time series regression can
be multivariate, meaning that multiple variables must be predicted, as it is the case in the Paris
Region AI Challenge 2020 (PRAIC) (Pavao et al., 2021). In this case, the performance can be mea-
sured using an average score (weighted or not) across the output variables, or using any ranking
function. Another example of time series regression competition is the AutoSeries Challenge (Xu
et al., 2021), which happens to be also an AutoML competition. This competition confirmed the
efficiency of Gradient-Boosting Machines (GMB) to tackle time series regression tasks, as well as
random search hyper-parameter tuning to tackle the AutoML part of the problem.

5.2 Time series forecasting

“A Brief History of Time Series Forecasting Competitions” by Hyndman (2023) traces the trans-
formative impact of forecasting competitions from the Makridakis Competitions series, organized
by Spyros Makridakis and spanning from 1980 to today (Makridakis et al., 1982; Makridakis and
Hibon, 2000; Makridakis et al., 2018), highlighting their role in shaping forecasting methodologies
across diverse data types. The paper emphasizes the consistent success of combination forecasts,
encouraging the use of ensemble methods, and points out the balance needed between automated
forecasting and domain-specific expertise. Other exemplary time series prediction competitions in-
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clude the competitions organized at the Santa Fe Institute (Weigend and Gershenfeld, 1993) which
contributed to our understanding of time series prediction in a variety of contexts.

Time series forecasting competitions can be designed in both interactive or non-interactive set-
tings, depending on the objectives and constraints of the challenge. In a non-interactive format,
participants are provided with a complete dataset up to a certain point in time, and they are required
to make predictions for future data points. The models are then evaluated based on their accuracy in
predicting these unseen data points. This format is straightforward but may not fully capture the dy-
namic nature of real-world time series forecasting, where new data continuously become available,
and models need to be updated accordingly. On the other hand, interactive competitions aim to
mimic these real-world conditions by releasing data in stages. Participants make predictions based
on available data, and as the competition progresses, new data are released, which can be used to
update and improve the models. This format encourages the development of adaptive models that
can respond to changes in data patterns over time. This design was typically found in the COVID-19
Global Forecasting1 challenge on Kaggle, where participants were tasked with predicting the spread
of COVID-19 disease. Subsequently, the initially unknown ground truth was revealed and added to
the training data on a weekly basis.

6 Reinforcement learning

Reinforcement Learning (RL) is a subset of machine learning where an agent learns to make de-
cisions by interacting with an environment. The agent receives feedback in the form of rewards
or penalties, guiding it to optimize its behavior to maximize cumulative rewards over time, as il-
lustrated by Figure 5. RL has been successfully applied in various domains, including robotics,
game playing, and autonomous vehicles. Organizers of such challenges must choose suitable prob-
lem simulations, balance environmental complexity with computational demands, and set objective
evaluation criteria that consider efficiency, adaptability, and robustness of the agent’s performance.

Designing challenges for RL is an inherently complex task. One of the primary difficulties is the
requirement for a simulated or real-world environment where participants’ algorithms can interact,
learn, and be evaluated. Ensuring the stability, reliability, and realism of these environments is
crucial, as inconsistencies or inaccuracies can lead to misleading results and prevent the learning
process. Furthermore, RL algorithms typically require a substantial amount of interactions with
the environment to learn effectively, making the computational cost a significant consideration.
Additionally, there is no one-size-fits-all metric for assessing the performance of RL algorithms
across various tasks and environments, necessitating the careful selection and design of evaluation
criteria that accurately reflect the objectives of the specific competition.

RL challenges can be designed following different protocols, primarily distinguished by the
availability of pre-collected data. In challenges without pre-collected data, the algorithms proposed
by participants engage directly with the environment, allowing data acquisition and learning con-
currently. On the other hand, challenges with pre-collected data enable participants to refine and
train their algorithms in an offline manner. The setting without pre-collected data is often referred
to as online learning, and typically occurs in OpenAI Gym Competitions such as the Retro Contest
(Nichol et al., 2018) where agents interacts with video games environment without prior knowl-
edge. This approached is opposed to offline learning, which uses pre-collected data, such as the
Atari Grand Challenge dataset (Bellemare et al., 2013). This particular dataset comprises a col-

1https://www.kaggle.com/c/covid19-global-forecasting-week-1
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Figure 5: Reinforcement learning competition workflow. The submitted agent interacts with the
environment, with the objective of maximizing the reward over time.

lection of human demonstrations across various of Atari games. In offline learning scenarios, the
algorithm learns exclusively from this existing data, without the opportunity for real-time interac-
tion or data acquisition, as seen in online learning settings. Regardless of whether algorithms are
trained through online or offline learning protocols, their performance must ultimately be evaluated
by interacting to live environments.

It is common to use a cumulative reward over time as a primary metric for determining the
final score of participants’ models. In such settings, the manner in which time is quantified plays
a crucial role in the evaluation process, introducing a potential challenge in ensuring equitable and
unbiased benchmarking. To mitigate inconsistencies that may arise from hardware disparities, it is
advisable to standardize the measurement of total time in terms of the number of environmental
steps taken, rather than relying on real-time duration measured in seconds. Adopting this approach
ensures a consistent and equitable evaluation framework, as it remains invariant across different
hardware configurations, thereby enhancing the fairness and reliability of the competition results.

Moreover, in RL challenges, having well-defined and expert-crafted metrics is crucial for eval-
uating the performance of participating algorithms accurately and fairly. These metrics need to
capture not just the immediate rewards but also the long-term impact of decisions made by the RL
agents. The design of these metrics requires a deep understanding of the specific domain, the goals
of the RL task, and the potential trade-offs between different objectives.

Another interesting distinctions in RL competition design is interacting with the environment
versus interacting with other agents. In the “interaction with environment” setting, the agents sub-
mitted by participants are evaluated by interact with the given environment. The related scenes in-
cludes single-player games, auto-driving, robot controlling, etc. In the “interaction between agents”
setting, the agents are ranked by the performance of competition with other agents. The related
scenes includes for instances multi-player games and stock market.

Figure 6 shows the process about the interacting with environment setting and the Figure 7
shows the process about the interacting with other agents setting reinforcement learning competi-
tion. The most important issue in the design of reinforcement learning competition is how to eval-
uate the ranking of submissions. In the setting of interacting with environment, the performance of
submissions can be measured by the cumulative reward the submission gained by interacting with
the environment. So it is a very important challenge for competition organizers to construct a good
simulating environment. The quality of environment determines the quality of the whole competi-
tion. In the setting of interacting with other agents, the most popular way is to model the ranking
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participants

Submission Pool Final Ranking

submit models

feedback

Environment

Evaluate

Dev/Validation phase Test phase

Figure 6: Process of reinforcement learning competitions of interacting with environment.

participants

Submission Pool Final Ranking

submit models

feedback

Dev/Validation phase Test phase

Models compete with each others
to update rankings

Figure 7: Process of reinforcement learning competitions of interacting with other agents.
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score by a Gaussian distribution N(µ,σ2). Submissions with similar skill rating would be picked
to finish a match. The winner’s µ will be increased while the loser’s µ will be decreased. If there
is a draw, the µ of two teams will be moved closer to their mean. Here the key issue is how pick
submissions with similar ranking score.

Instances of RL competitions include those in the domain of biomechanics. Notable examples
in this category are the Learning to Run challenge (Kidzinski et al., 2018) and the AI for Prosthet-
ics competition (Łukasz Kidziński et al., 2018). These events enabled progress in simulating and
understanding complex biomechanical processes. In addition to biomechanics, RL competitions
also extend to video game environments, offering unique challenges that require agents to navigate
and interact within virtual worlds. The MineRL Competition (Guss et al., 2019) and the Procgen
Competition (Mohanty et al., 2021) typically test the ability of RL algorithms to adapt and perform
across procedurally generated environments. Furthermore, competitions such as Metalearning from
Learning Curves (Nguyen et al., 2022) explore general aspects of machine learning. This challenge
study the meta-analysis of learning processes, encouraging the development of algorithms that can
learn effectively from existing learning trajectories.

Two notably interesting examples of past reinforcement learning competitions are the NetHack
2021 NeurIPS Challenge and the Google Research Football with Manchester City F.C.

Held by Meta and DeepMind, the NetHack 2021 NeurIPS Challenge required participants
to design an agent to play the game NetHack automatically. NetHack is a single-player video
game in which the player is required to navigate the procedurally generated, ascii dungeons to find
the amulet. Although it is a very complex game, it can be simulated efficiently by the NetHack
Learning Environment (NLE) which is presented at NeurIPS 2020. This competition was split into
a development and test phase. During the development phase, participants were able to submit their
agents to the leaderboard once a day and 512 evaluation runs would be performed to calculate a
preliminary place on the dev-phase leaderboard. The top 15 participants for each track were taken
from the dev-phase leaderboard and invited to join the test phase. In test phase, participants were
able to submit their best agents 3 to the test-phase leaderboard and 4096 evaluation runs would be
performed to calculate the final ranking Net (2020). 42 teams joined this competition and submitted
632 submissions to compete a total prize of 20,000 dollars.

The Google Research Football with Manchester City F.C competition was held on Kaggle
in 2019 by Google Research and Manchester City F.C. foo (2020). In this competition, each team
was required to create AI agents to control a 11-player football team, and them compete with other
teams in the simulation environment Kurach et al. (2020). To simplify this challenge, at each time
step, the team only need to control one player by choosing an action from a given set of 19 actions.
Each submission had an estimated skill rating modeled by a Gaussian distribution N(µ,σ2), and the
rating was updated by the procedure mentioned above. 1,138 teams participated this competitions
to compete a total prize of 6,000 dollars.

There are some tips for participants who wants to get good performance in reinforcement learn-
ing competitions. The first tip is to focus on the design of reward function, especially in some
scenes the reward function is very sparse. The second tip is to design the feature processing model
and reinforcement model structure carefully, because they are the key issues to speed up the train-
ing progress and improve the model performance. The third tip is to combine with some typical
reinforcement learning algorithms such as MCTS and on-policy algorithms.

In conclusion, designing challenges for RL competitions is a nuanced task that requires careful
consideration of the learning environment, computational resources, and evaluation metrics.
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7 Adversarial learning

Recent research shows that many machine learning classifiers, especially deep learning models, are
highly vulnerable to adversarial examples Biggio et al. (2013); Szegedy et al. (2014). An adversarial
example is a sample of input data which has been slightly modified to mislead the classifiers while
human observers can not notice the modification at all. The existence of adversarial samples raises
a huge challenge to the security of machine learning and AI systems. Adversarial learning compe-
tition is an important way to examine the adversarial attack and defense algorithms, thus plays an
important role in adversarial learning researches.

The adversarial learning competitions includes two aspects: attack and defense. In the attack
competition, participants are required to attack a given model. There are three types of attack
settings categorized by the revealed information of victim model.

• White-box attack setting. In this setting, participants have the full information about the
victim model, including the model structure, the value of parameters and hyper-parameters.

• Black-box attack setting. In this setting, participants can not directly know the details about
the victim model. Instead, participants can query the victim model certain inputs and observe
the prediction results.

• Universal attack setting. In this setting, participants can not know anything about the victim
model or query the victim model. It requires to construct the universal adversarial samples
which can mislead most machine learning classifiers.

The attack setting can also be divided into targeted attack and non-targeted attack. In non-
targeted attack the adversary only need to cheat the victim model to give a wrong prediction, while
in the target attack the adversary is required to mislead the victim model to output a special given
label as prediction.

In the defense competition, the participants are required to submit classifiers trained on the given
dataset. Then the accuracy of submissions are measured on the adversarial samples constructed by
certain adversarial attack algorithm.

Similar with the reinforcement learning competition design, one of the most important issue
in adversarial learning competition design is how to evaluate and rank the performance of submis-
sions. For the evasion attack, there are two dimensions in the measure about the attack performance:
disturb norm and the attack success rate. For simplicity, we only discuss the case of non-targeted
attack, the measure of targeted attack can be designed with similar method. The performance of sub-
missions can be evaluated by the attack success rate with the restricted disturb norm. For example,
the score of submitted attack model on test sample x can be represented by

score(g,x) =

{
1, if ||x−g(x)|| ≤ ε and f (x) ̸= f (g(x));
0, otherwise

. (1)

Here g represents the submission, g(x) represents the adversarial sample produced by the sub-
mission model, f represents the victim model, and the ε represents the threshold of disturb norm.
The performance of submissions can also be evaluated by the disturb norm of adversarial samples
which attack the victim model successfully. The loss can be designed as follows:
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ℓ(g,x) =

{
||x−g(x)||, if f (x) ̸= f (g(x));
A, if f (x) = f (g(x))

, (2)

in which A represents the penalty for adversarial samples failed to mislead the victim model. A
must be larger than all the possible disturb norms, i.e. A ≥ maxx,x′ ||x− x′||.

In the evaluation of defense model, the influence of disturb norm should be considered, too.
Similar with the evasion attack case, there are two ways to measure the performance of defense
model. The first way is to test the defense models with adversarial samples with restricted disturbed
norm, then compare the prediction accuracy of defense models on adversarial samples. The sec-
ond way is to evaluate by the disturb norm of adversarial samples the submissions can distinguish
successfully. For example, the score function of the second evaluation method can be designed as
follows:

score( f ,x′) =

{
0, if f (x′) ̸= y;
||x− x′||, if f (x′) = y

, (3)

in which (x,y) represents the initial samples and the ground-truth label, and the x′ represents the
adversarial sample on x.

Interestingly, adversarial learning competitions can also be organized as interactive benchmarks,
where particiants’ models can attack and defend against each other. Two designs are possible: the
sequential design where the competition unfolds in distinct stages or phases, and the simultaneous
design where challenges run both phases concurrently. Examples of sequential adversarial chal-
lenges include the ASVSpoof Challenge (Yamagishi et al., 2021; Liu et al., 2023) and the Data
Anonymization and Re-identification Challenge (DARC) (Boutet et al., 2020). Examples of se-
quential adversarial challenges include the Hide-and-Seek Privacy Challenge (Jordon et al., 2020)
and the Privacy Workshop Cup (Murakami et al., 2023).

One of the most famous adversarial learning competition is NeurIPS 2017 Adversarial Attacks
and Defences Competition organized by Google Brain. This competition is consisted with 3 tracks:
1) non-targeted black-box attack; 2) targeted black-box attack; 3) defense against adversarial at-
tacks. In each track, the participants submitted their models, then the submitted model was given a
set of images (and target classes in case of targeted attack) as an input, and had to produce either an
adversarial image (for attack submission) or classification label (for defense submission) for each
input image Kurakin et al. (2018). The performance of attack models were measured by the average
accuracy of victim models, and the performance of defense models were measured by their average
accuracy against attack models. 91 teams participated the track 1), 65 teams participated the track
2), and 107 teams participated the track 3).

In IJCAI 2019, Alibaba Group organized an adversarial learning competition including 3 tracks:
targeted attack track, non-targeted attack track and the defense track ijc (2019). In this competition,
110,000 pictures of goods from 110 commodity categories are published as training and test sets.
In the attack tracks, the submissions were required to attack 5 defense models, then the average dis-
turb norms on these 5 models were used to evaluate the performance of submissions. In the defense
track, the submissions were also tested by 5 different attack models, then the average disturb norms
of adversarial samples were disputed as the score of submissions. 2519 teams participated this com-
petition to compete a total prize of 39,000 dollars. The teams from USTC won the championship of
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defense track, the teams from Southeast University won the championship of target attack track, the
teams from Guangzhou University won the championship of non-target attack track.

In KDD 2020, biendata and zhipu.AI organized a competition about the adversarial learning on
graph data bie (2020). In particular, this competition is focus on the evasion attack and defense
on the citation network de Solla Price (1965). The citation network is a kind of academic graph
where academic papers are the nodes and citations are the directed edge. This graph is an important
tool which can help researchers to analyse the cite relation of each paper and evaluate the impact
of papers. Preventing the attack against the citation network (for example, manipulating citations
Chawla (2019)) This competition included 2 phases, in which 543,486 nodes were training set and
50,000 nodes were test set. In the first phase, organizers provided a graph with 593,486 nodes and
100 features on each node. The participants were required to submit a black-box attack model to
mislead the organizer’s classifier by adding no more than 500 nodes. The performance of attack
model was evaluated by the decrease on accuracy of organizer’s classifier. In the second phase,
each team submitted an attack model and a defense model trained on a similar but different dataset
with the one of first phase. Then, the organizer matched all attack models and all defense models.
The score of defense model was disputed by the average accuracy on each match, and the score of
attack model was disputed by the average error rate on each match. The final score of each team
was the average score of its attack model and defense model. 608 partcipants from 511 teams joined
this competition to compete a total prize of 20,000 dollars.

Here we provide some tips for participants who wants to get good performance in adversarial
learning competitions. For the evasion attack competitions, it is a good idea to combine the attack
strategies with the domain knowledge. It is also important to have a well-designed adversarial loss
function. For the defense competitions, there are two aspects in which the defense model can be
improved. In the feature aspect, feature processing technology such as feature denoising Xie et al.
(2019) and feature transformation Song et al. (2020) can help to improve the adversarial robustness
of submissions. Some novel models such as topology adaptive model Du et al. (2017) can also be
used to construct the adversarial robust model.

8 Use of confidential data

Confidential data may include sensitive information such as personal data, financial data, or trade
secrets, and it is important to ensure that this data is handled in a secure and ethical manner. There
are several concerns associated with using confidential data in machine learning competitions, in-
cluding the need to protect the data from unauthorized access, and the need to comply with relevant
laws and regulations. Confidential data holds a great importance in many applications, both in sci-
entific and industrial contexts. Some examples include finance, healthcare, and human resources.
Using confidential data in crowd-sourced benchmarks is a challenge in itself, but can be highly
beneficial by enabling innovation in critical fields.

In this section, we present two different protocols for handling confidential data: replacing the
data by synthetic data, and running the participants’ models blindly on the real data. These
two protocols, with their advantages and drawbacks, make it possible to crowd-source research on
private data without compromising confidentiality.

12
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Figure 8: Confidential data can be put directly inside organizers’ compute workers, externally from
the main servers of the platform.

8.1 Synthetic data

In order to propose a task based on confidential data to the participants without exposing the private
data, one approach is to train a generative model to replicate the dataset. Synthetic data can then be
generated from the model, and used to simulate the task without disclosing the actual dataset. This
approach raises two antagonistic issues: in one hand, the synthetic data must resemble the original
data to ensure the problem remains relevant and connected to the real world; on the other hand,
the generative model must not leak any real data points. We have developed metrics to evaluate
generators utility and privacy (Yale et al., 2019, 2020) (presented in chapter 4).

The limitation of using synthetic data is the potential trade-off between privacy and utility. The
utility of artificial data can be evaluated by deploying it in real-world scenarios and verifying that
model outcomes are consistent with those achieved using real data.

We applied this concept in “To be or not to be”, referenced in Pavao et al. (2019), a challenge
designed to instruct health students. The task is to predict the survival or decease of patients in
intensive healthcare units, based on tabular medical records. The source of the data is the MIMIC-III
dataset, which consists in both numerical and categorical variables describing thousands of patients,
such as age and blood pressure. Given the inherent confidential and sensitive nature of this data, it
is subject to access restrictions. We generated a synthetic dataset using a Wasserstein Generative
Adversarial Network (WGAN) (Goodfellow et al., 2014; Arjovsky et al., 2017) model. The resultant
challenge continues to be used in Rensselaer Polytechnique Institute to train health students2.

8.2 Blind access to the data

The second approach for utilizing private data is to blindly execute participants’ models on the real
data. Two mechanisms are in play to benchmark the participants’ solutions despite the private nature
of the data: code submission, and storing the data inside the compute workers, as exposed in
Figure 8. This way, only the uploaded models can read the data, it remains completely hidden
from the participants. We implemented this feature to CodaLab Competitions. This is particularly
interesting since, as shown in chapter 11, organizers can link their own machines to the platform
as external compute workers, ensuring a complete control over the data security. We employed this
approach in the Paris Region AI Challenge 2020 (Pavao et al., 2021)

2https://codalab.lisn.upsaclay.fr/competitions/3073
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Protocol Data Multiple tasks Code submission Interactive design
Supervised learning ✓

AutoML ✓ ✓ ✓
Metalearning ✓ ✓ ✓
Time series ✓ depends

Reinforcement Learning depends ✓ ✓
Confidential data ✓ depends

Adversarial challenges depends depends ✓

Table 1: Characterization of the challenge protocols presented in the chapter, indicating the specific
criteria that are mandatory (✓), and highlighting those that are possible depending on the design of
the challenge (depends).

A sample of artificial data, as well as documentation and baseline methods, should be provided
to help the participants building their methods despite the constraints associated with not being
able to access the dataset directly. Having extensive output logs can also helps the participants to
navigate through the problem despite of the blind testing. However, it is advised to limit the size of
the output logs to avoid the leakage of the sensitive data. The security of external workers is ensured
because the computer workers are owned by the organizers, and CodaLab Competitions platform
cannot read them. The main limitation of this approach is that it is harder for the participants to
work without direct access to the data, making it more difficult to reach the same performance level.

9 Conclusion

In this chapter we analysed the features and special designs of various type of machine learning
competitions (adversarial learning, automated machine learning, etc.). We believe that the analysis
in this chapter can help both organizers and participants, and also offers reference and inspiration
about competitions of novel machine learning paradigms in the future.

In this chapter, we focused on examining the design specificity inherent in competitions and
benchmarks in machine learning. We illustrated various experimental designs: supervised learn-
ing, AutoML and metalearning, time series analysis, reinforcement learning, the use of confidential
data and adversarial challenges. The main characteristics and differences between these designs are
outlined in Table 1. A common thread of most of these protocols is the necessity for participants
to submit their model’s code to the platform for evaluation. This resonates with the recommen-
dation to use code submissions, both allowing complex evaluation procedures and improving the
reproducibility and the validity of the evaluation. Interactive designs are at play in reinforcement
learning, where algorithms interact with a dynamic environment; in adversarial challenges, where
competing algorithms engage with one another; and occasionally in time series prediction tasks,
where datasets are regularly augmented with new observations, allowing previously used testing
data to become part of the training set for future iterations.

It is also interesting to note that artificial data holds potential utility in certain challenge de-
signs. For tasks where the ground truth is almost exclusively artificial data, or when emulating real
data that is confidential, synthetic datasets are beneficial. The latter can also be addressed with real
data, by employing blind-testing methods, ensuring participants cannot access confidential datasets.
More generally, synthesizing artificial datasets can be beneficial for tasks lacking a ground truth,
such as in unsupervised learning, since the synthesis rules can be precisely known by the organiz-
ers. Indeed, synthetic data in machine learning competitions can offer a controlled environment to
evaluate algorithms, with the advantage of generating diverse and challenging scenarios that resem-
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ble complex real-world data distributions. Moreover, using artificial data, organizers can control the
task difficulty, generate large datasets, address data imbalance, and reduce data collection cost. Ad-
ditionally, in scenarios like reinforcement learning, where agents must learn from interaction within
an environment, synthetic data provides an endless landscape of tasks for testing the robustness and
adaptability of algorithms, as seen in competitions such as the AI Driving Olympics (Zilly et al.,
2019). The main drawback of this approach is the potential reality gap between artificial and real
data.

Adversarial learning, focusing on attack and defense algorithms, allows to explore the bound-
aries of the strengths and weaknesses of existing models. Adversarial learning competition can
either focus on attack, on defense, or on both using an interactive design.

Given the diverse and rapidly evolving nature of the field of machine learning, a comprehen-
sive enumeration of all possible design features and evaluation criteria is impossible. For instance,
competitions centered on one-shot learning might evaluate the ability of models to generalize from
minimal data, while those focusing on fairness could prioritize unbiased predictions across diverse
demographic groups. In the domain of real-time processing, the emphasis might shift to algorithmic
speed and responsiveness. Tasks involving multi-modal learning demand the integration of infor-
mation from varied data sources like text, images, and audio. Meanwhile, resource-constrained
competitions challenge participants to optimize the model performance with tight computational or
memory budgets. However, the methodologies and approaches outlined here can serve as refer-
ences for future competitions, particularly those in emerging paradigms such as automated machine
learning or adversarial challenges.
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