
HAL Id: hal-04414855
https://inria.hal.science/hal-04414855

Submitted on 24 Jan 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Efficient Version Space Algorithms for
Human-in-the-loop Model Development

Luciano Di Palma, Diao Yanlei, Liu Anna

To cite this version:
Luciano Di Palma, Diao Yanlei, Liu Anna. Efficient Version Space Algorithms for Human-in-the-loop
Model Development. ACM Transactions on Knowledge Discovery from Data (TKDD), 2024, 18 (3),
pp.1-49. �10.1145/3637443�. �hal-04414855�

https://inria.hal.science/hal-04414855
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Efficient Version Space Algorithms for Human-in-the-Loop
Model Development
LUCIANO DI PALMA, Ecole Polytechnique, France
YANLEI DIAO, Ecole Polytechnique, France
ANNA LIU, University of Massachusetts Amherst, United States

When active learning (AL) is applied to help users develop a model on a large dataset through interactively

presenting data instances for labeling, existing AL techniques often suffer from two main drawbacks: First, to

reach high accuracy they may require the user to label hundreds of data instances, which is an onerous task

for the user. Second, retrieving the next instance to label from a large dataset can be time-consuming, making

it incompatible with the interactive nature of the human exploration process. To address these issues, we

introduce a novel version-space-based active learner for kernel classifiers, which possesses strong theoretical

guarantees on performance and efficient implementation in time and space. In addition, by leveraging additional

insights obtained in the user labeling process, we can factorize the version space to perform active learning in

a set of subspaces, which further reduces the user labeling effort. Evaluation results show that our algorithms

significantly outperform state-of-the-art version space strategies, as well as a recent factorization-aware

algorithm, for model development over large data sets.

CCS Concepts: • Computing methodologies→ Active learning settings.

Additional Key Words and Phrases: active learning, version space, kernel classifiers, hit-and-run, factorization

1 INTRODUCTION
Active learning [15, 33, 37, 38] has been studied extensively to address the problem of learning

classification models with limited training data. An active learner can examine the current classifi-

cation model and develop a series of inquiries from the data source to obtain new labeled instances

that increase classification accuracy as fast as possible, hence reducing the overall burden of sample

acquisition and labeling.

This line of work has gained increased interest in a recent industry trend known as “Machine

Learning for Everyone”. In this trend, IT companies deliver cloud platforms such as Amazon

SageMaker
1
and Google AutoML

2
to help users develop machine learning models from their data

sets with minimum effort. However, a key concern with machine learning models is their need for

large volumes of high-quality training data: although data itself is abundant in most applications,

annotated data is often much scarcer. Current industry solutions for this “lack of labeled data”

problem are often limited to crowdsourcing or manual labeling by dedicated IT teams, but these

approaches are unlikely to meet the needs of millions of data sets to be hosted on these platforms,

especially when domain knowledge is required (e.g., to label medical data).

More recently, one line of work that shows promising results in this direction is Interactive Data

Exploration (IDE) [10, 11, 18, 23], which is a new data exploration framework that brings active

learning to bear on the new process of model learning. In this setting, the user aims to build a

1
https://aws.amazon.com/sagemaker/

2
https://cloud.google.com/automl/
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classification model over a data set with minimal effort from no or very few labeled instances.

Active learning is applied to select a minimum sequence of data instances for the user to label

in order to derive an accurate model while, at the same time, offering interactive performance in

presenting the next data instance for the user to review and label. As such, IDE presents a more

challenging setting for active learning than traditional model learning: besides minimizing labeling

effort, it further poses a performance requirement when scanning the underlying data set to identify

the best data instances for labeling next.

However, existing active learning techniques often fail to provide satisfactory performance

when such models need to be built over large data sets. For example, our evaluation results show

that, on a Sloan Digital Sky Survey (SDSS) data set of 1.9 million data instances, existing active

learning techniques [15, 33, 37] and a recent active-learning-based data exploration system [18]

require the user to label over 200 instances to learn a classification model on 6 attributes with

an F-score of 80%.
3
Asking the user to label hundreds of instances to achieve high accuracy is

undesirable, referred to as the slow start problem in this paper. In our work, we aim to devise

new techniques to overcome the slow start problem and expedite convergence while providing

interactive performance for user labeling. Our design of new techniques embodies two main ideas:

Version Space algorithms and Factorization, which we discuss in more detail below.

1.1 Version Space Algorithms
First, we would like to leverage Version Space (VS) algorithms [7, 14, 33, 37] because they present a

strong theoretical foundation for convergence. These algorithms model all possible configurations

of a classifier that can correctly classify the current set of labeled data as a set of hypotheses forming

a version spaceV , and aim to find the next instance such that its acquired label will enableV to be

reduced. The best-known example is the Generalized Binary Search (GBS) algorithm [7, 14] which,

among all unlabeled instances, looks for the one whose label allowsV to be reduced by half or

most close to that. It is shown theoretically to have near-optimal performance for convergence.

Despite its theoretical advantages, the GBS algorithm is prohibitively expensive to run in practice

due to the exponential size of the version space [32]. In the literature, several approximations were

proposed to counter this limitation, each offering a different trade-off among convergence speed,

time per iteration, and theoretical guarantees. Consider popular version space algorithms, including

Simple Margin [37], Query-by-Disagreement (QBD) [33], Kernel Query-by-Committee (KQBC) [12],

and ALuMA [15]. On one hand, Simple Margin and QBD are fast, rough approximations of the GBS

strategy and, consequently, suffer from suboptimal performance. On the other hand, KQBC and

ALuMA can better approximate the bisection rule via a sampling procedure, but these methods can

be very time-consuming. For example, ALuMA runs at every iteration of data exploration a hit-

and-run sampling procedure with thousands of steps to select a single hypothesis and repeats this

process hundreds of times to generate a sufficiently large sample of classifiers. Finally, among all of

the above techniques, ALuMA is the only one with provable theoretical guarantees on performance.

Given the limitations of existing VS algorithms, in this work, we seek to design a new version

space framework by exploring new theoretical analysis and optimization to meet the fast conver-

gence and interactive performance requirements in the setting of efficient model development.

3
F-score is a better measure for exploring a large data set than classification error given that the user interest, i.e., the

positive class, often covers a (very) small fraction of the data set; classifying all instances to the negative class has low

classification error, but is useless for retrieving relevant data, hence poor F-score.
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1.2 Factorization
To make version space algorithms practical for large data sets, our second idea is to augment them

with additional insights obtained in the user labeling process. In particular, we observe that, often,

when a user labels a data instance, the decision-making process can be broken into a set of simpler

questions whose answers can be combined to derive the final answer. For example, when a customer

decides whether a car model is of interest, he may have a set of questions in mind:

• 𝑄1: Is the gas mileage good enough?

• 𝑄2: Is the vehicle spacious enough?

• 𝑄3: Is the color a preferred one?

While the user may have a high-level intuition about how each question is related to a subset of

attributes, he may not be able to specify these questions precisely. In fact, doing so would require

precise knowledge of the relationship between the attributes composing each question, including

any constants and thresholds used. For example, the user may know a vehicle’s space is a function

of the body type, length, width, and height, but he probably does not know how these values are

connected or which volume threshold precisely captures his interest.

The above insight allows us to design a new version space algorithm that leverages the high-

level intuition a user has for breaking the decision-making process, formally called a factorization
structure, to combat the slow start problem.

1.3 Summary of Contributions
More specifically, we make the following contributions in this work:

(1) A New Theoretical Framework for Version Space (VS) Algorithms over Kernel Classifiers (Sec-
tion 3): We propose a new theoretical framework that allows for an efficient implementation

of the Generalized Binary Search [14] strategy over kernel classifiers. Compared to previous

works [12, 15], our framework offers both strong theoretical guarantees on performance and

efficient implementation in time and space. Our key techniques include a dimensionality

reduction theorem that restricts the kernel matrix computations to the set of labeled points

and a Cholesky-decomposition-based method for efficient estimation of the version space

reduction of any sample. We also prove generalization error bounds on accuracy and F-score,

enabling our techniques to run over a sample from the original large data set with minimal

performance loss.

(2) Implementation and Optimizations (Section 4): Based on our theoretical results, we propose

an optimized version space algorithm called OptVS. Similar to the works of Gilad-Bachrach

et al. [12] and Gonen et al. [15], OptVS uses the hit-and-run algorithm [25] for sampling

the version space. However, hit-and-run may require thousands of iterations to output a

high-quality sample, which can incur a high time cost. To reduce the cost, we develop a range

of sampling optimizations to improve the sample quality and running time. In particular, we

provide a highly efficient version of the rounding technique [24] for improving the sample

quality from the version space.

(3) A Factorized Version Space Algorithm (Section 5): Additionally, we propose a new algorithm

that leverages the factorization structure indicated by the user to create subspaces and

factorizes the version space accordingly to perform active learning in the subspaces. Compared

to recent work [18] that also used factorization for active learning, our work explores it

in the new setting of VS algorithms and eliminates the strong assumptions made, such as

convexity of user interest patterns, resulting in significant performance improvement while

increasing the applicability in real-world problems. We also provide theoretical results on the
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optimality of our factorized VS algorithm, as well as optimizations for dealing with subspaces

of categorical variables.

Using two real-world data sets and a large suite of user interest patterns, our evaluation results

(Section 6) show that (1) for lower dimensional problems, our optimized VS algorithm, without

factorization, already outperforms existing VS algorithms, including Simple Margin [37], Query-

by-Disagreement [33], and ALuMA [15]; (2) for higher-dimensional problems, our factorized

VS algorithm outperforms non-factorized active learners [15, 33, 37], as well as DSM [18], a

factorization-aware algorithm, often by a wide margin while maintaining interactive speed. For

example, for a complex user interest pattern tested, our algorithm achieves an F-score of over 80%

after 100 labeling iterations, while DSM is still at 40% and other VS algorithms at 10% or lower.

2 RELATEDWORK
In this section, we survey the most relevant works for each of our proposed contributions, including

version space algorithms and interactive data exploration systems.

2.1 Version Space Algorithms
We first provide an overview of active learning techniques, in particular, version space algorithms.

Active Learning. Settles [33] and Monarch [29] provide an overview of the most relevant results

in the active learning (AL) literature. Our work focuses on a particular setting called pool-based

active learning, in which a classification model is built over a large data set by relying on user

feedback over targeted data samples. More precisely, based on the current classification model, the

active learning algorithm can inspect the data pool and extract the data example that, if labeled,

will result in the fastest increase in classification accuracy. In doing so, active learners can build an

accurate classifier with few labeled examples and, consequently, minimal user effort.

In practice, AL is usually employed in domains where labeling data is expensive and labeled data

sets are scarce. For example, recent fields of application include biomedical image segmentation [40],

health monitoring [5], and crisis management [30]. Active learning has also been applied in crowd-

sourcing scenarios [16, 36], where the labeling task is outsourced to multiple annotators (which

are unlikely to be domain experts). In our work, we aim to apply active learning, in particular

the version space algorithms, in the settings of human-in-the-loop model development (i.e., an

application user is actively engaged in visualization and labeling to build a model efficiently).

Version Space Algorithms. Version space (VS) algorithms are a particular class of active

learning strategies leveraging the extra information found in the set of classifiers (hypotheses)

under consideration. More precisely, these procedures start with a hypothesis setH and define

the version spaceV as the subset of classifiers ℎ ∈ H consistent with the user-labeled data, that

is, ℎ(𝑥) = 𝑦 for all labeled points (𝑥,𝑦). With this, VS algorithms aim to reduceV as quickly as

possible until we are left with a single hypothesis achieving perfect classification. Various strategies

have been developed to estimate the VS reduction of each sample, each offering a different trade-off

in terms of performance, efficiency, and theoretical guarantees. Below, we give an overview of the

most relevant algorithms in the literature:

• Generalized Binary Search [7, 14]: Also called the Version Space Bisection rule, this algorithm

searches for a point 𝑥 for which the classifiers in V disagree the most; that is, the sets

V𝑥,𝑦 = {ℎ ∈ V : ℎ(𝑥) = 𝑦} have roughly the same size for all possible labels 𝑦. The main

advantage of this strategy is its strong theoretical guarantees on convergence: on average,

the expected number of iterations needed to reach 100% accuracy is at most a log factor

higher than the optimal algorithm. However, implementing the bisection rule is prohibitively

expensive: for each instance 𝑥 in the data set, one must evaluate ℎ(𝑥) for each hypothesis
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ℎ in the version space, which is exponential in size 𝑂 (𝑚𝐷 ), where𝑚 is the size of the data

set and 𝐷 is the VC dimension [32]. Due to this limitation, several approximations of the

bisection rule have been introduced in the literature.

• Simple Margin [37]: SimpleMargin is a rough approximation of the bisection rule for SVM clas-

sifiers, leveraging the heuristic that data points close to the SVM’s decision boundary closely

bisect the version spaceV . However, this method can suffer from suboptimal performance

in practice, especially whenV is very asymmetric.

• Kernel Query-by-Committee (KQBC) [12] and Query-by-Disagreement (QBD) [33]: These
algorithms approximate the bisection rule by constructing two representative hypotheses

in the version space and then select any data point for which these two classifiers disagree.

In particular, KQBC samples two random hypotheses from the version space, while QBD

trains one positive and one negatively biased classifier. Again, these methods can suffer from

suboptimal performance since the selected point is only guaranteed to “cut”V , but possibly

not by a significant amount.

• ALuMA [15]: ALuMA is an application of the Generalized Binary Search [14] algorithm for

linear classifiers and uses a sampling technique for estimating the version space reduction of

any sample. It can also support kernels via a preprocessing step, but this procedure can be

very expensive to run. Additionally, ALuMA was shown to outperform several other version

space algorithms, including Simple Margin and Query-by-Committee [34]. Hence, we use

ALuMA as a baseline version space algorithm in this work.

More recently, version-space-based techniques have also been successfully applied to a broader

range of scenarios, such as cost-sensitive classification [21] and batch-mode active learning [6].

In this work, we focus on how version space techniques can be applied to the interactive model

development problem.

2.2 Data Exploration and Model Development
Next, we consider other areas of interactive model development in the literature, including recent

human-in-the-loop data exploration systems.

Data Programming under Weak Supervision. One form of interactive model development

is the data programming framework introduced by Snorkel [2, 31], which has gained attraction

in recent years. In this framework, an expert user writes a set of labeling functions representing
simple heuristics used for labeling data instances. By treating these labeling functions as weak

learners, Snorkel can build an accurate classifier without having the user manually label any

data instance. In more recent work, a data programming system called Snuba [39] was designed

to automatically generate labeling functions from an initial labeled data set, leading to improved

classification accuracy and further reduction of the user manual effort. However, this system still

requires an initial labeled set on the order of hundreds to thousands of labeled instances, which

is nontrivial to obtain, especially in the new trend of “Machine Learning for Everyone” where an

everyday user may start with no labeled data at all.

Interactive Data Exploration. In the interactive data exploration domain, the main objective

is to design a system that guides the user towards discovering relevant data points in a large

data set. One recent line of work is “explore-by-example” systems [10, 11, 18, 23], which leverage

active learning techniques to construct an accurate model of the user interest from a small set

of user-labeled data points. These human-in-the-loop systems require minimizing both the user

labeling effort and the running time to find a new data point for labeling in each iteration. In

particular, recent work [18] is shown to outperform prior work [10, 11] via the following technique:
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Dual-Space Model (DSM) [18]: In this work, the user interest pattern is assumed to form a convex

object in the data space. By leveraging this property, this work proposes a dual-space model

(DSM) that builds a polytope model of the user interest on top of any active learning strategy. In

particular, this polytope model partitions the data space into three segments: the positive region,
where points are guaranteed to be interesting, the negative region, where points are guaranteed to

be uninteresting, and the remaining unknown region. In doing so, DSM can use the polytope model

to automatically label most of the data points selected by the active learner and, consequently,

significantly reduce the user labeling effort.

In addition, DSM can also leverage a factorization structure provided by the user in a limited form,

i.e., when the user pattern is a conjunction of convex or concave sub-patterns. If such conditions

are met, the system then factorizes the data space into low-dimensional subspaces and runs the

dual-space model in each subspace. In doing so, the original complex exploration process is broken

into several simpler tasks, thus significantly improving the performance of their system.

Previous Work on Factorization: We also compare the contributions of this paper with our

previous work [9]. In [9], our main contribution was to apply the idea of factorization to existing

(unoptimized) version space algorithms: Our technique first decomposes the version space into

several version subspaces using the factorization structure provided by the user and then applies an

extended version of the bisection strategy to propose new points for the user to review and label.

The work described in this paper significantly extends [9] by proposing a new framework for

efficient version space algorithms over kernel classifiers, optimizations to expedite the sampling

procedure of the version space, and extension of our version space algorithms with factorization.

More specifically, our major extensions include:

• First, we introduce a novel theoretical framework for version space algorithms over kernel clas-

sifiers (Section 3). Compared to [9], our new techniques possess strong theoretical guarantees

on performance while enabling several optimizations, including a dimensionality reduc-

tion theorem that restricts the kernel computations to the set of labeled points, a Cholesky

decomposition-based technique for efficiently estimating the version space reduction of any

sample, and generalization error bounds that enable our techniques to run over a sample

from the original data with minimal performance loss.

• We have also included new optimizations for efficiently sampling the version space (Sections

4.1 and 4.3), including an ellipsoid caching optimization and a novel rounding algorithm that

is both efficient and numerically stable.

• The section on factorization (Section 5) has also been extended with two new results (Sec-

tions 5.5 and 5.6): a new factorization strategy called “product loss”, which is shown in

our evaluation to outperform the other strategies, as well as optimizations for categorical

subspaces.

• Finally, our experimental results (Section 6) have been further extended, including 18 new

query results over a new data set.

3 GENERALIZED BINARY SEARCH OVER KERNEL CLASSIFIERS
In this section, we address the problem of how to efficiently realize the Generalized Binary Search

(GBS) algorithm for kernel classifiers. Although a few works [12, 15] have also attempted to apply

version-space-based techniques to kernel classifiers, their approaches fail to scale to large data sets.

In Gonen et al. [15], they have developed a novel algorithm, ALuMA, for applying the GBS

strategy over linear classifiers. This algorithm comes with several theoretical results on convergence

speed and label complexity guarantees. ALuMA also supports an extension to kernel classifiers by

first running a preprocessing step over the data. However, this procedure has two major drawbacks:
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first, it requires computing the kernel matrix (and its Cholesky decomposition) over all data points,

which is time and memory inefficient for large data sets; second, this preprocessing step requires an

upper bound on the total Hinge loss of the best separator, which is usually not known in practice.

In Gilad-Bachrach et al. [12], they proposed an extension of the Query-by-Committee [34]

algorithm to kernel classifiers called Kernel Query-by-Committee (KQBC). They also demonstrated

a dimensionality reduction theorem that avoids computing the kernel matrix over the entire data set,

improving the algorithm’s efficiency. However, estimating whether a data point “cuts” the version

space or not requires running a separate sampling procedure, which can become particularly

expensive in the pool-based setting. Another drawback of this work is the lack of theoretical

guarantees on convergence speed.

In what follows, we introduce a new version-space technique over kernel classifiers. Compared

to previous work, our approach shares the same near-optimal guarantees on convergence as GBS

while still allowing for an efficient implementation in both time and space similar to KQBC, thus

being compatible with the interactive data exploration scenario.

3.1 Generalized Binary Search Algorithm Overview
LetX = {𝑥𝑖 }𝑁𝑖=1 be a collection of unlabeled data points, and let 𝑦𝑖 ∈ Y represent the unknown label

of 𝑥𝑖 . The set Y is called the label space, which is assumed to be finite. The user interest pattern

can be modeled by an hypothesis function ℎ : X → Y, with ℎ belonging to some hypothesis space
H . This space is assumed to satisfy the following condition:

Definition 3.1 (Realizability or Separability). There is a classifier ℎ∗ ∈ H matching the user

preference, that is, achieving zero classification error.

With this, our objective is to identify the hypothesis ℎ∗ while minimizing the number of instances

labeled by the user.

In the above formulation, it is possible to have more than one hypothesis ℎ∗ ∈ H matching

the user interest. One well-known solution [7, 14, 15] for this ambiguity problem is to define an

equivalence relation overH which identifies any two hypotheses having the same predictions over

X:

ℎ ∼ ℎ′ ⇐⇒ ℎ(𝑥𝑖 ) = ℎ′ (𝑥𝑖 ), ∀𝑥𝑖 ∈ X (1)

With this, our original problem becomes finding the equivalence class [ℎ∗], which is unique.

Additionally, we assume a known probability distribution 𝜋 ( [ℎ]) over the set of equivalence classes
ˆH B H /∼, representing our prior knowledge over which hypotheses are more likely to match

the user’s preferences. In the absence of prior knowledge, a uniform prior can be assumed. In what

follows, to simplify notation, we will drop the brackets when referring to equivalence classes [ℎ]
whenever it is clear from the context.

The version space [27] is the set of all hypotheses consistent with a labeled set L:V = {ℎ ∈ ˆH :

ℎ(𝑥) = 𝑦, ∀(𝑥,𝑦) ∈ L}. Additionally, let’s introduce the shorthandV𝑥,𝑦 = V∩{ℎ ∈ ˆH : ℎ(𝑥) = 𝑦}.
Then, the version space bisection rule searches for the point 𝑥 such that all the sets V𝑥,𝑦

have

approximately the same probability mass:

Definition 3.2 (Generalized Binary Search - GBS). LetV denote the version space at any iteration

of the active learning loop. For any (𝑥,𝑦) ∈ X × Y, we define the cut probabilities:

𝑝𝑥,𝑦 = P(ℎ(𝑥) = 𝑦 | ℎ ∈ V) = 𝜋 (V𝑥,𝑦)
𝜋 (V) (2)
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Symbol Description

X Set of unlabeled data points {𝑥𝑖 }𝑁𝑖=1
𝑦𝑖 The (unknown) label for 𝑥𝑖 taking values in a finite set Y
L Set of data points labeled by the user and their labels at any iteration of the AL process

U Set of points that have yet to be seen by the user at any iteration of the AL process

H Set of hypotheses (e.g., classifiers) {ℎ : X → Y} mapping data points to labels

ℎ A classifier ℎ ∈ H
ℎ∗ An optimal hypothesis inH achieving zero classification error

ˆH = H /∼ Set of equivalence classes [ℎ] overH as defined in Eq. (1)

V The Version Space (VS), that is, the subset of hypotheses in
ˆH matching the labeled set L

𝜋 Probability mass over the version space representing our prior information on ℎ∗

𝑝𝑥,𝑦 Cut probabilities, as defined by Eq. (2)

Ω Set of allowed parameters for kernel classifiers

𝑘 A positive-definite kernel function

𝐾 and 𝐿 The kernel matrix over X and its Cholesky decomposition

ℓ𝑗 The partial Cholesky factors associated with 𝑥 𝑗 , as defined in Eq. (7).

𝑊𝑡 Reduced version space, as defined in Eq. (8)

𝜖 (ℎ, 𝑆) The error of a classifier ℎ over a subset 𝑆 ⊂ X
𝑀𝑉 𝜋

The Majority Vote function, as defined in Section (3.4.1)

Table 1. Notation table for Section 3.

Then, the GBS strategy selects any unlabeled point 𝑥∗ ∈ U satisfying

𝑥∗ ∈ argmax

𝑥∈U
1 −

∑︁
𝑦∈Y

𝑝2𝑥,𝑦

One main advantage of the GBS strategy is it enjoys near-optimal performance guarantees [14].

Let 𝑐𝑜𝑠𝑡 (A) denote the average number of queries an active learner A takes to identify a random

hypothesis drawn from 𝜋 . Then, the GBS algorithm satisfies

𝑐𝑜𝑠𝑡 (𝐺𝐵𝑆) ≤ 𝑂𝑃𝑇 ·
(
1 + log 1

minℎ 𝜋 (ℎ)

)
2

(3)

with 𝑂𝑃𝑇 = minA 𝑐𝑜𝑠𝑡 (A). In other words, when simply considering the number of iterations

until convergence, the GBS strategy differs from the optimum by at most a log factor. In particular,

in the case were 𝜋 is uniform andH has finite VC-dimension 𝐷 , Sauer’s Lemma [32] allows us to

write log(1/minℎ 𝜋 (ℎ)) = log | ˆH| = O(𝐷 log𝑁 ), which discloses a logarithmic dependency on the

number of data points 𝑁 .

3.2 Kernel Classifiers
With the above, we turn to the problem of efficiently realizing the GBS strategy over kernel classifiers.

First, let’s restrict ourselves to the binary case and set Y = {±1}. Additionally, let 𝑘 : R𝑑 ×R𝑑 → R
be a positive-definite kernel function,4 with corresponding feature map 𝜙 : R𝑑 → F . Our objective
is to apply the GBS algorithm to the set of linear classifiers over F

H = {ℎ𝑏,𝑓 : ℎ𝑏,𝑓 (𝑥) = sign 𝑏 + ⟨𝜙 (𝑥), 𝑓 ⟩F, for (𝑏, 𝑓 ) ∈ Ω}
4
Any kernel 𝑘 can be made positive-definite by adding a small perturbation: 𝑘 ′ (𝑥, 𝑦) = 𝑘 (𝑥, 𝑦) + 𝜆1(𝑥 = 𝑦) , with 𝜆 > 0
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in which Ω = {(𝑏, 𝑓 ) ∈ R × F : 𝑏2 + ∥ 𝑓 ∥2F ≤ 1} is the parameter set. The constraint 𝑏2 + ∥ 𝑓 ∥2F ≤ 1

can be included without any loss in generality since ℎ𝑏,𝑓 ∼ ℎ𝑟𝑏,𝑟 𝑓 for any 𝑟 > 0.

One major problem of these classifiers is the high dimensionality of F , being even infinite-

dimensional in certain cases [28]. However, it is always possible to restrict the set of parameters to

a finite-dimensional subspace of F without loss, which is the subject of our next theorem:

Lemma 3.3. Let 𝑆 = 𝑠𝑝𝑎𝑛(𝜙 (𝑥1), . . . , 𝜙 (𝑥𝑁 )) and let 𝑓 |𝑆 denote the orthogonal projection of 𝑓 ∈ F
onto 𝑆 . Then, for all 𝑓 ∈ F and all 𝑥𝑖 ∈ X we have:

⟨𝑓 , 𝜙 (𝑥𝑖 )⟩F = ⟨𝑓 |𝑆 , 𝜙 (𝑥𝑖 )⟩F
In particular, this implies that ℎ𝑏,𝑓 ∼ ℎ𝑏,𝑓 |𝑆 for all (𝑏, 𝑓 ) ∈ R × F .

With this, we can restrict ourselves to the set of parameters of the form 𝑓 =
∑𝑁

𝑖=1 𝛼𝑖𝜙 (𝑥𝑖 ), which
leads to the following definition:

Definition 3.4 (Kernel Classifiers). Let 𝐾 be the 𝑁 × 𝑁 kernel matrix 𝐾𝑖 𝑗 = 𝑘 (𝑥𝑖 , 𝑥 𝑗 ). The set of
kernel classifiers is defined as

H𝛼 = {ℎ𝑏,𝛼 : ℎ𝑏,𝛼 (𝑥) = sign 𝑏 +
𝑁∑︁
𝑖=1

𝛼𝑖𝑘 (𝑥𝑖 , 𝑥), for (𝑏, 𝛼) ∈ Ω𝛼 }

where Ω𝛼 = {(𝑏, 𝛼) ∈ R × R𝑁 : 𝑏2 + 𝛼𝑇𝐾𝛼 ≤ 1} is the corresponding set of parameters.

With this, we are ready to define the GBS strategy over kernel classifiers:

Definition 3.5 (Kernel GBS). LetH𝛼 be the set of kernel classifiers and let 𝜋𝑏,𝛼 be a prior over Ω𝛼 .

In addition, let us define the kernel version space V𝛼 as the set:

V𝛼 = {(𝑏, 𝛼) ∈ Ω𝛼 : 𝑦𝑖 (𝑏 + 𝛼𝑇𝐾𝑖 ) ≥ 0, ∀(𝑥𝑖 , 𝑦𝑖 ) ∈ L}
where 𝐾𝑖 is the row of the kernel matrix 𝐾 corresponding to 𝑥𝑖 . Then, the kernel GBS strategy
selects the unlabeled point 𝑥∗ satisfying:

𝑥∗ ∈ argmax

𝑥∈U
1 −

∑︁
𝑦∈Y

𝑝2𝑥,𝑦

where 𝑝𝑥 𝑗 ,𝑦 = P(𝑏,𝛼 )∼𝜋
(
𝑦 (𝑏 + 𝛼𝑇𝐾 𝑗 ) ≥ 0

�� (𝑏, 𝛼) ∈ V𝛼

)
.

In particular, it is simple to show that our kernel GBS strategy possesses similar near-optimality

guarantees as the general GBS algorithm:

Theorem 3.6. Let𝐺𝐵𝑆𝑘𝑒𝑟𝑛𝑒𝑙 be the kernel GBS strategy as defined above. Then, this strategy satisfies

𝑐𝑜𝑠𝑡 (𝐺𝐵𝑆𝑘𝑒𝑟𝑛𝑒𝑙 ) ≤ 𝑂𝑃𝑇 ·
(
1 + log 1

minℎ �̃� (ℎ)

)
2

where 𝑂𝑃𝑇 = minA 𝑐𝑜𝑠𝑡 (A) and �̃� (ℎ) = P(𝑏,𝛼 )∼𝜋 (ℎ𝑏,𝛼 ∼ ℎ).

In what follows, we focus on how to efficiently compute the probabilities 𝑝𝑥 𝑗 ,𝑦 .

3.3 Dimensionality Reduction
One major problem in computing the cut probabilities 𝑝𝑥 𝑗 ,𝑦 is the high-dimensionality of Ω𝛼 : since

the number of data points 𝑁 is usually very large, each 𝑝𝑥 𝑗 ,𝑦 will be very expensive to estimate.

Below, we show a method for reducing the dimensionality from 𝑁 + 1 to |L| + 2, a more tractable

range of values.
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We start with a simplifying assumption:

Assumption for this section: In what follows, we assume the labeled set L to be composed

of the first 𝑡 data points {𝑥1, . . . , 𝑥𝑡 }, which is always possible to do since it amounts to a simple

re-indexing of data points. Besides, we assume a uniform prior 𝜋𝑏,𝛼 over the set of parameters Ω𝛼

of kernel classifiers.

Our first step is to consider the Cholesky decomposition 𝐾 = 𝐿𝐿𝑇 , with 𝐿 being lower-triangular.

By defining the change of variables 𝛽 = 𝐿𝑇𝛼 , the cut probabilities can be slightly simplified to

𝑝𝑥 𝑗 ,𝑦 = P
(
𝑦 (𝑏 + 𝛽𝑇𝐿 𝑗 ) ≥ 0

)
where 𝐿 𝑗 is the 𝑗-th row of 𝐿. Besides, since 𝐿𝑇 is invertible and we are assuming a uniform prior

over Ω𝛼 , (𝑏, 𝛽) must also follow the uniform distribution over the set

V𝑡 = {(𝑏, 𝛽) ∈ Ω𝛽 : 𝑦𝑖 (𝑏 + 𝛽𝑇𝐿𝑖 ) ≥ 0, 1 ≤ 𝑖 ≤ 𝑡} (4)

where Ω𝛽 is the unit ball in R𝑁+1. With this, we can apply the following dimensionality reduction

lemma, which is an extension of Theorem 1 from Gilad-Bachrach et al. [12]:

Lemma 3.7. Define 𝑆 𝑗 = R × 𝑠𝑝𝑎𝑛(𝐿1, . . . , 𝐿𝑡 , 𝐿 𝑗 ), and let (𝑏′, 𝛽 ′) be drawn uniformly overV𝑡 ∩ 𝑆 𝑗 .
Then, the cut probabilities 𝑝𝑥 𝑗 ,𝑦 satisfy

𝑝𝑥 𝑗 ,𝑦 = P
(
𝑦 (𝑏′ + 𝛽 ′𝑇𝐿 𝑗 ) ≥ 0

)
(5)

With this result, the dimensionality is effectively reduced from 𝑁 + 1 to 𝑡 + 2, and algorithms

should be much more efficient to run. However, there is still a slight problem: the vectors 𝐿 𝑗 live

in an 𝑁 -dimensional space and thus can be costly to compute. To fix this, we first construct an

orthonormal basis for 𝑆 𝑗 :

Lemma 3.8. Let’s denote by 𝐿𝑘𝑗 the entry of 𝐿 at row 𝑗 and column 𝑘 . Then, for any 𝑗 > 𝑡 the set{
®𝑒1, ®𝑒2, . . . , ®𝑒𝑡+1,

®𝑇𝑗
∥ ®𝑇𝑗 ∥

}
is an orthonormal basis for 𝑆 𝑗 , where ®𝑒𝑖 is the 𝑖-th canonical vector inR𝑁+1 and ®𝑇𝑗 = (®0𝑡+1, 𝐿𝑡+1𝑗 , . . . , 𝐿𝑁𝑗 ).

Now we have an orthonormal basis, we can represent any vector (𝑏′, 𝛽 ′) ∈ 𝑆 𝑗 as a sum

(𝑏′, 𝛽 ′) =
𝑡+1∑︁
𝑖=1

𝑤𝑖 ®𝑒𝑖 +𝑤𝑡+2
®𝑇𝑗
∥ ®𝑇𝑗 ∥

(6)

and 𝑤 ∈ R𝑡+2 contains the orthonormal basis coefficients. By replacing this representation in

Equations (4) and (5), we obtain our main result:

Definition 3.9 (Partial Cholesky Factor). Let L = {(𝑥1, 𝑦1), . . . , (𝑥𝑡 , 𝑦𝑡 )} be the labeled set, and let

𝐾 = 𝐿𝐿𝑇 be the Cholesky decomposition of the 𝑁 ×𝑁 kernel matrix over all data points. We define

the partial Cholesky factor ℓ𝑖 ∈ R𝑡+2 as

ℓ𝑖 =
©­«1, 𝐿1𝑖 , . . . , 𝐿𝑡𝑖 ,

√√√
𝐾𝑖𝑖 −

𝑡∑︁
𝑘=1

(𝐿𝑘
𝑖
)2ª®¬ (7)
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In particular, we note that ℓ𝑟𝑖 = 0 whenever 𝑖 ≤ min(𝑡, 𝑟 − 2).

Theorem 3.10. Let𝑤 be a random vector drawn uniformly over the set

𝑊𝑡 = {𝑤 ∈ R𝑡+2 : ∥𝑤 ∥ ≤ 1 and 𝑦𝑖𝑤𝑇 ℓ𝑖 ≥ 0, 1 ≤ 𝑖 ≤ 𝑡} (8)

where ℓ𝑖 represents the 𝑖-th partial Cholesky factor. Then, the cut probabilities 𝑝𝑥 𝑗 ,𝑦 satisfy

𝑝𝑥 𝑗 ,𝑦 = P
(
𝑦𝑤𝑇 ℓ𝑗 ≥ 0

)
In conclusion, we have shown that the cut probabilities 𝑝𝑥 𝑗 ,𝑦 only depend on two quantities: the

partial Cholesky factor ℓ𝑗 and a random sample𝑤 ∼ 𝑈𝑛𝑖 𝑓 (𝑊𝑡 ). In particular, our formulation has

three main advantages compared to previous works:

• LowMemory Footprint: ALuMA [15] has to compute the entire𝑁 ×𝑁 Cholesky decomposition

matrix while our method only needs the first 𝑡 columns. This truncated computation is

quite similar to the Incomplete Cholesky Decomposition techniques [1, 35] but without a

dedicated pivot-selection strategy. In fact, our method does not aim to compute a low-rank

approximation of the kernel matrix 𝐾 but only to provide the means for efficiently sampling

the version space.

• Efficient Sampling: Unlike KQBC [12], the version space sample 𝑤 is independent of the

particular data point 𝑥 , translating into a more efficient estimation of the cut probabilities

𝑝𝑥,𝑦 over large sets of data points.

• Optimizations: The Cholesky property allows us to introduce a novel sampling optimiza-

tion, called rounding cache, which significantly speeds up our sampling procedure. Refer to

Section 4.3.1 for more details.

A more complete discussion on the above points will be left to Section 4.

3.4 Approximations for Large Data Sets
In some cases, the data set X can be so large it does not fit in memory, or working with X directly

is too costly. In these cases, we propose the subsampling procedure below:

(1) First, a random sample 𝑆 ⊂ X is obtained

(2) Then, the AL procedure is run over 𝑆 , returning a classifier ℎ ∈ H achieving low-error over

𝑆

(3) Finally, ℎ will be used for labeling the entire X
The success of the above procedure relies on appropriately choosing the sample size 𝑆 . On one

hand, choosing a small sample can greatly reduce the computational cost of the AL procedure. On

the other hand, if 𝑆 is too small, then the classifier ℎ will probably not generalize well to the entireX,
especially for more complex hypothesis classes. This delicate balance in choosing the appropriate

sample size is captured by the following lemma, which is a simple application of Theorem 2.2 from

Mohri et al. [28]:

Definition 3.11. LetX be a data set, and letℎ∗ be the target classifier. Then, we define the accuracy
error of a classifier ℎ over 𝑆 ⊂ X to be

𝜖𝑎𝑐𝑐 (ℎ, 𝑆) =
1

|𝑆 |
∑︁
𝑥∈𝑆

1(ℎ(𝑥) ≠ ℎ∗ (𝑥))

Lemma 3.12. Let X = {𝑥1, . . . , 𝑥𝑁 } be a large data set and let 𝑆 = {𝑋𝑖 }𝑚𝑖=1 be a sample with
replacement from X. Additionally, consider any hypothesis spaceH satisfying the realizability axiom,
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and let ℎ∗ be the target classifier. Then, for any 𝛿 ∈ (0, 1), with probability at least 1 − 𝛿 we have

∀ℎ ∈ H , 𝜖𝑎𝑐𝑐 (ℎ,X) ≤ 𝜖𝑎𝑐𝑐 (ℎ, 𝑆) +

√︄
log | ˆH| + log 2

𝛿

𝑚

where ˆH is the set of equivalence classes defined in Section 3.1.

From the above lemma, irrespectively of which classifier ℎ ∈ H the AL procedure computes, it is

guaranteed to achieve low error over X under two conditions:

• Enough data points are labeled by the user : as more data points are labeled, the AL algorithm

can compute an increasingly more accurate classifier ℎ over 𝑆 . In particular, choosing a fast

converging AL algorithm lets us achieve low error rates with minimal labeling effort.

• The sample size is large enough:𝑚 should be chosen to control the complexity of our hypothesis

class. In particular, for a given error rate 𝜂 we need to sample at least

𝑚 =
log | ˆH| + log 2

𝛿

𝜂2

data points. We also note that although
ˆH is usually exponentially large, it can still lead to

an acceptable sample size in many cases. For example, ifH has finite VC-dimension 𝐷 then

by Sauer’s Lemma [32] | ˆH| = O(𝑁𝐷 ), resulting in a logarithmic dependency of𝑚 on the

data set size.

In the interactive model development scenario, data sets often suffer from high class imbalance,

especially in data exploration tasks. For such cases, it would be ideal to obtain generalization

bounds for performance metrics other than accuracy, such as precision, recall, and F-score. This is

explored in our next result:

Definition 3.13 (Precision, Recall, and F-score errors). For any two labels 𝑟, 𝑠 ∈ {±1}, let us define
the confusion matrix entry by

𝐶𝑟,𝑠 (ℎ, 𝑆) = 1

|𝑆 |
∑︁
𝑥∈𝑆

1(ℎ(𝑥) = 𝑟, ℎ∗ (𝑥) = 𝑠)

With this, we define the following error quantities

𝜖𝑝𝑟𝑒𝑐 (ℎ, 𝑆) = 1 − 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(ℎ, 𝑆) = 𝐶+,−

𝐶+,+ +𝐶+,−

𝜖𝑟𝑒𝑐 (ℎ, 𝑆) = 1 − 𝑟𝑒𝑐𝑎𝑙𝑙 (ℎ, 𝑆) = 𝐶−,+

𝐶+,+ +𝐶−,+

𝜖𝑓 𝑠𝑐𝑜𝑟𝑒 (ℎ, 𝑆) = 1 − 𝑓 𝑠𝑐𝑜𝑟𝑒 (ℎ, 𝑆) = 𝐶+,− +𝐶−,+
2𝐶+,+ +𝐶+,− +𝐶−,+

Theorem 3.14. Let ℎ be any classifier. Then, we have

𝜖𝑓 𝑠𝑐𝑜𝑟𝑒 (ℎ, 𝑆) ≤ max(𝜖𝑝𝑟𝑒𝑐 (ℎ, 𝑆), 𝜖𝑟𝑒𝑐 (ℎ, 𝑆)) ≤
1

𝜇
𝜖𝑎𝑐𝑐 (ℎ, 𝑆)

where 𝜇 = P(𝑌 = 1) is the positive class selectivity.
By combining the above result with Theorems 3.12, it is possible to achieve similar error guaran-

tees in precision, recall, and F-score by having a sample
1

𝜇2
-times larger. However, whether this

extra factor is acceptable in practice will depend on the use case. For example, data exploration

tasks tend to be very selective, with the user interest usually covering 𝜇 = 1% or less of the entire

database, which corresponds to an increase in sample size by a factor of 10,000 or more. Refer to

Appendix D for concrete examples of data exploration tasks and their selectivity factors.
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3.4.1 The Majority Vote Classifier. In the particular case of version space algorithms, it is usually

not specified how to choose a low-error classifier ℎ. This is because the procedure is assumed to be

run until a single hypothesis remains in the version space and, consequently, all labels are known.

However, the lack of suitable convergence criteria and the high cost of manual labeling make this

procedure impractical. In the literature, different methods were devised to overcome this limitation,

such as: training an SVM classifier over the labeled set [37], choosing a random ℎ in the version

space [12], or, more recently, computing a majority vote of classifiers sampled from the version

space [15]. In our work, we also adopt the majority voting idea:

Definition 3.15 (Majority Vote classifier). Let X = {𝑥1, . . . , 𝑥𝑁 } be a data set, and letH be a set

of classifiers. Also, assume a probability distribution 𝜋 over the set of equivalence classes
ˆH . The

majority vote classifier is defined as

𝑀𝑉 𝜋 (𝑥) = argmax

𝑦∈Y
𝑝𝜋𝑥,𝑦

with 𝑝𝜋𝑥,𝑦 = Pℎ∼𝜋 (ℎ(𝑥) = 𝑦).

The MV classifier has a very intuitive definition: for any data point, its predicted label is an

agreement between the predictions of all classifiers in H , weighted by 𝜋 . In the particular case

of VS algorithms, 𝜋 can be chosen as the restriction of the prior probability to the version space,

which makes 𝑝𝜋𝑥,𝑦 coincide with the cut probability definition (2).

One advantage of the MV classifier is that it has interesting generalization properties:

Theorem 3.16. For any 𝑆 ⊂ X and any distribution 𝜋 , the𝑀𝑉 𝜋 classifier satisfies

𝜖𝑎𝑐𝑐 (𝑀𝑉 𝜋 , 𝑆) ≤ 2Eℎ∼𝜋 [𝜖𝑎𝑐𝑐 (ℎ, 𝑆)]
In particular, under the conditions of Theorem 3.12, with probability 1 − 𝛿 it holds

𝜖𝑎𝑐𝑐 (𝑀𝑉 𝜋 ,X) ≤ 2Eℎ∼𝜋 [𝜖𝑎𝑐𝑐 (ℎ, 𝑆)] +

√︄
2

𝑚

(
log | ˆH| + log 2

𝛿

)
From the above result, we can see that the MV classifier possesses similar error bounds as any

ℎ ∈ H but depends only on the average training error according to 𝜋 . In the particular case of VS

algorithms, 𝜋 becomes more and more concentrated around the target classifier ℎ∗ as more points

are labeled, which consequently reduces the average training error.

4 IMPLEMENTATION AND OPTIMIZATIONS
In this section, we detail how to efficiently implement the results of Theorem 3.10, resulting in an

optimized version-space-based active learner called OptVS. At the core of our selection strategy

and label prediction (majority voting) lies the computation of the cut probabilities 𝑝𝑥,𝑦 , which is

done via Algorithm 1 below. In what follows, we give a detailed description of each step in this

algorithm.

4.1 Computing the Partial Cholesky Factors ℓ𝑗
From Theorem 3.10, the first step in estimating 𝑝𝑥 𝑗 ,+ is to compute the partial Cholesky factor
ℓ𝑗 , as defined in Equation (7). In particular, this vector can be easily computed once we have

�̃� 𝑗 = (𝐿1𝑗 , . . . , 𝐿𝑡𝑗 ), where 𝐿 is the Cholesky decomposition of the kernel matrix 𝐾 . Now, from the

equation 𝐾 = 𝐿𝐿𝑇 it follows that

𝐿𝐿 𝑗 = 𝐾 𝑗 ⇒ �̃��̃� 𝑗 = �̃� 𝑗
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Symbol Description

d Dimensionality of data points 𝑥 ∈ R𝑑
E(𝑧, 𝑃) An ellipsoid in R𝑛 centered at 𝑧 and with scaling matrix 𝑃

𝐵 and 𝑇 Number of burn-in and thinning iterations in Markov Chain sampling

𝛾 Scaling factor for an ellipsoid: 𝛾E(𝑧, 𝑃) = E(𝑧,𝛾2𝑃)
𝐻 (𝑎, 𝑏) Half-space {𝑥 : 𝑎𝑇𝑥 ≤ 𝑏}
t Number of labeled examples at a given iteration of the AL process

Table 2. Notation table for Section 4

where �̃� is the upper-left 𝑡 × 𝑡 submatrix of 𝐿 and �̃� 𝑗 is the 𝑡 first components of 𝐾 𝑗 . With this, we

note two things:

(1) �̃� corresponds to the Cholesky factor of �̃� , the kernel matrix over the labeled data points

(lines 1 and 2 in the pseudo-code).

(2) Since �̃� is lower-triangular, the system �̃��̃� 𝑗 = �̃� 𝑗 can be efficiently solved via forward

substitution (lines 8 and 9 in the pseudo-code).

Finally, assuming a kernel function 𝑘 : R𝑑 × R𝑑 → R of complexity O(𝑑) (which is the case

for most popular kernel functions), computing the partial Cholesky factors incurs a complexity

of O
(
𝑡2 (𝑑 + 𝑡) + |U|𝑡 (𝑑 + 𝑡)

)
. In terms of space complexity, this step is dominated by holding the

matrices 𝐾 and 𝐿 in memory, which gives a bound of O(𝑡2).

4.2 Estimating the Cut Probabilities via Sampling
Since the probabilities 𝑝𝑥 𝑗 ,𝑦 have no closed-form expression, we estimate these quantities via a

sampling procedure [12, 15]. This step corresponds to lines 6 and 11 in Algorithm 1.

First, by the Law of Large Numbers, we can write

𝑝𝑥 𝑗 ,𝑦 ≈
1

𝑀

𝑀∑︁
𝑖=1

1

(
𝑦 ℓ𝑇𝑗 𝑤

𝑖 > 0

)
where {𝑤 𝑖 }𝑖=1,...,𝑀 is an i.i.d. sample following the uniform distribution over𝑊𝑡 (Eq. 8). Sampling

uniformly over convex bodies like𝑊𝑡 is a well-known problem in convex geometry, for which

we can apply the hit-and-run algorithm [25]. Hit-and-run generates a Markov Chain inside𝑊𝑡

converging to the uniform distribution; in other words, the longer the hit-and-run chain we generate,

the closer to uniformly distributed our sample will be.

However, there is one issue with this sampling procedure: since we are assuming {𝑤 𝑖 }𝑀𝑖=1 to be an
independent sample, a separate hit-and-run chain must be generated for each𝑤 𝑖

, which can become

quite time-consuming in practice. To overcome this overhead, we opt for an optimized sampling

procedure that requires generating a single chain. Since the hit-and-run chain {𝑤1,𝑤2, . . .} forms

a positive Harris-recurrent Markov Chain [3], the Law of Large Numbers theorem for Markov

Chains [20, Theorem 17.1.7] guarantees that

𝑝𝑥 𝑗 ,𝑦 = lim

𝑛→∞
1

𝑛

𝑛∑︁
𝑖=1

1

(
𝑦 ℓ𝑇𝑗 𝑤

𝑖 > 0

)
Thus, estimating 𝑝𝑥 𝑗 ,𝑦 can be done through a single chain. Furthermore, we employ two well-

known techniques for improving the mixing time [17, 22]: Burn-in consists of discounting the first

𝐵 samples from the chain since their distribution is very far from the stationary one; Thinning, on
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Algorithm 1 Computing the cut probabilities

Input: labeled set L = {(𝑥𝑖 , 𝑦𝑖 )}𝑡𝑖=1, unlabeled setU ⊂ {𝑥 ∈ X : (𝑥,±1) ∉ L}, sample size𝑀 , any

ellipsoid E0 ⊃𝑊𝑡 , kernel function 𝑘

Output: The cut probabilities 𝑝𝑥∗,𝑦 , for 𝑥∗ ∈ U and 𝑦 = ±1
1: 𝐾𝑖 𝑗 ← 𝑘 (𝑥𝑖 , 𝑥 𝑗 ), 1 ≤ 𝑖, 𝑗 ≤ 𝑡
2: 𝐿 ← 𝐶ℎ𝑜𝑙𝑒𝑠𝑘𝑦 (𝐾)
3: ℓ𝑖 ←

(
1, 𝐿1𝑖 , . . . , 𝐿

𝑡
𝑖 , 0

)
, 1 ≤ 𝑖 ≤ 𝑡

4: 𝑊𝑡 ← {𝑤 ∈ R𝑡+2 : ∥𝑤 ∥ ≤ 1 and 𝑦𝑖ℓ
𝑇
𝑖 𝑤 ≥ 0, 1 ≤ 𝑖 ≤ 𝑡}

5: E𝑟𝑜𝑢𝑛𝑑 ← 𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔_𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚(𝑊𝑡 , E0)
6: {𝑤 𝑖 }𝑖=1,...,𝑀 ← ℎ𝑖𝑡_𝑎𝑛𝑑_𝑟𝑢𝑛 (𝑊𝑡 , 𝑀, E𝑟𝑜𝑢𝑛𝑑 )
7: for all 𝑥∗ ∈ U do
8: 𝐾∗ ← [𝑘 (𝑥1, 𝑥∗), . . . , 𝑘 (𝑥𝑡 , 𝑥∗)]𝑇
9: 𝐿∗ ← 𝐿−1𝐾∗
10: ℓ∗ ←

(
1, 𝐿1∗, . . . , 𝐿

𝑡
∗,
√︁
𝑘 (𝑥∗, 𝑥∗) − ∥𝐿∗∥2

)
11: 𝑝𝑥∗,𝑦 ← 1

𝑀

∑𝑀
𝑖=1 1

(
𝑦 ℓ𝑇∗ 𝑤

𝑖 > 0

)
12: end for
13: return {𝑝𝑥∗,𝑦, for 𝑥∗ ∈ U and 𝑦 = ±1}

the other hand, only keeps one sample every 𝑇 iterations after burn-in, in hopes to reduce sample

correlation. In the end, we return {𝑤𝐵,𝑤𝐵+𝑇 , . . . ,𝑤𝐵+(𝑀−1)𝑇 } as the final sample.

The technical details surrounding hit-and-run’s implementation will be left in Appendix B. In

particular, we note that the hit-and-run sampling has a time complexity of O(𝐵𝑡2 +𝑀𝑇𝑡2), while
the cut probability estimation takes O(|U|𝑀𝑡). In terms of space, we have a complexity of O(𝑀𝑡)
which is the size of the sample {𝑤 𝑖 } above returned by hit-and-run.

4.3 Improving the SampleQuality via Rounding
The hit-and-run algorithm can have a largemixing time, especially when the convex body𝑊 ⊂ R𝑛 is
very elongated in one direction. In practice, this can lead to poor sample quality, whose distribution

is far from uniform even after thousands of steps; see Figure 1 for an example of this behavior.

To address the above problem, we adopt a rounding procedure [8, 24]. In general terms, rounding

is a preprocessing algorithm that attempts to make𝑊 more evenly elongated across all directions

via a linear transformation T . Once this transformation is found, the hit-and-run algorithm is

run over T (𝑊 ), and a sample over𝑊 is finally obtained via the inverse transformation T −1; see
Figure 2(a) for an illustration of this process.

One well-known method for computing a rounding transformation is via Lovász’s algorithm

[24]. Let E(𝑧, 𝑃) = {𝑤 ∈ R𝑛 : (𝑤 −𝑧)𝑇𝑃−1 (𝑤 −𝑧) ≤ 1} denote an ellipsoid with center 𝑧 and scaling
matrix 𝑃 .5 The main idea is to find a rounding ellipsoid E satisfying

𝛾E ⊂𝑊 ⊂ E (9)

where 𝛾E = E(𝑧,𝛾2𝑃) is obtained by scaling the axes of E by a factor 𝛾 > 0. If 𝛾 is large enough,

E should approximately capture the directions of major elongation of𝑊 ; thus, by choosing T as

any linear transformation mapping E into a unit ball, any major stretching of𝑊 should also be

corrected, and the hit-and-run chain should mix quickly. More precisely, the resulting hit-and-run

chain is guaranteed to mix in O∗ (𝑛2/𝛾2) steps.
5
The scaling matrix must be symmetric and positive-definite.
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(a) A 1 × 1 square (b) A 1000 × 1 rectangle

Fig. 1. Distribution of the first 5000 samples generated by the hit-and-run procedure over a square and a
long rectangle. As we can see, the samples distribution is closer to uniform for evenly elongated (or “round”)
convex bodies, thus implying a smaller mixing time.

All that remains now is how to compute a rounding ellipsoid. The main idea behind Lovász’s

algorithm is to construct an approximation of the minimum volume ellipsoid E∗ containing𝑊 . The

reason is that E∗ is known to satisfy
1

𝑛
E∗ ⊂𝑊 ⊂ E∗; thus, by computing an ellipsoid close enough

to E∗, one could hope to obtain a 𝛾 factor close to 1/𝑛 as well.

Algorithm 2 presents an outline of the ellipsoid computation algorithm, with a complete de-

scription deferred to Appendix C. Starting from any ellipsoid E0 ⊃𝑊 , the algorithm constructs a

sequence {E1, E2, . . .} that gets step by step closer to E∗. More precisely, given E𝑘 ⊃𝑊 , it proceeds

as follows:

(1) First, the algorithm checks whether 𝛾E𝑘 ⊂𝑊 for a given threshold 0 < 𝛾 < 1/𝑛. If so, E𝑘 is

returned as a rounding ellipsoid.

(2) Otherwise, it constructs a separating half-space 𝐻 (𝑎, 𝑏) = {𝑥 : 𝑎𝑇𝑥 ≤ 𝑏} satisfying𝑊 ⊂
𝐻 (𝑎, 𝑏) and 𝛼 (E𝑘 , 𝐻 ) ≤ −𝛾 , where

𝛼 (E, 𝐻 ) = 𝑎𝑇𝑧 − 𝑏
√
𝑎𝑇𝑃𝑎

See Figure 2(b) for an illustration.

(3) Finally, we set E𝑘+1 as the minimum volume ellipsoid containing E𝑘 ∩𝐻 (𝑎, 𝑏), which can be

analytically computed via Algorithm 6.

The above properties ensure that this algorithm will always terminate in a finite number of steps.

This is because of two factors: first,𝑊 ⊂ 𝐻 implies that𝑊 ⊂ E𝑘 for all 𝑘 ; second, the property

𝛼 (E𝑘 , 𝐻 ) ≤ −𝛾 guarantees [4] that 𝑣𝑜𝑙 (E𝑘+1) < 𝑐 ·𝑣𝑜𝑙 (E𝑘 ), where 0 < 𝑐 < 1 is a constant depending

only on 𝛾 and 𝑛. When put together, these factors ensure an upper bound of

log (𝑣𝑜𝑙 (E0)/𝑣𝑜𝑙 (𝑊 ))
log (1/𝑐) (10)

in the number of iterations until the rounding ellipsoid is found.

Despite the generality and guarantees of the rounding algorithm, it can be very costly to run in

practice, especially as the dimensionality increases. This is especially problematic for our version

space algorithm: every time we receive a new labeled point, not only does the dimensionality of

𝑊𝑡 increase, but𝑊𝑡 itself is modified, and a new rounding ellipsoid must be computed. Thus, to

improve its efficiency, we propose two major optimizations:

(1) Ellipsoid caching (Section 4.3.1): In practice, we note that the rounding algorithm can take a

high number of iterations to converge. To address this issue, we introduce a novel ellipsoid
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Hit-and-Run

(a) A rounding transformation 𝑇 corrects the elongation of

the convex body (in blue) before generating the hit-and-run

samples.

(b) Illustration of the rounding ellipsoid algo-

rithm. A bounding ellipsoid E𝑘 is repeatedly

shrunk via hyperplane cuts 𝐻 .

Fig. 2. Illustration of rounding procedure over a convex body (in blue).

Algorithm 2 Ellipsoid computation algorithm

Input: convex body𝑊 ⊂ R𝑛 , ellipsoid E0 ⊃𝑊 , threshold 0 < 𝛾 < 1/𝑛
Output: An ellipsoid E satisfying 𝛾E ⊂𝑊 ⊂ E
1: 𝑘 ← 0

2: while 𝛾E𝑘 ⊄𝑊 do
3: 𝐻 ← 𝑔𝑒𝑡_𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑛𝑔_ℎ𝑎𝑙 𝑓 𝑠𝑝𝑎𝑐𝑒 (E𝑘 ,𝑊 )
4: E𝑘+1 ←𝑚𝑖𝑛𝑖𝑚𝑢𝑚_𝑣𝑜𝑙𝑢𝑚𝑒_𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 (E𝑘 , 𝐻 )
5: 𝑘 ← 𝑘 + 1
6: end while
7: return E𝑘

caching procedure that re-uses previous rounding ellipsoids E0 of small volume. In other

words, E0 is used as a warm-start for the ellipsoid algorithm.

(2) Optimized ellipsoid algorithm (Section 4.3.2): The algorithm proposed by Lovász [24] was

conceived for general convex bodies. However, its generality comes with a price: round-off

errors introduced by every rounding iteration tend to accumulate, sometimes leading to

numerical instability issues. We introduce a novel rounding algorithm that leverages the

particular format of𝑊𝑡 and allows for a numerically stable implementation.

4.3.1 The Ellipsoid Caching Algorithm. To tackle the high number of rounding iterations, we

introduce an ellipsoid caching procedure. Based on Equation (10), one way of reducing the number

of iterations is to find an initial ellipsoid E0 of volume as small as possible to warm-start the

rounding algorithm. With this idea in mind, our strategy is to construct E0 ⊃𝑊𝑡+1 by re-using the

rounding ellipsoid E𝑟𝑛𝑑 ⊃𝑊𝑡 from a previous labeling iteration. Since E𝑟𝑛𝑑 is an approximation of

the minimum volume ellipsoid, E𝑟𝑛𝑑 and𝑊𝑡 should also be close in size, which gives us hope in

constructing E0 of volume close to𝑊𝑡+1 as well.
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First, let us recall that𝑊𝑡 = {𝑤 ∈ R𝑡+2 : ∥𝑤 ∥ ≤ 1 and 𝑦𝑖𝑤
𝑇 ℓ𝑖 ≥ 0, 1 ≤ 𝑖 ≤ 𝑡} as defined in

Equation (8), 𝑡 being the number of labeled points. When a new labeled point is obtained, the set

𝑊𝑡 is subject to three modifications:

(1) The dimension increases by one

(2) Each ℓ𝑖 is appended with a 0 to the right, for 1 ≤ 𝑖 ≤ 𝑡
(3) A new linear constraint 𝑦𝑡+1ℓ𝑇𝑡+1𝑤 ≥ 0 is included

To simplify our computation, we aim to find an ellipsoid E0 ⊃𝑊𝑡+1 that is independent of the
new constraint ℓ𝑡+1 added. In particular, the above properties guarantee it is enough to find E0
containing𝑊𝑡 × [−1, 1] ⊃𝑊𝑡+1. With this insight, we can easily prove the following result:

Lemma 4.1. Let E(𝑧, 𝑃) be any ellipsoid containing𝑊𝑡 . Then, the ellipsoid E0 (𝑧′, 𝑃 ′) given by

𝑧′ =

[
𝑧

0

]
𝑃 ′ = (𝑡 + 3)

[
1

𝑡+2𝑃 0

0 1

]
contains𝑊𝑡 × [−1, 1] and, thus, can be used as the starting ellipsoid for the rounding algorithm.

From the above lemma, we can note two main points. First, the ellipsoid E0 can be efficiently

computed from the rounding ellipsoid E𝑟𝑛𝑑 , incurring a negligible performance penalty. Second,

since the rounding ellipsoid E𝑟𝑛𝑑 is very “tight” around𝑊𝑡 , then E0 should not be far from being a

rounding ellipsoid for𝑊𝑡+1 as well, and the rounding procedure should intuitively converge in few

iterations.

4.3.2 An Optimized Rounding Algorithm. In the original ellipsoid computation algorithm of Lovász

[24], checking if 𝛾E ⊂ 𝑊 requires computing the extreme points of E, a process that uses the

eigenvalues and eigenvectors of the scaling matrix 𝑃 . However, due to round-off errors introduced

by each rounding iteration, 𝑃 may no longer be positive-definite, making it infeasible to compute

the extreme points. To avoid these numerical issues, we introduce a new ellipsoid computation

algorithm for convex bodies of the form𝑊 = {𝑤 ∈ R𝑛 : ∥𝑤 ∥ ≤ 1 and 𝑎𝑇𝑖 𝑤 ≤ 0, 1 ≤ 𝑖 ≤ 𝑚} which
avoids the diagonalization step and allows for a numerically stable implementation.

In our version of the ellipsoid algorithm, we follow the same procedure outlined in Algorithm 2.

In particular, this means that there are two main steps to consider: how to check if 𝛾E ⊂𝑊 and, if

that is not the case, find a half-space 𝐻 satisfying 𝛼 (E, 𝐻 ) > −𝛾 . To tackle the first problem, we

rely on the following result:

Lemma 4.2. Consider the convex body𝑊 = {𝑤 ∈ R𝑛 : ∥𝑤 ∥ ≤ 1 and 𝑎𝑇𝑖 𝑤 ≤ 0, 1 ≤ 𝑖 ≤ 𝑚} and let
E(𝑧, 𝑃) be an ellipsoid. Then, for any 𝛾 > 0 we have

𝛾E ⊂𝑊 ⇐⇒ max

1≤𝑖≤𝑚
𝛼𝑖 ≤ −𝛾 and max

∥𝑤 ∥=1
𝛼𝑤 ≤ −𝛾

where 𝛼𝑖 = 𝛼 (E, 𝐻 (𝑎𝑖 , 0)) = 𝑧𝑇𝑎𝑖/
√︃
𝑎𝑇
𝑖
𝑃𝑎𝑖 and 𝛼𝑤 = 𝛼 (E, 𝐻 (𝑤, 1)) = (𝑧𝑇𝑤 − 1)/

√
𝑤𝑇𝑃𝑤 .

The above result also helps with the solution for the second part of the algorithm, that is,

finding a cutting half-space 𝐻 (𝑎, 𝑏) satisfying 𝛼 (E, 𝐻 ) > −𝛾 . First, let’s define 𝑖∗ = argmax𝑖 𝛼𝑖 and

𝑤∗ = argmax∥𝑤 ∥=1 𝛼𝑤 . If 𝛾E ⊄𝑊 then either 𝛼𝑖∗ > −𝛾 or 𝛼𝑤∗ > −𝛾 , meaning that either 𝐻 (𝑎𝑖∗ , 0)
or 𝐻 (𝑤∗, 1) can be chosen as cutting half-space.

Now, the only point remaining is how to computemax∥𝑤 ∥=1 𝛼𝑤 . This is a non-linear, constrained
optimization problem for which many efficient solvers exist (e.g. SLSQP, COBYLA). However, since

calling the solver can be expensive if done repeatedly, we introduce two small optimizations:

• Only call the solver if 𝛼𝑖∗ ≤ −𝛾 : in other words, we use the cuts 𝐻 (𝑎𝑖 , 0), which are relatively

cheap to compute, until no longer possible.
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Algorithm 3 Optimized rounding algorithm

Input: convex body𝑊 = {𝑤 ∈ R𝑛 : ∥𝑤 ∥ ≤ 1∧𝑎𝑇𝑖 𝑤 ≤ 0, 1 ≤ 𝑖 ≤ 𝑚}, ellipsoid E0 = E(𝑧0, 𝑃0) ⊃𝑊 ,

threshold 0 < 𝛾 < 1

𝑛

Output: An ellipsoid E satisfying 𝛾E ⊂𝑊 ⊂ E
1: 𝑘 ← 0

2: while True do
3: 𝛼𝑖∗ ← max𝑖

𝑧𝑇
𝑘
𝑎𝑖√

𝑎𝑇
𝑖
𝑃𝑘𝑎𝑖

4: 𝛼𝑧 ← ∥𝑧𝑘 ∥ ( ∥𝑧𝑘 ∥−1)√︃
𝑧𝑇
𝑘
𝑃𝑘𝑧𝑘

5: if 𝛼𝑖∗ ≥ 𝛼𝑧 and 𝛼𝑖∗ > −𝛾 then
6: E𝑘+1 ←𝑚𝑖𝑛𝑖𝑚𝑢𝑚_𝑣𝑜𝑙𝑢𝑚𝑒_𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 (E, 𝐻 (𝑎𝑖∗ , 0))
7: else if 𝛼𝑧 ≥ 𝛼𝑖∗ and 𝛼𝑧 > −𝛾 then
8: E𝑘+1 ←𝑚𝑖𝑛𝑖𝑚𝑢𝑚_𝑣𝑜𝑙𝑢𝑚𝑒_𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 (E, 𝐻 (𝑧𝑘 , ∥𝑧𝑘 ∥))
9: else
10: 𝛼𝑤∗ ← max∥𝑤 ∥=1

𝑤𝑇 𝑧𝑘−1√
𝑤𝑇 𝑃𝑘𝑤

11: if 𝛼𝑤∗ ≤ −𝛾 then
12: return E𝑘
13: end if
14: E𝑘+1 ←𝑚𝑖𝑛𝑖𝑚𝑢𝑚_𝑣𝑜𝑙𝑢𝑚𝑒_𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 (E𝑘 , 𝐻 (𝑤∗, 1))
15: end if
16: 𝑘 ← 𝑘 + 1
17: end while

• Only call the solver if 𝛼𝑧 = 𝛼 (E, 𝐻 (𝑧, ∥𝑧∥)) ≤ −𝛾 : the cut 𝐻 (𝑧, ∥𝑧∥) has the interesting

property that 𝛼𝑧 < 0 ⇐⇒ ∥𝑧∥ < 1. In particular, the condition 𝛼𝑧 ≤ −𝛾 < 0 allows us to

avoid calling the solver when 𝑧 ∉𝑊 .

Finally, by putting together all of the above considerations, we are now ready to present our

optimized rounding algorithm for𝑊 , described in Algorithm 3.

One last point to discuss is the numerical stability of our rounding algorithm. A main point of

concern is computing the quantity 1/
√
𝑎𝑇𝑃𝑎 for some vector 𝑎 ≠ 0. As we previously discussed,

round-off errors may cause 𝑃𝑘 to no longer be positive-definite, which leads to 𝑎𝑇𝑃𝑎 ≤ 0. Similarly,

this problem is also known to occur within the minimum volume ellipsoid routine, for which a few

solutions have already been proposed in the literature [4, 13].

Our method of choice is to use the 𝐿𝐷𝐿𝑇 decomposition of 𝑃 [13]. By doing so, we can write

𝑎𝑇𝑃𝑎 =
∑

𝑖 𝐷𝑖𝑖 (𝐿𝑇𝑖 𝑎)2, which is guaranteed to be positive. Additionally, the minimum volume

ellipsoid routine can be modified to directly update the matrices 𝐿 and 𝐷 in a numerically stable

way, and we no longer have to store the scaling matrix 𝑃 ; refer to Appendix C for the complete

implementation details. We also note that although this procedure could also be applied to Lovász’s

rounding algorithm, we would still have to store or compute the scaling matrix 𝑃 since it is

necessary for the diagonalization step. In contrast, our solution removes the diagonalization step

and eliminates the dependency on 𝑃 via the decomposition, thus solving the numerical instability

issue.
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4.4 Hit-and-run’s Starting Point
Hit-and-run starts by finding a point𝑤0

inside𝑊𝑡 . Although this could be done by solving a linear

programming task, it can take a significant amount of time. Instead, we rely on the rounding

procedure: since the computed ellipsoid E(𝑧, 𝑃) satisfies 𝛾E ⊂𝑊𝑡 for some 𝛾 > 0, it also guarantees

that 𝑧 ∈𝑊𝑡 , which can be used as a starting point for hit-and-run.

5 A FACTORIZED VERSION SPACE ALGORITHM
To improve the efficiency of version space (VS) algorithms on large data sets, we aim to augment

them with additional insights obtained in the user labeling process. In particular, we observe that

when a user labels a data instance, the decision-making process can often be broken into a set of

simple, independent “yes” or “no” questions that, when combined, derive the final answer. Let’s

consider the following example: when a customer decides whether a car model is of interest, she

can have the following questions in mind:

• 𝑄1
: Is the gas mileage good enough?

• 𝑄2
: Is the vehicle spacious enough?

• 𝑄3
: Is the color a preferred one?

We do not expect the user to specify his questions precisely as classification models, which would

require knowing the exact shape of the decision function and all constants used. In fact, we only

expect the user to have a high-level intuition of the set of questions and their related attributes.

Factorization Structure. Formally, we model the user intuition of the set of questions and their

relevant attributes as a factorization structure. Let us model the decision-making process using

a complex question 𝑄 defined on an attribute set 𝑨 of size 𝑑 . Based on user intuition, 𝑄 can be

broken into simple independent questions {𝑄1, . . . , 𝑄𝑆 } with each𝑄𝑠
posed on a subset of attributes

𝑨𝑠 ⊂ 𝑨. The family of attribute sets (𝑨1, · · · ,𝑨𝑆 ) may be disjoint or overlapping in attributes as

long as the user believes that decisions for these smaller questions can be made independently.

(𝑨1, · · · ,𝑨𝑆 ) is referred to as the factorization structure.
The independence assumption in the decision process should not be confused with the data

correlation issue. For example, the color and size of cars can be statistically correlated, e.g., large

cars are often black. But the user decision does not have to follow the data characteristics; e.g., the

user may be interested in large cars that are red. As long as the user believes that his decisions

for the color and size are independent, the factorization structure ({color}, {size}) applies. On the

contrary, if the two attributes are not independent in the decision-making process, e.g., the user

prefers red for small cars and black for large ones, but the year of production is an independent

concern, then the factorization structure can be ({color size}, {year}).

Decision functions. Given a data instance 𝑥 , we denote 𝑥𝑠 = 𝑝𝑟𝑜 𝑗 (𝑥,𝑨𝑠 ) the projection of 𝑥 over
attributes 𝑨𝑠

. We use 𝑄𝑠 (𝑥𝑠 ) → {+,−} to denote the user’s decision on 𝑥𝑠 . Then, we assume that

the final decision from the answers to these questions is a boolean function 𝐹 : {+,−}𝑆 → {+,−}:

𝑄 (𝑥) = 𝐹 (𝑄1 (𝑥1), . . . , 𝑄𝑆 (𝑥𝑆 )) (11)

The most common example of a decision function is the conjunctive form, meaning that the user

requires each small question to be + to label the overall instance with +. Given that any Boolean

expression can be written in the conjunctive normal form, 𝑄1 (𝑥1) ∧ . . . ∧𝑄𝑆 (𝑥𝑆 ) already covers a

large class of decision problems, and it will be considered the default choice. We note that our work

can also support any other choice of decision function, but then it must be specified by the user.

Given the decision function 𝐹 , we aim to learn the subspatial decision functions, {𝑄1 (𝑥1),
. . . , 𝑄𝑆 (𝑥𝑆 )}, efficiently from a small set of labeled instances. For a labeled instance 𝑥 , the user

provides a collection of subspatial labels (𝑦1, . . . , 𝑦𝑆 ) ∈ {+,−}𝑆 to enable learning. We note that,

ACM Trans. Knowl. Discov. Data., Vol. 18, No. 3, Article 1. Publication date: December 2023.



Efficient Version Space Algorithms for Human-in-the-Loop Model Development 1:21

Symbol Description

𝑆 Number of subspaces in a factorization structure

𝑄 and 𝑄𝑠
Query representing the user interest and its decomposition into simpler sub-queries

𝐹 Decision function combining all 𝑄𝑠
into 𝑄 : 𝑄 (𝑥) = 𝐹 (𝑄1 (𝑥1), . . . , 𝑄𝑆 (𝑥𝑆 ))

(𝑨1, . . . ,𝑨𝑆 ) Factorization structure, 𝑨𝑠
being the set of attributes involved in sub-query 𝑄𝑠

H𝑓 Factorized hypothesis spaceH 1 × . . . ×H𝑆

H𝑠
Set of classifiers modeling sub-query 𝑄𝑠

𝐻 Factorized classifier (ℎ1, . . . , ℎ𝑆 ) ∈ H𝑓 with ℎ
𝑠 ∈ H𝑠

V𝑓 Factorized version spaceV1 × . . . ×V𝑆
withV𝑠

being the VS over subspace 𝑠

𝜋𝑓 Prior overH𝑓 /∼; under independence assumption can be factorized as 𝜋1 × . . . × 𝜋𝑆
𝑝𝑠𝑥,± Cut probability for each positive / negative class in subspace 𝑠

C Set of categories in a categorical subspace

𝑇 𝑠
, 𝑆𝑠 Time and space complexities in computing 𝑝𝑠𝑥,±

Table 3. Notation table for Section 5

while this process requires more annotation effort from the user, it should not demandmore thinking
effort than deriving the global label.

Generality. In what follows, we compare our factorization framework with similar works in the

literature. First, we note the differences in our factorization framework from Huang et al. [18]:

• Our factorization is applied to version space algorithms, while Huang et al. [18] does not

consider them at all.

• We eliminate the assumption that either the set {𝑥𝑠 : 𝑄𝑠 (𝑥𝑠 ) = +} or the set {𝑥𝑠 : 𝑄𝑠 (𝑥𝑠 ) = −}
are convex objects.

• The global decision function 𝐹 must be conjunctive in Huang et al. [18], which is relaxed to any

boolean expression in our work. More precisely, our factorized algorithms can support any

non-conjunctive decision function, but in those cases, the user should provide its particular

expression at the beginning of the exploration process.

Another line of related work is the data programming systems such as Snorkel [2, 31]. In such

systems, users have to provide labeling functions whose predictions are correlated with the labeling

task at hand. However, the user usually has to manually tune one or more parameters in such

functions, which can have a large impact on the prediction quality if not properly done. In more

recent work, Snuba [39], such constants could be automatically tuned by relying on a small pool

of hundreds to thousands of labeled points. In contrast, our factorization framework only requires

knowing which sets of attributes compose each subspace; no initial pool of labeled data or manual

tuning of parameters is required.

Finally, we also discuss how our idea of “factorization” compares with other works in Machine

Learning. For example, we can mention the “matrix factorization” technique in recommender sys-

tems and the “factorization of probability distributions” in probabilistic graphical models. However,

the general concept of “breaking something complex into several simple parts” remains in all of

these works, including ours: in our case, the user prediction function 𝑄 (𝑥) is broken down into

several simpler predictors 𝑄𝑠 (𝑥𝑠 ), which can then be pieced together into the final prediction

𝑄 (𝑥) = 𝐹 (𝑄1 (𝑥1), . . . , 𝑄𝑆 (𝑥𝑆 )).
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Color (B/R) Size (S/L) Label
B(lack) L(arge) {-, +}
B(lack) S(mall) {-, +}
R(ed) L(arge) {-, +}
R(ed) S(mall) {-, +}

Version Space V (size = 16)

A labeled 
example 

(BL,  ‘–’) 

Version Space V (size = 8)

Color 
(B/R)

Label

B(lack) {-, +}
R(ed) {-, +}

Size 
(S/L)

Label

L(arge) {-, +}
S(mall) {-, +}

Version Space V (size = 16)

A labeled example

((B,  ‘–’), (L,  ‘+’))

Color 
(B/R)

Label

B(lack) { - }
R(ed) {-, +}

Size 
(S/L)

Label

L(arge) { + }
S(mall) {-, +}

Version Space V (size = 4)

Color (B/R) Size (S/L) Label
B(lack) L(arge) { - }
B(lack) S(mall) {-, +}
R(ed) L(arge) {-, +}
R(ed) S(mall) {-, +}

(a) Without factorization

(b) With factorization

Fig. 3. Illustration of factorization on the version space.

5.1 Introduction to Factorized Version Space
We now give an intuitive description of the factorized version space, deferring a formal definition

to Section 5.3.

Without factorization, our problem is to learn a classifier ℎ (e.g., a kernel classifier) from a labeled

data set L = {(𝑥𝑖 , 𝑦𝑖 )}, where 𝑥𝑖 is a data instance on the attribute set 𝑨 and 𝑦𝑖 ∈ {+,−}. The
version spaceV includes all possible configurations of ℎ (e.g., all possible bias and weight vector

of the kernel classifier) consistent with L.
Given a factorization structure (𝑨1, · · · ,𝑨𝑆 ), we define 𝑆 subspaces with the 𝑠-th subspace

including all the data instances projected on 𝑨𝑠
. Then, our goal is to learn a classifier ℎ𝑠 for each

subspace 𝑠 from its labeled set L𝑠 = {(𝑥𝑠𝑖 , 𝑦𝑠𝑖 )}, 𝑦𝑠𝑖 being the subspatial label for 𝑥𝑠𝑖 . For the classifier
ℎ𝑠 , its version space, V𝑠

, includes all possible configurations of ℎ𝑠 that are consistent with L𝑠
.

Across all subspaces, we can reconstruct the version space via V𝑓 = V1 × . . . × V𝑆
. For any

unlabeled instance, 𝑥 , we can use 𝐹 (ℎ1 (𝑥1), . . . , ℎ𝑆 (𝑥𝑆 )) to predict a label.

At this point, one may wonder what benefit factorization provides in the learning process. We

use the following example to show that factorization may enable a faster reduction of the version

space, hence enabling faster convergence to the correct classification model.

Example. Figure 3 shows an example in that the user considers the color and the size of cars,

where the color can be black (B) or red (R), and the size can be large (L) or small (S), resulting

in four combinations of vehicles in total. Figure 3(a) shows that without factorization and in the

absence of any user-labeled data, the version space contains 16 possible classifiers that correspond

to all possible combinations of {+,−} labels assigned to the four types of cars. Once we obtain the

‘−’ label for the type BL (color = Black and size = Large), the version space is reduced to the 8

classifiers that assign the ‘−’ label to BL.

Next, consider factorization. In the absence of labeled data, Figure 3(b) shows that the subspace

for color includes two types of cars, B and R, and its version space includes 4 possible classifiers

that correspond to all combinations of {+,−} labels over these two types of cars. Similarly, the

subspace for size also includes 4 classifiers and, by combining both, we have 16 possible classifiers

in total. Once BL is labeled, this time with two subspatial labels ((B,−), (L,+)), each subspace has

only two classifiers left, yielding 4 remaining classifiers across the two subspaces. As can be seen,
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Algorithm 4 A Factorized Version Space Algorithm

Input: data set X, initial labeled set L0, data sample size𝑚1, per labeling iteration subsample size

𝑚2, version space sample size𝑀

1: 𝑆 ← 𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒 (X,𝑚1)
2: L = L0, U = 𝑆

3: while user is still willing do
4: U′ ← subsample(U,𝑚2)
5: for each subspace 𝑠 do
6: U𝑠 ← {𝑥𝑠 , for 𝑥 ∈ U′}
7: L𝑠 ← {(𝑥𝑠 , 𝑦𝑠 ), for (𝑥,𝑦) ∈ L}
8: {𝑝𝑠𝑥,+ (𝑥)}𝑥∈U′ ← compute_cut_probability(L𝑠 ,U𝑠 , 𝑀)
9: end for
10: 𝑥∗ ← selection_strategy(U′, 𝑝1𝑥,+, . . . , 𝑝𝑆𝑥,+)
11: 𝑦∗ ← get_labels_from_user(𝑥∗)
12: L,U ← L ∪ {(𝑥∗, 𝑦∗)},U/{𝑥∗}
13: end while
14: for 𝑘 from 1 to 𝑆 do
15: 𝑀𝑉 𝑠 ← train_majority_vote_classifier(L𝑠 )
16: end for
17: ℎ𝑓 𝑖𝑛𝑎𝑙 ← 𝑥 ↦→ 𝐹 (𝑀𝑉 1 (𝑥1), . . . , 𝑀𝑉 𝑆 (𝑥𝑆 ))
18: return ℎ𝑓 𝑖𝑛𝑎𝑙

with factorization, each labeled instance offers more information and hence can lead to a faster

reduction of the version space.

5.2 Overview of a Factorized Version Space Algorithm
Based on the above insight, we propose a new active learning algorithm called the factorized version
space algorithm. It leverages the factorization structure provided by the user to create subspaces

and factorizes the version space accordingly to perform active learning in each subspace.

Algorithm 4 shows the pseudocode of our algorithm. It starts by taking a labeled data set (which

can be empty) and creating a memory-resident sample from the underlying large data set as

an unlabeled poolU (lines 1-2). This is done for efficiency reasons to guarantee the interactive

performance of our algorithm, as discussed in Section 3.4. Then, it proceeds to an iterative procedure

(lines 3-13): In each iteration, the unlabeled pool may be further subsampled to expedite learning,

thus obtainingU′ (line 4). Then the algorithm considers each subspace (lines 5-9), including both

labeled instances, (𝑥𝑠 , 𝑦𝑠 ) ∈ L𝑠
, and unlabeled instances, 𝑥𝑠 ∈ U𝑠

, projected to this subspace. The

key step is to compute, for each unlabeled instance 𝑥 , how much its projection 𝑥𝑠 can reduce the

version space V𝑠
once its label is acquired (line 8). This step requires efficient sampling of the

version spaceV𝑠
, as shown in Section 4. Once the above computation completes for all subspaces,

the algorithm chooses the next unlabeled instance that can result in the best reduction of the

factorized version spaceV𝑓 = V1 × . . . ×V𝑆
(line 10). Our work proposes different strategies and

proves the optimality of these strategies, as we detail in Sections 5.3–5.5. The selected instance

is then presented to the user for labeling, and the unlabeled pool is updated. The algorithm then

proceeds to the next iteration.

Once the user wishes to stop exploring, a majority vote classifier (Section 3.4.1) is trained for

each subspace 𝑘 (lines 14-16). Finally, given𝑀𝑉 𝑠
for each subspace, the algorithm builds the final
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classifier 𝐹 (𝑀𝑉 1, . . . , 𝑀𝑉 𝑆 ) (line 17), which can then be used to label all points in the entire data

set X.

5.3 Bisection Rule over Factorized Version Space
Let’s suppose that a factorization structure (𝑨1, · · · , 𝑨𝑆 ) is given. For each subspace 𝑠 , the user

labels the projection 𝑥𝑠 of 𝑥 over 𝑨𝑠
based on a hypothesis from a hypothesis classH𝑠

with prior

probability distribution 𝜋𝑠 . The user then provides a binary label {+,−} for each subspace; in other

words, for each 𝑥 a collection of subspatial labels (𝑦1, . . . , 𝑦𝑆 ) ∈ Y𝑓 = {+,−}𝑆 is provided by the

user.

Definition 5.1 (Factorized hypothesis and factorized hypothesis space). Define a factorized hypoth-

esis as any function 𝐻 : X → Y𝑓 such that

𝐻 (𝑥) = (ℎ1, . . . , ℎ𝑆 ) (𝑥) = (ℎ1 (𝑥1), . . . , ℎ𝑆 (𝑥𝑆 ))

𝐻 belongs to the product spaceH𝑓 = H 1 × . . . ×H𝑆
, which we call the factorized hypothesis

space.

We assume that the user labels the subspaces independently and consistently within each

subspace.

Definition 5.2 (Factorized version space). LetL be the labeled set at any iteration of active learning.

We define the factorized version space as

V𝑓 = {𝐻 ∈ ˆH𝑓 : 𝐻 (𝑥) = 𝑦 for all (𝑥,𝑦) ∈ L}

Additionally, we note thatV𝑓 is equivalent to
∏

𝑠 V𝑠 = V1 × . . . ×V𝑆
, where

V𝑠 = {ℎ ∈ ˆH𝑠
: ℎ(𝑥𝑠 ) = 𝑦𝑠 for all (𝑥,𝑦) ∈ L}

is the version space at subspace 𝑠 .

Given the assumption of independent labeling among the subspaces, the prior probability distri-

bution over the factorized hypothesis space is 𝜋𝑓 = 𝜋1 × . . . × 𝜋𝑆 . Now, by applying the bisection

rule to (X,Y𝑓 ,H𝑓 , 𝜋𝑓 ), we can define we strategy below:

Definition 5.3 (Factorized greedy selection strategy). Let 𝑝𝑥,𝑦 = P(𝐻 (𝑥) = 𝑦 |𝐻 ∈ V𝑓 ). The
factorized greedy strategy is defined as

argmax

𝑥∈U
1 −

∑︁
𝑦∈Y𝑓

𝑝2𝑥,𝑦 (12)

Additionally, by noting that min
𝐻 ∈ ˜H �̃� (𝐻 ) =

∏
𝑠 minℎ𝑠 ∈H𝑠 𝜋𝑠 (ℎ𝑠 ), the following theorem is a

direct application of Equation (3):

Theorem 5.4 (Number of iterations with factorization). The factorized greedy strategy in
(12) takes at most

𝑂𝑃𝑇𝑓 ·
(
1 +

𝑆∑︁
𝑠=1

log

(
1

minℎ𝑠 𝜋
𝑠 (ℎ𝑠 )

))2
iterations in expectation to identify a hypothesis randomly drawn from 𝜋𝑓 , where𝑂𝑃𝑇𝑓 is the minimum
number of iterations across all strategies that continue until the target hypothesis over all subspaces
has been found.
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It is interesting to notice that 𝑂𝑃𝑇𝑓 requires the classifiers to continue exploring until the user’s
concept is found in every subspace. As one can intuitively expect, the value of 𝑂𝑃𝑇𝑓 is governed by

the most complex subspace in the factorization in terms of data distribution and complexity of the

hypothesis classH𝑠
.

Finally, we derive a simplified computation of the factorized greedy strategy (12):

Theorem 5.5. Let 𝑝𝑠𝑥,± = P(ℎ(𝑥𝑠 ) = ± | ℎ ∈ V𝑠 ). The factorized greedy selection strategy (12) is
equivalent to

argmax

𝑥∈U
1 −

𝑆∏
𝑠=1

(1 − 2𝑝𝑠𝑥,+𝑝𝑠𝑥,−) (13)

5.4 Factorized Squared-Loss Strategy
We also propose a variant of the greedy strategy, called the squared-loss strategy, for selecting the

next example for labeling:

argmax

𝑥∈U

𝑆∑︁
𝑠=1

2𝑝𝑠𝑥,+𝑝
𝑠
𝑥,− (14)

Intuitively, this strategy follows the same intuition as the greedy strategy: find an example 𝑥

that simultaneously halves allV𝑠
. This strategy also has very similar performance guarantees to

the greedy strategy:

Theorem 5.6 (Factorized sqared-loss strategy). The squared-loss strategy takes at most

𝑆 ·𝑂𝑃𝑇𝑓 ·
(
1 +

𝑆∑︁
𝑠=1

log

(
1

minℎ𝑠 𝜋
𝑠 (ℎ𝑠 )

))2
iterations in expectation.

5.5 Factorized Product-Loss Strategy
One problem with the previous strategies is that they attempt to find 𝐻 ∗ ∈ H𝑓 that correctly infers

all subspatial labels, without taking into account the final prediction 𝐹 (𝐻 (𝑥)) of our classifier. For
example, if changing a single subspatial label does not affect the final prediction 𝐹 (𝐻 (𝑥)), it is not
worth spending any effort in reducing the version space of this particular subspace.

With this idea in mind, let us define a function 𝐹 mapping each𝐻 ∈ H𝑓 into the classifier making

the final predictions: 𝐹 (𝐻 ) (𝑥) = 𝐹 (𝐻 (𝑥)). Given some labeled data L, the set of final, consistent
classifiers is given by

˜V𝑓 = {𝐹 (𝐻 ) : 𝐻 (𝑥) = 𝑦,∀(𝑥,𝑦) ∈ L}
Now, our selection strategy follows the same principle of the version space bisection rule: select

the point 𝑥 which halves the set of consistent classifiers
˜V𝑓 in half, that is

argmax

𝑥∈U
2𝑝𝑥,+𝑝𝑥,− (15)

where 𝑝𝑥,± = P(𝐹 (𝐻 (𝑥)) = ± | [𝐻 ] ∈ V𝑓 ) =
∑

𝑦:𝐹 (𝑦)=±
∏𝑆

𝑘=1
𝑝𝑠𝑥,𝑦𝑠 . We call it the product-loss

strategy because, in the popular case of conjunctive 𝐹 , it simplifies to

𝑝𝑥,+ =
𝑆∏
𝑠=1

𝑝𝑠𝑥,+

ACM Trans. Knowl. Discov. Data., Vol. 18, No. 3, Article 1. Publication date: December 2023.



1:26 Luciano Di Palma, Yanlei Diao, and Anna Liu

The above strategy is a hybrid between the unfactorized and factorized version space bisection

rules. On one hand, it splits the version space according to the binary prediction 𝐹 (𝐻 (𝑥)) ∈ {−, +},
repeating this procedure until one single equivalence class [𝐹 (𝐻 ∗)] of binary classifiers remains. On

the other hand, the version space
˜V𝑓 itself is composed of classifiers consistent with all subspatial

labels and not only the final labels. In conclusion, the hybrid nature of this strategy should intuitively

guarantee a faster convergence speed than our previous factorized strategies.

5.6 Optimization for Categorical Subspaces
The factorization framework also leads to a simple treatment of categorical variables. Assume

that all attributes are categorical in a given subspace 𝑠 , and let C = {𝑥𝑠 : 𝑥 ∈ X} be the set of
all different categories in the data. Instead of encoding these values to numbers (e.g., using the

one-hot encoding), we define a categorical hypothesis class H𝑐𝑎𝑡 = {ℎ : C → {+,−}} to model

the user interest over this subspace; in other words, each classifier represents a {+,−}-vector over
categories indicating which are interesting or not. In particular, it is easy to implement the version

space bisection rule overH𝑐𝑎𝑡
: given some labeled data L𝑠

and by assuming a uniform prior, the

version space cut probabilities are easily shown to be

𝑝𝑐,+ =


1, if (𝑐, +) ∈ L𝑠

0, if (𝑐,−) ∈ L𝑠

0.5, otherwise

(16)

which can be directly plugged into Equations (13) or (14). During prediction, we simply use the

majority vote classifier definition𝑀𝑉 𝑐𝑎𝑡 (𝑐) = + ⇐⇒ 𝑝𝑐,+ > 0.5 ⇐⇒ (𝑐, +) ∈ L.
We also note that these cut probabilities are extremely efficient to compute: compared to our

version space algorithm, it does not require any sampling procedure or optimization: a simple

memorization of the categories and labels is enough.

5.7 Time and Space Complexity
Finally, we discuss the time and space complexity of the factorized algorithms in Sections 5.4–5.6.

Let’s first look at time complexity. Let 𝑇 𝑠
be the time complexity of the algorithm estimating

𝑝𝑠𝑥,± over all unlabeled examples 𝑥 ∈ U in subspace 𝑠 . Then, a naive (e.g., serial) implementation of

our factorized strategies will take O
(∑𝑆

𝑠=1𝑇
𝑠 + |U|𝑆

)
to complete, where the last term is the time

taken to compute Equations 13–15. However, we can easily improve this complexity by computing

all 𝑝𝑠𝑥,± in parallel, which gives a complexity of O (max𝑠 𝑇
𝑠 + |U|𝑆).

Now, let’s consider the space complexity. For each subspace 𝑠 , we need to maintain some data

structures in memory allowing us to efficiently compute 𝑝𝑠𝑥,± (e.g. hit-and-run sample, rounding

ellipsoid). If we denote such space complexity by 𝑆𝑠 , then it is clear that a factorized strategy costs∑𝑆
𝑠=1 𝑆

𝑠
of space, irrespective of the serial or parallel computation strategies discussed above.

Finally, we note that our results in Section 5.6 make categorical subspaces very lightweight to

process, which can significantly reduce the final complexity of factorized strategies. In fact, each

such subspace only costs O(1) time and O(|C|) space, where |C| is the number of categories.

6 EXPERIMENTAL EVALUATION
In this section, we evaluate our proposed techniques against state-of-the-art active learners [15, 18,

33, 37] in terms of accuracy (using F-score) and efficiency (execution time in each labeling iteration).

Note that F-score is the harmonic mean of precision and recall for retrieving objects in the positive

class and a suitable measure when the user interest covers a small portion of the data set, which is
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Query 𝑠𝑒𝑙 (%) Dim 𝑆 Is Convex

SDSS 01 0.1 2 1 T

SDSS 02 0.1 2 1 T

SDSS 03 0.1 2 1 T

SDSS 04 0.1 2 1 T

SDSS 05 0.01 4 2 T

SDSS 06 0.01 6 3 F

SDSS 07 7.8 4 2 F

SDSS 08 5.5 7 5 T

SDSS 09 1.5 5 4 T

SDSS 10 0.5 5 5 T

SDSS 11 0.1 5 5 F

Query 𝑠𝑒𝑙 (%) Dim 𝑆 Is Convex

Car 01 0.32 6 (58) 6 T

Car 02 0.27 8 (37) 8 T

Car 03 0.27 8 (35) 6 T

Car 04 0.25 6 (14) 6 T

Car 05 0.23 6 (418) 6 T

Car 06 0.34 4 (49) 4 T

Car 07 0.82 6 (59) 6 T

Car 08 0.32 8 (26) 8 T

Car 09 0.30 4 (12) 4 T

Car 10 0.36 8 (31) 8 T

Car 11 0.29 6 (26) 6 T

Car 12 0.20 4 4 T

Car 13 0.29 10 (24) 10 T

Car 14 0.23 5 (29) 5 T

Car 15 0.91 6 (51) 6 T

Car 16 0.21 4 (12) 4 T

Car 17 0.20 6 (49) 6 T

Car 18 0.20 6 (17) 6 T

Table 4. Collection of the most relevant properties of each user interest pattern over SDSS and Car data
sets, where 𝑠𝑒𝑙 is the selectivity, “Dim” the number of features, and 𝑆 is the number of subspaces. If a query
involves categorical attributes, the “Dim” column also displays in parenthesis the number of features after
one-hot encoding.

often the case in large data set exploration. Our evaluation particularly focuses on F-score in the

first 200 labeling iterations as our work aims to address the slow start problem. All algorithms are

part of our Python-based prototype.
6

6.1 Experimental Setup
Data sets and user interest patterns: We use two real-world data sets and user interest patterns

to evaluate our techniques:

(1) Sloan Digital Sky Survey (SDSS, 190 million points): The data set contains the “PhotoObjAll"

table with 510 attributes and 190 million sky observations.
7
We used a 1% sample (1.9 million

points, 4.9GB) to create a data set for running active learning algorithms—our formal results

in Section 3.4 allowed us to use a sample for efficient execution, yet being able to approximate

the accuracy over the entire data set.

SDSS also offers a query release where the SQL queries reflect the data interest of scientists.
8

We extracted 11 queries to build a benchmark, as shown in Appendix D, and treated them as

the ground truth of the positive classes of 11 classifiers to be learned—our system does not
need to know these queries in advance but can learn them via active learning.

(2) Car data set (5622 points): This small data set was used in Huang et al. [18] to conduct a user

study, which generated 18 queries representing the true user interests. Categorical attributes

were preprocessed using one-hot encoding.

Table 4 contains a complete description of all user interest patterns. We have chosen these par-

ticular data sets because their user interest patterns are encoded as SQL queries, which enables the

extraction of factorization structures and, consequently, the evaluation of our factorized techniques.

The SQL text underlying each user pattern can be found in Appendix D.

6
Our code is available at https://github.com/AIDEmeProject/PythonMiddleware

7
http://www.sdss3.org/dr8/

8
http://skyserver.sdss.org/dr8/en/help/docs/realquery.asp
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Algorithms:We compare our algorithms to state-of-the-art VS strategies, including Simple Margin

(SM) [37], Query-by-Disagreement (QBD) [33], ALuMA [15], as well as a factorization-aware

algorithm, DSM [18]. When selecting the next point to label, each algorithm only considers a

sample of at most 50,000 unlabeled points. In our experiments, each active learning algorithm

starts with one positive and negative example chosen at random and runs up to 200 additional

labeled examples (iterations). At every iteration, the classification accuracy of each active learner

is computed over the entire data set used for training, which corresponds to the user’s interest

metric for practical use cases. Each experiment was repeated 10 times and individual results were

averaged.

Hyper-parameter tuning: Hyper-parameters were tuned via a standard grid-search procedure to

achieve the highest accuracy while running under interactive performance (or close to it). Based on

the results of this procedure, we set hyper-parameters of different algorithms as follows: All active

learners use an RBF kernel with a default scaling of 1/num_features, except for the SDSS 04 for

which we used 0.001. Algorithms relying on SVM (SM, QBD, DSM) use a penalty of 𝐶 = 10
5
. For

QBD, we use a background sample of 200 points weighted by 10
−5

during training. As for ALuMA,

16 hypotheses are sampled from the version space via independent hit-and-run chains of length

2000. Additionally, our OptVS algorithm samples 25 hypotheses from a single hit-and-run chain,

using a 100 steps burn-in and 100 steps thinning. In OptVS, we also added a small jitter of 10
−12

to

the diagonal of the kernel matrix, making it positive-definite. Additionally, we chose a rounding

parameter 𝛾 = 1/(𝑛 + 1)
√
𝑛, 𝑛 being the dimension of𝑊𝑡 .

Servers: Our experiments were run on four servers, each with 40-core Intel(R) Xeon(R) CPU

E5-2640 v4 @ 2.40GHz, 128GB memory, Python 3.7 on CentOS 7.

6.2 Sensitivity Study for OptVS
In this first experimental section, we perform a simple sensitivity analysis to understand how

changes in OptVS’ most important hyperparameters affect its performance and attempt to recom-

mend reasonable default values. In particular, we will focus on the Hit-and-Run sampling parameters

described in Section 4: the number of burn-in iterations 𝐵, the number of thinning iterations 𝑇 , and
the number of samples 𝑆 .
Expt 1 (Sensitivity Analysis): For this study we generated two synthetic data sets, 𝐷1 and

𝐷2, based of SDSS 01 and 02 queries. Each data set consists of 𝑁 = 10, 000 data points sampled

uniformly over [−
√
3,
√
3]4. The positive region consists of a centered hyper-rectangle [−𝐿, 𝐿]4 in

the case of 𝐷1 and a centered ball 𝐵(0, 𝑅) in the case of 𝐷2, with 𝐿 and 𝑅 chosen to contain 1% of

all data. Otherwise, the experimental conditions are identical as described above. We use synthetic

data sets for performance reasons: running OptVS for all SDSS queries would quickly become

intractable due to the large size of this data set and the high number of parameter combinations.

We begin by studying the impact of the thinning parameter 𝑇 on performance, as displayed in

Figure 4. First, we note that increasing 𝑇 tends to improve the convergence speed, irrespective

of the burn-in value 𝐵. For example, Figures 4(c) and 4(f) show the case of 𝐵 = 100, in which we

observe a difference of 5 to 20 F-Score points between the lines of smallest and largest 𝑇 values.

Additionally, we also observe that 𝑇 has less of an impact for smaller values of 𝐵. For example,

in the extreme case of 𝐵 = 1 showcased by Figures 4(a) and 4(d), we only observe a performance

difference of at most 5 F-Score points across all thinning choices.

Next, we observe the effect of the burn-in parameter 𝐵 as displayed in Figure 5. First, we note

that smaller values of 𝐵 tend to outperform larger values: For example, Figures 5(a) and 5(d) show

an improvement of up to 40 F-Score points between the 𝐵 = 1 and 𝐵 = 1000 lines. In addition,
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(b) 𝐷1, 𝐵 = 10
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(c) 𝐷1, 𝐵 = 100
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(d) 𝐷2, 𝐵 = 1
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(e) 𝐷2, 𝐵 = 10
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Fig. 4. Comparison of OptVS performance in terms of F-Score when varying the thinning 𝑇 from 1 to 1000
while fixing the burn-in 𝐵. In all plots, the number of samples 𝑆 was fixed to 16.
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(b) 𝐷1, 𝑇 = 10
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(c) 𝐷1, 𝑇 = 100
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(d) 𝐷2, 𝑇 = 1
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(e) 𝐷2, 𝑇 = 10
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Fig. 5. Comparison of OptVS performance in terms of F-Score when varying the burn-in 𝐵 from 1 to 1000
while fixing the thinning 𝑇 . In all plots, the number of samples 𝑆 was fixed to 16.
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Fig. 6. Comparison of OptVS performance in terms of F-Score when varying the number of samples from 2

to 16. In all plots, the burn-in and thinning parameters were fixed to 𝐵 = 1 and 𝑇 = 100.

we observe that the burn-in parameter tends to have a reduced impact for larger values of 𝑇 .

By observing Figures 5(c) and 5(f) for example, we see that the performance between different

parameters does not differ by more than 10 F-Score points across all iterations.

Finally, Figure 6 displays the results for varying the number of samples 𝑆 after fixing 𝑇 and 𝐵 to

the best values found in the previous experiments. Overall, increasing the number of samples 𝑆

seems to provide a small improvement in performance, though much smaller than observed for 𝐵

or 𝑇 ; in fact, for both data sets we do not observe a difference larger than 10 F-Score points across

all iterations.

In conclusion, we can summarize our observations as follows:

• Thinning can substantially improve convergence speed: Thinning 𝑇 was shown to provide

substantial performance improvements, although these gains tend to reduce after a sufficiently

large number. We generally recommend using a value of 𝑇 = 100 or larger.

• Burn-in is generally not helpful: In all cases considered, adding a burn-in 𝐵 tends to have a

smaller impact on performance, especially for larger values of 𝑇 recommended above. For

these reasons, one can use any small value for 𝐵.

• The number of samples has minimal impact on performance: We have not observed any

significant improvements in performance by increasing 𝑆 by more than 4, which seems like a

good starting value to use.

The result of this sensitivity study also confirmed the result of our hyper-parameter tuning of

OptVS, which was used to report its results in the following experiments: indeed, we used 𝑇 = 100

while the other two parameters had only a limited impact on the overall performance.

6.3 Comparison to ALuMA
One major limitation of the ALuMA [15] algorithm is its costly preprocessing step: to support

kernels, it requires computing the kernel matrix over the entire data set before applying a dimen-

sionality reduction technique, a process that is very memory intensive. For this reason, we could

not run this preprocessing for the SDSS data set of 1.9M data points since a 10
6 × 106 matrix would

consume terabytes of memory.

Expt 2 (Comparison to ALuMA): To enable a more complete comparison with ALuMA,

additionally to the Car user patterns we also generate a synthetic data set corresponding to a

subsampled version of SDSS 02. More precisely, our synthetic data is composed of 𝑁 ∈ {1 ×
10

4, 2 × 104, 4 × 104} data points sampled uniformly over [−
√
3,
√
3]2, with the user interest region

being a centered ball containing 1% of the data. In all considered cases, after applying the ALuMA
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Fig. 7. Comparison of OptVS with ALuMA [15] and Simple Margin [37] in terms of classification accuracy
and time per iteration using a synthetic data set of various sizes.

preprocessing, the transformed data set has a dimensionality close to 300. We also note that while

ALuMA is run over this transformed data set, all other algorithms use the original data.

We start by observing the classification accuracy results of Figures 7 and 8. In all considered

cases, OptVS outperforms ALuMA at every iteration. Figures 8(a) and 8(c) show the results for two

particular Car queries. In each case, our algorithm manages to reach perfect accuracy within nearly

50 labeling iterations, with ALuMA still being at 80% and all other algorithms at 70% or below.

Additionally, Table 8 shows the complete set of results over all Car queries; over there, we can see

that OptVS offers a much faster convergence speed than ALuMA in earlier iterations, being, on

average, 20 F-score points higher across iterations 10 and 20.

Next, we observe how the algorithms compare in terms of time per iteration. Plot 7(c) displays

the time measurements over the most expensive synthetic query, while Figures 8(e)–8(f) contain

the two most expensive Car patterns. In all cases, ALuMA is by far the most expensive algorithm,

being around 10 times slower than OptVS. We also note that Simple Margin is the fastest algorithm

due to its efficient margin-based selection strategy.

In summary, we can draw the following conclusions:

• ALuMA preprocessing: ALuMA’s preprocessing step is very memory intensive and could not

be run beyond 40k data points. In contrast, OptVS has no such restrictions.

• Accuracy Improvement: In all data sets considered, OptVS outperforms ALuMA at every

iteration; for instance, over Car queries, we observed an improvement of 20 F-score points

in average over the initial iterations. Despite employing similar exploration strategies, the

difference in performance can be explained by two main factors: the use of rounding (Sec-

tion 4.3) to improve the version space sample quality and the high-dimensionality of data

after ALuMA’s preprocessing (around 300).

• Efficiency: In all observed cases, our OptVS algorithm runs around 0.1 seconds per iteration

at all times, while ALuMA takes close to 1 second. The performance benefits of our algorithm

come mainly from the single-chain sampling optimization of Section 4.2.

Due to the above, we will leave ALuMA out of consideration in the remaining experimental

evaluations.

6.4 Evaluating Our Techniques Using SDSS
Expt 3 (Factorization): We next study the effect of factorization by comparing OptVS with its

extension to factorization, Fact VS. For factorization, each predicate in the target query corresponds
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Fig. 8. Comparison of OptVS with other active learning techniques [15, 33, 37] in terms of classification
accuracy and time per iteration using the Car data set. In addition, we display in parenthesis the dimensionality
of each query after one-hot encoding.

to its own factorized subspace. 01–04 are not factorized because they are 2D queries. We also note

that 05–07 present no overlap of attributes across subspaces, while 08–11 present such an overlap.

For SDSS 05–11, Fact VS outperforms OptVS by a wide margin as displayed in Figures 9(a)-9(g).

In all cases, factorization provides a significant boost in performance; for 06 in particular, the

factorized version reaches > 90% F-score after 200 iterations while the non-factorized version

is still at < 10%. Also, we do not observe any performance difference between the greedy and

squared-loss strategies of factorization, despite the latter having a worse theoretical bound. As

for the product loss, results are nearly identical to the other two losses for most queries, except

08 and 11 for which the product loss performs significantly better. This confirms our intuition of

Section 5.5 that the product loss should converge faster since it attempts to directly reduce the

number of final classifiers instead of the factorized ones.

Finally, the running time of Fact VS is somewhat higher than OptVS due to the handling of

multiple subspaces and our current implementation that runs subspatial computations serially.

Figures 9(h) and 9(i) show the time for SDSS 08 and 10, which are the two most expensive queries

with 5 and 6 subspaces. The time per iteration is always below 4 seconds and, hence, satisfies

the requirement of interactive speed. Note that the time per iteration can be further improved if

subspatial computations are run concurrently, which is left to future work.

6.5 Comparing to Other Techniques Using SDSS
Expt 4 (Comparison to other algorithms): We next compare our algorithms to three active learn-

ing strategies: Simple Margin (SM) [37], Query-by-Disagreement (QBD) [33], and a factorization-

aware algorithm, DSM [18]. Our Factorized Version Space algorithm uses the product loss, which

tends to give better results. Figure 10 illustrates per-iteration measurements for a subset of queries,

while Tables 5–7 show a summary of our results.

ACM Trans. Knowl. Discov. Data., Vol. 18, No. 3, Article 1. Publication date: December 2023.



Efficient Version Space Algorithms for Human-in-the-Loop Model Development 1:33

0 25 50 75 100 125 150 175 200
Iteration

0.0

0.2

0.4

0.6

0.8

1.0

F-
S

co
re

Fact VS - Product
Fact VS - Greedy
Fact VS - Square
Opt VS

(a) SDSS 05 (4D), F-score

0 25 50 75 100 125 150 175 200
Iteration

0.0

0.2

0.4

0.6

0.8

1.0

F-
S

co
re

Fact VS - Product
Fact VS - Greedy
Fact VS - Square
Opt VS

(b) SDSS 06 (6D), F-score
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(c) SDSS 07 (4D), F-score
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(d) SDSS 08 (7D), F-score
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(e) SDSS 09 (5D), F-score
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(f) SDSS 10 (5D), F-score
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0 25 50 75 100 125 150 175 200
Iteration

0

1

2

3

4

Ti
m

e 
pe

r I
te

ra
tio

n 
(s

)

Fact VS - Product
Fact VS - Greedy
Fact VS - Square
Opt VS

(h) SDSS 08 (7D), Time

0 25 50 75 100 125 150 175 200
Iteration

0

1

2

3

4

Ti
m

e 
pe

r I
te

ra
tio

n 
(s

)

Fact VS - Product
Fact VS - Greedy
Fact VS - Square
Opt VS

(i) SDSS 10 (5D), Time

Fig. 9. Effects of factorization on performance using the SDSS data set. We also display in parenthesis the
dimensionality of each query.

We first consider the case without factorization. As Table 5 shows, our OptVS algorithm outper-

forms the two VS algorithms across the majority of queries, including DSM most time over SDSS

01–04. For example, let’s consider Figures 10(a) and 10(b) showing the results for SDSS 02 and 03.

During the initial iterations, OptVS improves much faster than other algorithms and remains the

best across all iterations of 02 and in most iterations of 03. We also observe that DSM eventually

surpasses kernel-based methods such as OptVS for rectangular patterns such as SDSS 01 and 03.

This difference comes from the different classification models being used: DSM’s polytope model

can easily capture such polygonal patterns, while the round-shaped RBF kernel will have trouble

learning the corners.

Tables 6 and 7 also display the results for the precision and recall metrics. In terms of precision,

we observe that OptVS outperforms other AL methods in all SDSS queries. In particular, this

difference can be especially large in early iterations, with OptVS outperforming SM and QBD by at

least 50 points in the first 50 iterations of SDSS 01–03. In terms of recall, however, we observe the

inverse behavior with QBD and SM scoring between 10 to 20 points higher in several cases during
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(c) SDSS 06 (6D), F-score

0 25 50 75 100 125 150 175 200
Iteration

0.0

0.2

0.4

0.6

0.8

1.0

F-
S

co
re

Fact VS
Fact DSM
Opt VS
SM

(d) SDSS 11 (5D), F-score
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Fig. 10. Comparison of OptVS and Fact VS with other active learning techniques [18, 37] in terms of
classification accuracy and time per iteration using the SDSS data set. We also display in parenthesis
the dimensionality of each query.

Query # 01 02 03 04 05 06

Fact VS – – – – – – – – – – – – 82 90 90 35 65 79
DSM 10 59 93 11 73 96 19 57 92 26 80 98 6 43 87 6 14 35

Opt VS 81 90 90 83 99 100 67 86 88 97 100 100 34 72 82 3 4 6

SM 8 42 90 9 48 95 15 63 80 86 98 100 3 37 74 5 7 10

QBD 4 26 81 5 32 82 18 62 83 91 96 97 0 2 24 4 4 5

Query # 07 08 09 10 11

Fact VS 56 71 92 73 86 97 54 76 93 50 63 86 62 77 86
DSM 62 70 65 76 87 94 43 68 87 55 76 89 50 65 79

Opt VS 29 36 40 77 83 89 23 37 50 32 44 60 36 40 58

SM 44 48 51 70 81 86 32 37 47 34 50 59 43 51 57

QBD 41 46 54 64 78 86 27 35 47 29 39 53 34 45 59

Table 5. F-score (in %) comparison at iterations 25, 50, and 100 of OptVS and Fact VS with other active
learning techniques [18, 33, 37] using the SDSS data set. Bold values represent the observed maximum across
all algorithms per query at the given iteration.

earlier iterations, although this difference tends to decrease as more points are labeled. From this,

we can conclude that OptVS tends to be more "conservative" in its estimates of the positive region

and incrementally expands its boundaries as more points are labeled. On the other hand, SM and

QBD tend to "overshoot" the positive region and gradually shrink it via new labeled examples.
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Query # 01 02 03 04 05 06

Fact VS – – – – – – – – – – – – 86 93 90 69 79 88

DSM 5 49 94 6 69 96 12 55 96 59 99 100 4 35 88 65 90 97
Opt VS 79 90 91 86 99 100 67 90 91 98 100 100 38 65 87 65 81 87

SM 4 31 90 5 40 95 9 55 80 99 100 100 1 25 74 51 65 82

QBD 2 16 79 2 21 78 10 51 88 97 97 96 0 1 14 4 5 15

Query # 07 08 09 10 11

Fact VS 81 84 96 81 82 97 77 89 94 79 82 91 83 85 90

DSM 76 81 71 79 88 94 70 91 98 70 85 93 77 92 96
Opt VS 64 65 64 81 87 89 48 66 65 58 60 75 79 69 63

SM 52 47 52 68 81 86 32 48 62 32 50 62 60 69 80

QBD 44 55 59 63 81 87 21 39 54 25 40 54 50 53 69

Table 6. Precision (in %) comparison at iterations 25, 50, and 100 of OptVS and Fact VS with other active
learning techniques [18, 33, 37] using the SDSS data set. Bold values represent the observed maximum across
all algorithms per query at the given iteration.

Query # 01 02 03 04 05 06

Fact VS – – – – – – – – – – – – 79 88 92 39 62 79
DSM 97 90 93 89 90 97 80 78 89 31 69 97 82 65 85 3 8 22

Opt VS 84 89 90 82 99 100 74 83 86 96 100 100 50 69 80 2 2 4

SM 84 88 89 91 88 96 72 86 88 77 97 100 74 79 75 3 4 6

QBD 100 82 87 100 84 92 77 86 79 87 94 98 100 99 81 6 6 3

Query # 07 08 09 10 11

Fact VS 48 64 90 74 94 98 45 68 92 37 53 82 51 71 83
DSM 59 67 69 76 87 94 35 56 79 49 69 86 39 52 68

Opt VS 36 37 42 79 84 88 21 24 38 23 35 54 35 48 55

SM 49 55 55 75 82 88 36 34 39 44 52 57 34 42 46

QBD 49 46 53 69 76 85 43 37 43 43 47 55 31 42 53

Table 7. Recall (in %) comparison at iterations 25, 50, and 100 of OptVS and Fact VS with other active learning
techniques [18, 33, 37] using the SDSS data set. Bold values represent the observed maximum across all
algorithms per query at the given iteration.

We next consider factorization. As Tables 5–7 show, our Fact VS outperforms others in the

majority of cases for all metrics considered, including DSM that uses factorization and stronger

assumptions. Figures 10(c) and 10(d) show the results for 06 and 11. In general, Fact VS outperforms

DSM, which in turn is an upper bound of all other non-factorized algorithms. In the particular case

of 10(c), after 100 iterations Fact VS is at > 80% accuracy, while DSM is still at 40%, and all of the

other alternatives are at 10% or lower.

Finally, Figures 10(e) and 10(f) show the running time of Fact VS, DSM, and OptVS for SDSS 06

and 11. In both cases, the two factorized algorithms take at most a couple of seconds per iteration,

thus being compatible in the interactive data exploration scenario. Moreover, we notice that DSM
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Fig. 11. Evaluating our optimization for categorical subspaces using the Car data set. We also display in
parenthesis the dimensionality of the query after one-hot encoding.

has a large warm-up time, being slower than Fact VS during the first 30 iterations. Thus, Fact

VS may be preferred to DSM given its better accuracy and lower time per iteration in the initial

iterations.

6.6 Comparing to Other Techniques Using CarQueries
This section has two main purposes: First, we confirm that our previous conclusions over the SDSS

dataset also hold over Cars queries. Second, we also demonstrate the benefits of the categorical

subspace optimization in Section 5.6, which manages to improve performance while speeding up

computation.

For the 18 queries over the Car data set, we do not observe a big performance difference between

our factorized VS algorithm (with product loss) and DSM; as shown in Table 8, in all cases, both

algorithms reach 100% accuracy in less than 20 iterations. This fast convergence is due to the data

sparsity, which allows more freedom in separating the positive and negative classes.

We also note that the new results for the precision and recall metrics are consistent with the SDSS

data set results: as shown in Tables 9 and 10, OptVS outperforms other non-factorized algorithms

in precision for almost every case while often underperforming in recall during early iterations.

Finally, we once again observe that factorized methods usually outperform non-factorized ones by

a large margin in all metrics considered.

Expt 5 (Optimization for categorical attributes): We next study the effect of our optimization

for categorical variables, as described in Section 5.6. Figure 11 shows the result for the three Car

queries with the highest number of categorical subspaces. The “No Cat” version of our algorithm

relies on the one-hot encoding of the data. As we can see, this optimization does not have a visible

impact on accuracy but it can significantly reduce the time per iteration, providing a speed-up of at

least 100% for all these queries. We also observed similar results over all other car queries.
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Query # 01 02 03 04 05 06

Fact VS 76 90 100 96 100 100 67 86 100 65 90 100 100 100 100 84 100 100
DSM 41 69 100 64 97 100 15 40 88 50 84 100 66 85 100 73 100 100
Opt VS 30 56 79 26 61 91 13 32 67 11 33 48 57 89 100 52 90 100
ALuMA 22 39 51 13 33 64 5 15 29 6 15 29 29 58 74 57 80 100
SM 15 29 60 12 18 57 6 11 28 4 9 27 31 43 66 39 73 100
QBD 25 29 31 8 9 13 11 14 17 5 7 8 27 28 32 28 47 48

Query # 07 08 09 10 11 12

Fact VS 75 89 100 100 100 100 89 100 100 69 96 100 69 97 100 71 98 100
DSM 56 90 100 100 100 100 92 100 100 55 89 100 45 94 100 53 93 100
Opt VS 45 72 77 95 100 100 61 76 98 22 44 65 10 33 52 16 51 80

ALuMA 31 40 59 81 99 100 45 56 74 14 28 50 6 19 39 5 10 25

SM 18 38 56 100 100 100 51 71 99 11 15 32 5 7 24 6 16 58

QBD 17 21 32 52 56 67 37 38 39 9 12 13 3 4 7 4 6 9

Query # 13 14 15 16 17 18

Fact VS 90 99 100 94 100 100 65 87 100 99 100 100 35 56 100 98 100 100
DSM 83 100 100 84 100 100 70 93 100 94 100 100 31 51 100 97 100 100
Opt VS 22 46 78 33 51 94 45 38 73 50 86 100 12 27 37 64 94 91

ALuMA 14 26 47 35 45 85 24 32 64 28 40 76 8 25 28 28 69 87

SM 18 31 51 30 41 65 24 36 66 35 53 78 5 11 22 57 82 96

QBD 12 17 20 19 24 28 35 41 46 26 29 34 8 10 12 30 38 50

Table 8. F-score (in %) comparison at iterations 5, 10, and 20 of OptVS and Fact VS with other active learning
techniques [18, 33, 37] using the Car data set. Bold values represent the observed maximum across all
algorithms per query at the given iteration.

6.7 Summary of Experimental Results
From the previous experiments, we can draw the following conclusions regarding our proposed

algorithms:

1. Accuracy Improvement (OptVS): OptVS was observed to outperform other VS algorithms in

all Car queries and 6 out of 11 SDSS queries while still achieving comparable performance in the

remaining cases. In particular, we note that OptVS can reach high accuracy with a small number of

labeled points: in the case of SDSS 01–03, OptVS reached an accuracy larger than 67% after only 25

labeling iterations, while all other VS algorithms were still below 19% F-score. Besides, OptVS was

also shown to outperform DSM in non-factorized scenarios.

2. Advantages of factorization: Fact VS was shown to outperform OptVS in almost all high-

dimensional cases, irrespective of the strategy being used. Furthermore, we did not observe any

performance difference between the greedy and the squared-loss strategies, but we did observe a

few cases in which the product loss significantly outperforms the other two.

3. Accuracy Improvement (Fact VS): For higher dimensional problems, our Fact VS algorithm

significantly outperforms other VS algorithms as well as DSM, a factorization-aware algorithm,

while maintaining interactive speed. For example, for a complex user interest pattern tested, our

algorithm achieves an F-score of over 80% after 100 iterations of labeling, while DSM is still at

40% and all other VS algorithms are at 10% or lower. The difference between Fact VS and DSM is

reduced for the simple Car data set due to the data sparsity and, consequently, fast convergence.

4. Labeled set size: Both OptVS and Fact VS algorithms can achieve high classification accuracy

while only requiring a relatively small number of examples to be labeled. Taking the Cars queries
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Query # 01 02 03 04 05 06

Fact VS 75 94 100 100 100 100 55 84 100 56 88 100 99 100 100 81 100 100
DSM 28 60 100 60 97 100 8 30 92 43 83 100 51 84 100 68 100 100
Opt VS 23 52 93 20 62 90 15 45 93 6 34 56 44 85 99 62 94 100
ALuMA 14 36 58 7 25 80 3 12 42 3 9 22 17 43 65 62 83 100
SM 9 21 46 6 11 51 3 6 30 2 5 17 19 27 53 29 66 100
QBD 15 18 21 4 5 7 6 8 10 3 4 4 16 16 19 18 33 35

Query # 07 08 09 10 11 12

Fact VS 81 95 100 100 100 100 83 100 100 65 93 100 69 99 100 67 100 100
DSM 45 87 100 100 100 100 88 100 100 44 90 100 39 92 100 42 90 100
Opt VS 40 83 86 94 100 100 44 65 97 14 68 82 6 42 66 14 69 92

ALuMA 31 63 78 73 99 100 29 40 65 8 24 50 3 13 47 2 6 20

SM 12 32 47 99 100 100 34 55 97 6 9 23 2 4 18 3 11 50

QBD 10 14 23 35 40 55 23 24 24 5 7 7 2 2 4 2 3 5

Query # 13 14 15 16 17 18

Fact VS 89 98 100 91 100 100 66 86 100 98 100 100 33 62 99 99 100 100
DSM 75 100 100 81 99 100 64 96 100 90 100 100 22 51 100 98 100 100
Opt VS 20 74 92 22 57 96 48 81 96 35 82 100 7 29 52 69 88 89

ALuMA 8 20 70 23 39 83 20 54 91 16 25 69 4 20 35 19 71 86

SM 10 19 38 19 36 56 15 28 66 21 37 66 3 7 17 42 80 94

QBD 6 10 12 11 14 16 24 32 38 15 17 21 4 6 7 22 30 39

Table 9. Precision (in %) comparison at iterations 5, 10, and 20 of OptVS and Fact VS with other active
learning techniques [18, 33, 37] using the Car data set. Bold values represent the observed maximum across
all algorithms per query at the given iteration.

as an example, with a budget of only 20 labeled data points, Fact VS obtains perfect classification

accuracy while OptVS reaches 65% F-Score in 15 out of 18 cases. Similarly, given a budget of 100

labeled examples over SDSS patterns, Fact VS reaches at least 80% F-Score in all cases while OptVS

does the same for 6 out of 11 cases.

5. Precision and Recall: In the non-factorized case, OptVS was shown to outperform other tech-

niques in precision in almost all cases considered while often slightly underperforming in recall

during early iterations. In the particular cases of SDSS 01–03 for example, OptVS scores up to 50

points higher than SM and QBD in precision during early iterations while maintaining a gap of at

most 10 recall points. We anticipate that the significant gains in precision outweigh a modest loss

in recall in our target application of interactive data exploration. Furthermore, when factorization

is applied, we observe that factorized methods usually score much higher than non-factorized

algorithms in both precision and recall.

6. Efficiency: OptVS runs under interactive performance at all times, taking less than 1 second

per iteration and being around 10 times faster than ALuMA. We also note that SM usually has the

fastest per-iteration time due to the efficient implementation of existing SVM solvers, but at the cost

of overall limited accuracy. In the factorized cases, we have observed that Fact VS tends to be faster

than DSM in initial labeling iterations while still running under 4 seconds per iteration at all times.

Compared to non-factorized algorithms, we observe that factorized methods are generally slower

due to the need of processing multiple subspaces per iteration, which could be further improved by

leveraging parallel computation as we discussed in Section 5.7.
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Query # 01 02 03 04 05 06

Fact VS 83 88 100 92 100 100 91 95 100 82 93 100 100 100 100 92 100 100
DSM 81 89 100 78 97 100 79 73 89 89 86 100 100 91 100 88 100 100
Opt VS 64 75 72 65 69 93 52 40 59 79 52 55 100 96 100 64 88 100
ALuMA 69 62 63 80 54 58 54 42 28 86 71 56 100 100 91 72 84 100
SM 90 70 94 89 65 79 82 65 56 100 91 82 100 100 98 76 88 100
QBD 87 80 77 100 100 100 77 73 68 100 100 98 100 100 100 100 98 84

Query # 07 08 09 10 11 12

Fact VS 75 86 100 100 100 100 98 100 100 82 100 100 85 95 100 95 96 100
DSM 90 95 100 100 100 100 98 100 100 84 90 100 68 97 100 96 97 100
Opt VS 73 69 80 100 100 100 100 98 100 68 48 64 68 44 53 69 47 75

ALuMA 46 31 58 100 100 100 100 100 91 59 58 64 57 48 43 86 58 51

SM 85 85 89 100 100 100 100 100 100 78 68 66 91 60 64 91 73 75

QBD 57 57 57 100 100 100 100 100 100 84 81 60 68 60 58 98 87 78

Query # 13 14 15 16 17 18

Fact VS 94 100 100 99 100 100 76 95 100 99 100 100 55 71 100 97 100 100
DSM 98 100 100 92 100 100 82 90 100 100 100 100 62 64 100 96 100 100
Opt VS 48 46 78 80 72 92 51 29 64 100 96 100 47 36 34 68 100 100
ALuMA 73 58 52 80 73 91 42 35 53 100 100 96 49 45 36 79 77 94

SM 100 88 85 88 77 88 84 60 74 100 100 100 60 50 42 100 90 99

QBD 100 98 90 100 98 98 78 66 63 100 100 100 59 55 50 92 92 94

Table 10. Recall (in %) comparison at iterations 5, 10, and 20 of OptVS and Fact VS with other active learning
techniques [18, 33, 37] using the Car data set. Bold values represent the observed maximum across all
algorithms per query at the given iteration.

6. Optimization for categorical subspaces: Our optimization for categorical subspaces was shown

to significantly improve the running time of our algorithms without compromising the accuracy,

leading to improvements of up to 100% in running time.

7 CONCLUSIONS
To overcome the slow start problem of active learning (AL) for model development over large

datasets, we presented three major contributions: (1) a novel theoretical framework for version-

space-based AL algorithms over kernel classifiers, with strong theoretical guarantees on perfor-

mance and optimizations for large data sets; (2) an efficient algorithm implementing our proposed

strategy, introducing several optimizations for sampling the version space; and (3) an extended

version space algorithm leveraging a factorization structure provided by the user to perform active

learning in a set of subspaces. Using real-world data sets, our evaluation results show that our algo-

rithms significantly outperform state-of-the-art version space techniques, including Simple Margin

[37], Query-by-Disagreement [33], and ALuMA [15], as well as a factorization-aware algorithm,

DSM [18], while maintaining interactive speed.

For future work, one direction is to extend our version-space-based techniques to handle noisy

labels, which are likely to occur in real applications. Another line of work is to extend the factor-

ization technique to other classes of Active Learning algorithms, such as Uncertainty Sampling

or Expected Error Reduction methods. Furthermore, we will explore how the interactive data

exploration framework could be integrated with Data Programming [2, 31] for efficient model
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development, combining our fast convergence in early iterations of human labeling with the

auto-labeling functionality of Data Programming to scale to large datasets.
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A PROOFS
Below we outline the proofs of our main theoretical results.

A.1 Proof of Theorem 3.3
Since 𝑆 = 𝑠𝑝𝑎𝑛(𝜙 (𝑥1), . . . , 𝜙 (𝑥𝑁 )) is a finite-dimension subspace of the Hilbert Space F , we can
write F = 𝑆 ⊕ 𝑆⊥ where 𝑆⊥ is the orthogonal complement of 𝑆 . In particular, this guarantees that

any 𝑓 ∈ F can be decomposed as

𝑓 = 𝑓 |𝑆 + 𝑓 |𝑆⊥

Thus, for any 𝑥𝑖 ∈ X we have

⟨𝜙 (𝑥𝑖 ), 𝑓 ⟩F = ⟨𝜙 (𝑥𝑖 ), 𝑓 |𝑆 ⟩F + ⟨𝜙 (𝑥𝑖 ), 𝑓 |𝑆⊥⟩F = ⟨𝜙 (𝑥𝑖 ), 𝑓 |𝑆 ⟩F

In conclusion, we also note that

ℎ𝑏,𝑓 (𝑥𝑖 ) = sign 𝑏 + ⟨𝜙 (𝑥𝑖 ), 𝑓 ⟩F = sign 𝑏 + ⟨𝜙 (𝑥𝑖 ), 𝑓 |𝑆 ⟩F = ℎ𝑏,𝑓 |𝑆 (𝑥𝑖 )

which finishes our proof.
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A.2 Proof of Theorem 3.6
Through simple calculations, we can see that

𝑝𝑥 𝑗 ,𝑦 = P(𝑏,𝛼 )∼𝜋
(
𝑦 (𝑏 + 𝐾𝑇

𝑗 𝛼) ≥ 0

�� (𝑏, 𝛼) ∈ V𝛼

)
= P(𝑏,𝛼 )∼𝜋

(
𝑦ℎ𝑏,𝛼 (𝑥 𝑗 ) ≥ 0

�� (𝑏, 𝛼) ∈ V𝛼

)
= P(𝑏,𝛼 )∼𝜋

(
ℎ𝑏,𝛼 (𝑥 𝑗 ) = 𝑦

�� (𝑏, 𝛼) ∈ V𝛼

)
where in the last passage we used the fact that 𝑦 ∈ {±1}. Now, let us define ˜V as the true version

space and �̃� (ℎ) = P(𝑏,𝛼 )∼𝜋 (ℎ𝑏,𝛼 ∼ ℎ) as a prior probability over
˜V . Then, it is easy to see that

𝑝𝑥 𝑗 ,𝑦 = Pℎ𝑏,𝛼∼�̃�
(
ℎ𝑏,𝛼 (𝑥 𝑗 ) = 𝑦

��ℎ𝑏,𝛼 ∈ ˜V
)

With this, our result easily follows from the near-optimality result of Equation (3) for the general

GBS strategy.

A.3 Proof of Lemma 3.7
The proof of this result relies on the following lemma, which is an extension of Theorem 1 from

Gilad-Bachrach et al. [12]:

Lemma A.1. Let𝑊 = {𝑤 ∈ R𝑁 : ∥𝑤 ∥ ≤ 1 and 𝑎𝑇𝑖 𝑤 ≥ 0, 1 ≤ 𝑖 ≤ 𝑡} and some 𝑎∗ ∈ R𝑁 . Then, for
any linear subspace 𝑆 containing 𝑠𝑝𝑎𝑛(𝑎1, . . . , 𝑎𝑡 , 𝑎∗), we have

P𝑤∼𝑈𝑛𝑖𝑓 (𝑊 ) (±𝑤𝑇𝑎∗ ≥ 0) = P𝑤∼𝑈𝑛𝑖 𝑓 (𝑊∩𝑆 ) (±𝑤𝑇𝑎∗ ≥ 0)

Proof. Let 𝑅 be any rotation mapping 𝑆 into R𝑘 × {0}𝑁−𝑘 , where 𝑘 = 𝑑𝑖𝑚(𝑆). Since rotations
preserve norms and scalar products, we have that

• 𝑊 is mapped into �̃� = 𝑅𝑊 = {�̃� ∈ R𝑁 : ∥�̃� ∥ ≤ 1 and 𝑎𝑇𝑖 �̃� ≥ 0, 1 ≤ 𝑖 ≤ 𝑡}, where �̃� = 𝑅𝑤

and 𝑎𝑖 = 𝑅𝑎𝑖
• 𝑤𝑇𝑎∗ = �̃�𝑇𝑎∗, with 𝑎∗ = 𝑅𝑎∗

• The random variable𝑤 ∼ 𝑈𝑛𝑖 𝑓 (𝑊 ) is mapped into �̃� = 𝑅𝑤 ∼ 𝑈𝑛𝑖 𝑓 (�̃� )
From these observations, it is clear that if the lemma holds true for the subspace R𝑘 × {0}𝑁−𝑘 ,

then it must also hold true for 𝑆 . In what follows, we restrict ourselves to this particular case.

Now, let𝑈 ∈ R𝑘 be uniformly distributed over𝑊 ∩ 𝑆 . Its p.d.f. is given by

𝑝𝑈 (𝑢) ∝ 1(𝑢 ∈𝑊 ∩ 𝑆) = 1(∥𝑢∥ ≤ 1)1(𝑎𝑇𝑖 𝑢 ≥ 0, ∀𝑖)

where 𝑎𝑖 = (𝑎1𝑖 , . . . , 𝑎𝑘𝑖 ). Now, let’s consider the random vector 𝑉 ∈ R𝑁−𝑘 which is sampled

conditionally on𝑈 = 𝑢 according to the distribution

𝑝𝑉 |𝑈=𝑢 (𝑣) ∝ 1
(
∥𝑢∥2 + ∥𝑣 ∥2 ≤ 1

)
Finally, let’s define the random vector 𝜔 = (𝑈1, . . . ,𝑈𝑘 ,𝑉1, . . . ,𝑉𝑁−𝑘 ) ∈ R𝑁 . This vector is

distributed according to

𝑝𝜔 (𝑤) = 𝑝𝑈 (𝑤1, . . . ,𝑤𝑘 )𝑃𝑉 |𝑈=(𝑤1,...,𝑤𝑘 ) (𝑤𝑘+1, . . . ,𝑤𝑁 ) ∝ 1
(
∥𝑤 ∥2 ≤ 1

)
1(𝑎𝑇𝑖 𝑤 ≥ 0, ∀𝑖)

from where we can conclude that𝜔 ∼ 𝑈𝑛𝑖 𝑓 (𝑊 ). With this, using the fact that 𝑎∗ ∈ 𝑆 = R𝑘 ×{0}𝑁−𝑘
we can finally conclude that

P𝑤∼𝑈𝑛𝑖 𝑓 (𝑊 ) (±𝑤𝑇𝑎∗ ≥ 0) = P𝑈∼𝑈𝑛𝑖𝑓 (𝑊∩𝑆 ) (±𝑈𝑇𝑎∗ ≥ 0)

which concludes our demonstration. □
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With the above lemma, we can finally prove our main result. Let’s define 𝑎𝑖 = 𝑦𝑖 (1, 𝐿𝑖 ) for
1 ≤ 𝑖 ≤ 𝑡 , 𝑎∗ = (1, 𝐿 𝑗 ), and𝑤 = (𝑏, 𝛽). Then, we have that:

• V𝛽 = {𝑤 : ∥𝑤 ∥ ≤ 1 and 𝑎𝑇𝑖 𝑤 ≥ 0, 1 ≤ 𝑖 ≤ 𝑡}, which is identical to𝑊

• 𝑆 𝑗 = R × 𝑠𝑝𝑎𝑛(𝐿1, . . . , 𝐿𝑡 , 𝐿 𝑗 ) clearly contains 𝑠𝑝𝑎𝑛(𝑎1, . . . , 𝑎𝑡 , 𝑎∗)

With this, we can apply our lemma toV𝛽 and 𝑆 𝑗 , which implies that

𝑝𝑥 𝑗 ,± = P𝑤∼𝑈𝑛𝑖𝑓 (V𝛽 ) (±𝑎∗𝑤 ≥ 0) = P𝑤′∼𝑈𝑛𝑖𝑓 (V𝛽∩𝑆 𝑗 ) (±𝑎∗𝑤 ′ ≥ 0) = P(±(𝑏′ + 𝐿𝑇𝑗 𝛽 ′) ≥ 0)

where𝑤 ′ = (𝑏′, 𝛽 ′) is drawn uniformly overV𝛽 ∩ 𝑆 𝑗 .

A.4 Proof of Lemma 3.8
Let’s define �̃�𝑖 = (0, 𝐿1𝑖 , . . . , 𝐿𝑁𝑖 ). We first observe that

𝑆 𝑗 = R × 𝑠𝑝𝑎𝑛(𝐿1, . . . , 𝐿𝑡 , 𝐿 𝑗 ) = 𝑠𝑝𝑎𝑛( ®𝑒1, �̃�1, . . . , �̃�𝑡 , �̃� 𝑗 )

Now, by using the fact 𝐿𝑘𝑖 = 0 for 𝑘 > 𝑖 and 𝐿𝑖𝑖 ≠ 0 for all 𝑖 , we can see that

𝑠𝑝𝑎𝑛(�̃�1, . . . , �̃�𝑡 ) = {0} × R𝑡 × {0}𝑁−𝑡−1 = 𝑠𝑝𝑎𝑛( ®𝑒2, . . . , ®𝑒𝑡+1)

which implies 𝑆 𝑗 = 𝑠𝑝𝑎𝑛( ®𝑒1, . . . , ®𝑒𝑡+1, �̃� 𝑗 ). Finally, the last orthonormal basis vector can be con-

structed by projecting �̃� 𝑗 onto 𝑠𝑝𝑎𝑛( ®𝑒1, . . . , ®𝑒𝑡+1)⊥:

®𝑇𝑗 = 𝑝𝑟𝑜 𝑗𝑠𝑝𝑎𝑛 ( ®𝑒1,..., ®𝑒𝑡+1 )⊥ �̃� 𝑗 = (0, . . . , 0︸  ︷︷  ︸
𝑡+1

, 𝐿𝑡+1𝑗 , . . . , 𝐿𝑁𝑗 )

and then normalizing, which concludes our demonstration.

A.5 Proof of Theorem 3.10
By Lemma 3.7, the cut probabilities satisfy 𝑝𝑥 𝑗 ,+ = P(𝑏′ + 𝛽 ′𝑇𝐿 𝑗 ≥ 0), where (𝑏′, 𝛽 ′) is uniformly

distributed overV𝑡 ∩ 𝑆 𝑗 . However, (𝑏′, 𝛽 ′) can also be written in terms of the orthonormal basis

coefficients of Equation (6), resulting in

(𝑏′, 𝛽 ′) ∈ V𝑡 ∩ 𝑆 𝑗

⇐⇒ (𝑏′, 𝛽 ′) =
𝑡+1∑︁
𝑖=1

𝑤𝑖 ®𝑒𝑖 +𝑤𝑡+2
®𝑇𝑗
∥ ®𝑇𝑗 ∥

and 𝑏′2 + ∥𝛽 ′∥2 ≤ 1 and 𝑦𝑖 (𝑏′ + 𝐿𝑇𝑖 𝛽 ′) ≥ 0, ∀𝑖

⇐⇒ ∥𝑤 ∥2 ≤ 1 and 𝑦𝑖

(
𝑤1 +

𝑡+1∑︁
𝑘=2

𝐿𝑘𝑖 𝑤𝑘

)
≥ 0, ∀𝑖

⇐⇒ ∥𝑤 ∥2 ≤ 1 and 𝑦𝑖ℓ
𝑇
𝑖 𝑤 ≥ 0, ∀𝑖

⇐⇒ 𝑤 ∈𝑊𝑡
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In particular, this implies that sampling (𝑏′, 𝛽 ′) ∼ 𝑈𝑛𝑖 𝑓 (𝑆 𝑗 ∩ V𝑡 ) is equivalent to sampling

𝑤 ∼ 𝑈𝑛𝑖 𝑓 (𝑊𝑡 ). Finally, we perform the same substitution on the cut probabilities and obtain

𝑝𝑥 𝑗 ,+ = P(𝑏′ + 𝛽 ′𝑇𝐿 𝑗 ≥ 0)

= P

(
𝑤1 +

𝑡+1∑︁
𝑖=2

𝑤𝑖 ®𝑒𝑖𝑇𝐿 𝑗 +𝑤𝑡+2
®𝑇𝑗
𝑇
𝐿 𝑗

∥ ®𝑇𝑗 ∥
≥ 0

)
= P

(
𝑤1 +

𝑡+1∑︁
𝑖=2

𝐿𝑖𝑗𝑤𝑖 + ∥ ®𝑇𝑗 ∥𝑤𝑡+2 ≥ 0

)
= P(ℓ𝑇𝑗 𝑤 ≥ 0)

With this, our proof is concluded by simply noticing that

∥ ®𝑇𝑗 ∥ =

√√√
∥𝐿 𝑗 ∥2 −

𝑡∑︁
𝑘=1

(𝐿𝑘
𝑗
)2 =

√√√
𝐾 𝑗 𝑗 −

𝑡∑︁
𝑘=1

(𝐿𝑘
𝑗
)2

A.6 Proof of Lemma 3.12
Our objective is to apply Theorem 2.2 from Mohri et al. [28], which is given as follows: Let 𝑝 (𝑥) be
any prior probability over a data spaceD, let 𝑆 be an i.i.d sample from 𝑝 (𝑥) of size𝑚, and letH ′ be
a finite set of hypothesis mapping D into the label set Y. Then, for any 𝛿 ∈ (0, 1), with probability

1 − 𝛿 it holds that

∀ℎ ∈ H ′, P𝑋 (ℎ(𝑋 ) ≠ ℎ∗ (𝑋 )) ≤ 𝜖𝑎𝑐𝑐 (ℎ, 𝑆) +

√︄
log |H ′ | + log 2

𝛿

2𝑚

With this, our result easily follows by considering two points:

(1) First, we choose D = X and we select the prior 𝑝 (𝑥𝑖 ) = 1

𝑁
. In particular, 𝑆 must be a sample

with replacement from X, and P𝑋 (ℎ(𝑋 ) ≠ 𝑌 ) = 𝜖𝑎𝑐𝑐 (ℎ,X)
(2) We choose H ′ = H /∼. This is possible because every [ℎ] ∈ H /∼ can be considered as a

classifier X → Y defined by [ℎ] (𝑥𝑖 ) = ℎ(𝑥𝑖 ),∀𝑖; in addition,
ˆH is finite.

Our result is finally proved by noticing that 𝜖𝑎𝑐𝑐 (ℎ, ·) is constant over each equivalence class [ℎ].

A.7 Proof of Theorem 3.14
For notation convenience, we will ignore the second parameter in the error functions. The first

inequality is easy to prove:

𝜖𝑓 𝑠𝑐𝑜𝑟𝑒 (ℎ) = 1 − 𝑓 𝑠𝑐𝑜𝑟𝑒 (ℎ)
= 1 − ℎ𝑎𝑟𝑚𝑜𝑛𝑖𝑐_𝑚𝑒𝑎𝑛(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(ℎ), 𝑟𝑒𝑐𝑎𝑙𝑙 (ℎ))
≤ 1 −min(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(ℎ), 𝑟𝑒𝑐𝑎𝑙𝑙 (ℎ))
= max(1 − 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(ℎ), 1 − 𝑟𝑒𝑐𝑎𝑙𝑙 (ℎ))
= max(𝜖𝑝𝑟𝑒𝑐 (ℎ), 𝜖𝑟𝑒𝑐 (ℎ))

The second inequality can be proved in two parts. First, Theorem 1 from Juba and Le [19] tells

us that max(𝜖𝑝𝑟𝑒𝑐 (ℎ), 𝜖𝑟𝑒𝑐 (ℎ)) ≤ 1

𝜇
𝜖𝑎𝑐𝑐 (ℎ) whenever 𝜖𝑝𝑟𝑒𝑐 (ℎ) ≤ 0.5. Second, we have that:
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𝜖𝑝𝑟𝑒𝑐 ≥ 0.5 ⇐⇒ 𝐶+,−

𝐶+,+ +𝐶+,− ≥ 0.5

⇐⇒ 𝐶+,− ≥ 𝐶+,+

⇐⇒ 𝐶+,− +𝐶−,+ ≥ 𝐶+,+ +𝐶−,+

⇐⇒ 𝜖𝑎𝑐𝑐 ≥ 𝜇
In other words, if 𝜖𝑝𝑟𝑒𝑐 (ℎ) ≥ 0.5, then max(𝜖𝑝𝑟𝑒𝑐 (ℎ), 𝜖𝑟𝑒𝑐 (ℎ)) ≤ 1 ≤ 𝜖𝑎𝑐𝑐 (ℎ)/𝜇, which concludes

our proof.

A.8 Proof of Theorem 3.16
Let 𝑋 be a random variable sampled uniformly at random from 𝑆 . Our result is then a simple

application of the Markov inequality (Equation C.13 from Mohri et al. 28):

𝜖𝑎𝑐𝑐 (𝑀𝑉, 𝑆) = P𝑋 (𝑀𝑉 (𝑋 ) ≠ ℎ∗ (𝑋 ))
≤ P𝑋

(
𝑝𝑋,ℎ∗ (𝑋 ) < 0.5

)
≤ 2E𝑋

[
1 − 𝑝𝑋,ℎ∗ (𝑋 )

]
= 2E𝑋P[𝐻 ]∼𝜋 (𝐻 (𝑋 ) ≠ ℎ∗ (𝑋 ))
= 2E[𝐻 ]∼𝜋P𝑋 (𝐻 (𝑋 ) ≠ ℎ∗ (𝑋 ))
= 2E[𝐻 ]∼𝜋 [𝜖𝑎𝑐𝑐 (𝐻, 𝑆)]

which concludes our proof.

A.9 Proof of Lemma 4.1
Let’s consider an ellipsoid on the form

𝑧′ =

[
𝑧

0

]
𝑃 ′ =

[
𝜆𝑃 0

0 𝜈

]
where 𝜆, 𝜈 > 0 to ensure 𝑃 ′ is positive-definite. In particular, if we assume 1/𝜆 + 1/𝜈 ≤ 1, E′ can be

shown to contain𝑊𝑡 × [−1, 1]:

𝑤 ′ = (𝑤,𝑤𝑡+3) ∈𝑊𝑡 × [−1, 1] ⇒ 𝑤 ∈𝑊𝑡 ∧ |𝑤𝑡+3 | ≤ 1

⇒ 𝑤 ∈ E(𝑧, 𝑃) ∧ |𝑤𝑡+3 | ≤ 1

⇒ (𝑤 − 𝑧)𝑇𝑃−1 (𝑤 − 𝑧) ≤ 1 ∧ |𝑤𝑡+3 | ≤ 1

⇒ 1

𝜆
(𝑤 − 𝑧)𝑇𝑃−1 (𝑤 − 𝑧) + 1

𝜈
𝑤2

𝑡+3 ≤ 1

⇒ 𝑤 ′ ∈ E(𝑧′, 𝑃 ′)

as desired. Finally, since we are interested in E′ of volume as small as possible, and 𝑣𝑜𝑙 (E′) ∝
√
𝜆𝑡+2𝜈 ,

we obtain the following minimization problem:

minimize 𝜆𝑡+2𝜈, s.t. 𝜆, 𝜈 > 0 and

1

𝜆
+ 1

𝜈
≤ 1

This problem can be solved analytically by elementary means, giving as result

𝜆∗ = 1 + 1

𝑡 + 2 , 𝜈∗ = 𝑡 + 3
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which concludes our proof.

A.10 Proof of Lemma 4.2
We begin by noticing that𝑊 can be written as an intersection of half-spaces:

𝑊 =

( ⋂
1≤𝑖≤𝑚

𝐻 (𝑎𝑖 , 0)
)
∩ ©­«

⋂
∥𝑤 ∥=1

𝐻 (𝑤, 1)ª®¬
Thus, checking if 𝛾E ⊂ 𝑊 can be reduced to the problem of verifying if 𝛾E ⊂ 𝐻 (𝑎, 𝑏), for

some half-space 𝐻 (𝑎, 𝑏). However, it is known [4, Section 4] that 𝛾E ⊂ 𝐻 (𝑎, 𝑏) if, and only if,

𝛼 (E, 𝐻 ) ≤ −𝛾 . By applying this result, we can conclude that

𝛾E ⊂𝑊 ⇐⇒ max

𝑖≤𝑖≤𝑚
𝛼𝑖 ≤ −𝛾 and max

∥𝑤 ∥=1
𝛼𝑤 ≤ −𝛾

where 𝛼𝑖 = 𝛼 (E, 𝐻 (𝑎𝑖 , 0)) = 𝑧𝑇𝑎𝑖/
√︃
𝑎𝑇
𝑖
𝑃𝑎𝑖 and 𝛼𝑤 = 𝛼 (E, 𝐻 (𝑤, 1)) = (𝑧𝑇𝑤 − 1)/

√
𝑤𝑇𝑃𝑤 , which

concludes the proof.

A.11 Proof of Theorem 5.5
First, by the assumption of independent labeling among subspaces we have

𝑝𝑥,𝑦 = P(𝐻 (𝑥) = 𝑦 | [𝐻 ] ∈ V𝑓 )
= P(ℎ𝑠 (𝑥𝑠 ) = 𝑦𝑠 , ∀𝑠 | [ℎ𝑠 ] ∈ V𝑠 , ∀𝑠)

=
∏
𝑠

P(ℎ𝑠 (𝑥𝑠 ) = 𝑦𝑠 | [ℎ𝑠 ] ∈ V𝑠 )

=
∏
𝑠

𝑝𝑠𝑥,𝑦𝑠

Therefore, we obtain ∑︁
𝑦∈Y𝐹

𝑝2𝑥,𝑦 =
∑︁
𝑦1=±

. . .
∑︁
𝑦𝑆=±

∏
𝑠

(𝑝𝑠𝑥,𝑦𝑠 )2

=
∏
𝑠

∑︁
𝑦𝑠=±
(𝑝𝑠𝑥,𝑦𝑠 )2

=
∏
𝑠

(
(𝑝𝑠𝑥,+)2 + (𝑝𝑠𝑥,−)2

)
=

∏
𝑠

(1 − 2𝑝𝑠𝑥,+𝑝𝑠𝑥,−)

A.12 Proof of Theorem 5.6
For 𝑝 = (𝑝1, · · · , 𝑝𝑆 ), let’s define 𝑓 (𝑝) = 1 −∏

𝑠 (1 − 2𝑝𝑠 (1 − 𝑝𝑠 )) and 𝑔(𝑝) =
∑

𝑠 2𝑝𝑠 (1 − 𝑝𝑠 ). Ad-
ditionally, set 𝑥∗

𝑓
= argmax𝑥 𝑓 (𝑝 (𝑥)) and 𝑥∗𝑔 = argmax𝑥 𝑔(𝑝 (𝑥)), where 𝑝 (𝑥) = (𝑝𝑥1,+, · · · , 𝑝𝑥𝑆 ,+).

We wish to show that 𝑓 (𝑥∗𝑔 ) ≥ 1

𝑆
𝑓 (𝑥∗

𝑓
), from which our the main result follows from Theorem 13

of Golovin and Krause [14].

It suffices to show
1

𝑆
𝑔(𝑝) ≤ 𝑓 (𝑝) ≤ 𝑔(𝑝) for 𝑝 ∈ [0, 1]𝑆 , since then

𝑓 (𝑥∗𝑔 ) ≥
1

𝑆
𝑔(𝑥∗𝑔 ) ≥

1

𝑆
𝑔(𝑥∗

𝑓
) ≥ 1

𝑆
𝑓 (𝑥∗

𝑓
)
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Now, set 𝑞𝑠 = 1−2𝑝𝑠 (1−𝑝𝑠 ) ∈ [ 1
2
, 1], fromwhich we obtain 𝑓 (𝑞) = 1−∏𝑠 𝑞𝑠 and𝑔(𝑞) = 𝑆−

∑
𝑠 𝑞𝑠 .

By the arithmetic-geometric inequality we have∏
𝑠

𝑞𝑠 ≤
(∏

𝑠

𝑞𝑠

)
1/𝑆

≤ 1

𝑆

∑︁
𝑠

𝑞𝑠 ,

which gives 𝑓 (𝑞) ≥ 𝑔(𝑞)/𝑆 .
For the second inequality, we proceed by induction on 𝑆 . 𝑆 = 1 is trivial. Now, assume that the

inequality holds for 𝑆 . It is enough to show that the function

ℎ(𝑡) = 𝑡
𝑆∏
𝑠=1

𝑞𝑠 − 𝑡 −
𝑆∑︁
𝑠=1

𝑞𝑠 + 𝑆

is non-negative for 0 ≤ 𝑡 ≤ 1. Since ℎ′ (𝑡) = ∏𝑆
𝑠=1 𝑞𝑠 − 1 ≤ 0, ℎ(𝑡) is a decreasing function. However,

ℎ(1) = ∏𝑆
𝑠=1 𝑞𝑠 − 1 −

∑𝑆
𝑠=1 𝑞𝑠 + 𝑆 ≥ 0 by the induction hypothesis, which concludes the proof.

B HIT-AND-RUN IMPLEMENTATION
Let𝑊 ⊂ R𝑛 be a non-empty bounded convex set. Hit-and-run is a randomized algorithm for

generating a uniformly random sample from any convex body. More precisely, this algorithm

generates a Markov Chain inside𝑊 that converges to the uniform distribution. This Markov Chain

can start at any interior point𝑤0 ∈𝑊 and then proceeds by iteratively performing the following

two steps:

(1) Hit step: Generate a random line 𝐿 passing through𝑤𝑡 and compute its intersection with𝑊

(2) Run step: Set𝑤𝑡+1 as a random point on the line segment 𝐿 ∩𝑊 .

Now, we focus on how to implement this algorithm for convex bodies of the form𝑊 = 𝑃 ∩ 𝐵𝑛 ,
where 𝑃 is a polytope 𝑃 = {𝑤 ∈ R𝑛 : 𝐴𝑤 ≤ 0} and 𝐵𝑛 is unit ball.

The first step is to generate a random line going through 𝑤𝑡 . This problem is equivalent to

sampling a vector 𝐷 uniformly over the unit sphere, which can be easily done through Marsaglia’s

Algorithm [26]: simply sample 𝐷 ∼ N(0, 𝐼𝑑 ) and normalize the resulting vector. Once this step is

completed, the random line is given by 𝐿 = {𝑤𝑡 + 𝑠𝐷, 𝑠 ∈ R}.
Next, the Hit step requires computing the intersection between 𝐿 and𝑊 , which can be done via

simple calculations. First, the intersection with the polytope 𝑃 is given by

𝑤𝑡 + 𝑠𝐷 ∈ 𝑃 ⇐⇒ 𝐴(𝑤𝑡 + 𝑠𝐷) ≤ 0

⇐⇒ 𝑠𝐴𝐷 ≤ −𝐴𝑤𝑡

⇐⇒ 𝑠𝑎𝑇𝑖 𝐷 ≤ −𝑎𝑇𝑖 𝑤𝑡 , for each row 𝑎𝑖 of 𝐴

⇐⇒ max

𝑎𝑇
𝑖
𝐷<0

−
𝑎𝑇𝑖 𝑤𝑡

𝑎𝑇
𝑖
𝐷
≤ 𝑠 ≤ min

𝑎𝑇
𝑖
𝐷>0
−
𝑎𝑇𝑖 𝑤𝑡

𝑎𝑇
𝑖
𝐷

Next, we consider the intersection with the unit ball 𝐵𝑛 . By keeping in mind that ∥𝐷 ∥ = 1, we

have that

𝑤𝑡 + 𝑠𝐷 ∈ 𝐵𝑛 ⇐⇒ ∥𝑤𝑡 + 𝑠𝐷 ∥2 ≤ 1

⇐⇒ 𝑠2 + 2(𝑤𝑇
𝑡 𝐷)𝑠 + ∥𝑤𝑡 ∥2 − 1 ≤ 0

⇐⇒ −𝑤𝑇
𝑡 𝐷 −

√
Δ ≤ 𝑠 ≤ −𝑤𝑇

𝑡 𝐷 +
√
Δ

where Δ = (𝑤𝑇
𝑡 𝐷)2 − ∥𝑤𝑡 ∥2 + 1. We note that Δ is always positive since𝑤𝑡 ∈ 𝐵𝑛 .

Finally, we can conclude that the intersection 𝐿∩𝑊 is simply given by {𝑤𝑡 +𝑠𝐷, 𝑠 ∈ [𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥 ]},
where [𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥 ] is the intersection of the above two intervals computed. In particular, the Run

ACM Trans. Knowl. Discov. Data., Vol. 18, No. 3, Article 1. Publication date: December 2023.



1:48 Luciano Di Palma, Yanlei Diao, and Anna Liu

Algorithm 5 Hit-and-Run algorithm

Input: convex body𝑊 = {𝑤 ∈ R𝑛 : ∥𝑤 ∥ ≤ 1 and 𝑎𝑇
𝑖
𝑤 ≤ 0, 1 ≤ 𝑖 ≤ 𝑚}, any 𝑤0 ∈𝑊 , chain length 𝑁 , inverse rounding

transformation𝑇 −1

Output: The Hit-and-Run chain {𝑤1, 𝑤2, . . . , 𝑤𝑁 }
1: 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 ← {}
2: for 𝑡 from 0 to 𝑁 − 1 do
3: 𝐷 ← 𝑇 −1N(0, 𝐼𝑛 )
4: 𝐷 ← 𝐷/∥𝐷 ∥
5: 𝐿𝑝𝑜𝑙 ,𝑈𝑝𝑜𝑙 ← max

𝑎𝑇
𝑖
𝐷<0
− 𝑎𝑇

𝑖
𝑤𝑡

𝑎𝑇
𝑖
𝐷

, min
𝑎𝑇
𝑖
𝐷>0
− 𝑎𝑇

𝑖
𝑤𝑡

𝑎𝑇
𝑖
𝐷

6: Δ← (𝑤𝑇
𝑡 𝐷 )2 − ∥𝑤𝑡 ∥2 + 1

7: 𝐿𝑏𝑎𝑙𝑙 ,𝑈𝑏𝑎𝑙𝑙 ← −𝑤𝑇
𝑡 𝐷 −

√
Δ, −𝑤𝑇

𝑡 𝐷 +
√
Δ

8: 𝐿,𝑈 ← max(𝐿𝑝𝑜𝑙 , 𝐿𝑏𝑎𝑙𝑙 ),min(𝑈𝑝𝑜𝑙 ,𝑈𝑏𝑎𝑙𝑙 )
9: 𝑠 ← 𝑈𝑛𝑖 𝑓 ( [𝐿,𝑈 ] )
10: 𝑤𝑡+1 ← 𝑤𝑡 + 𝑠𝐷
11: 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 ← 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 ∪ {𝑤𝑡+1}
12: end for
13: return 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

step can now be easily implemented by sampling 𝑆 uniformly over [𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥 ] and then setting

𝑤𝑡+1 = 𝑤𝑡 + 𝑆𝐷 .
One last point to consider is how the rounding transformation 𝑇 affects the hit-and-run chain

generation. Let 𝑤0 ∈ 𝑊 be the chain’s starting point, and let’s define 𝑤 ′
0
= 𝑇 (𝑤0) ∈ 𝑇 (𝑊 ). The

usual hit-and-run algorithm over 𝑇 (𝑊 ) gives rise to a chain {𝑤 ′𝑡 }, which is incrementally defined

by𝑤 ′𝑡+1 = 𝑤
′
𝑡 + 𝑠𝑡+1𝐷𝑡+1. By applying 𝑇 −1 on the previous equation, and setting𝑤𝑡 = 𝑇

−1 (𝑤 ′𝑡 ), we
obtain a revised version of the hit-and-run update rule:

𝑤𝑡+1 = 𝑤𝑡 + 𝑠𝑡+1𝑇 −1𝐷𝑡+1

In other words, the only necessary change is to multiply the random direction 𝐷 by 𝑇 −1. Refer
to Algorithm 5 for a pseudo-code of this entire process.

C ROUNDING IMPLEMENTATION
This appendix gives more details on how to implement the optimized rounding algorithm de-

scribed in Algorithm 3. In particular, we describe how to implement the𝑚𝑖𝑛𝑖𝑚𝑢𝑚_𝑣𝑜𝑙𝑢𝑚𝑒_𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑

routine and also how the rounding transformation 𝑇 can be computed once we have the final

rounding ellipsoid.

First, we consider the𝑚𝑖𝑛𝑖𝑚𝑢𝑚_𝑣𝑜𝑙𝑢𝑚𝑒_𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 (E, 𝐻 ) routine, as described in Goldfarb and

Todd [13]. This function computes the minimum volume ellipsoid containing E∩𝐻 , where E(𝑧, 𝑃) =
{𝑤 ∈ R𝑛 : (𝑤 − 𝑧)𝑇𝑃−1 (𝑤 − 𝑧) ≤ 1} is an ellipsoid and 𝐻 (𝑎, 𝑏) = {𝑤 ∈ R𝑛 : 𝑎𝑇𝑤 ≤ 𝑏} a cutting
half-space. By defining 𝛼 (E, 𝐻 ) = (𝑎𝑇𝑧 − 𝑏)/

√
𝑧𝑇𝑃𝑧, this computation can be separated into 3

special cases:

(1) 𝛼 (E, 𝐻 ) ≤ − 1

𝑛
: the minimum volume ellipsoid is E itself.

(2) 𝛼 (E, 𝐻 ) ≥ 1: E ∩ 𝐻 is empty, and the minimum volume ellipsoid does not exist.

(3) − 1

𝑛
< 𝛼 (E, 𝐻 ) < 1: the minimum volume ellipsoid exists and is different from E. It can be

computed via Algorithm 6.

In the particular case of our rounding algorithm, only the third case above has to be considered.

The first case never happens since at every iteration we pick 𝐻 satisfying 𝛼 (E, 𝐻 ) > −𝛾 > −1/𝑛; as
for the second case, it cannot happen because 𝐻 is chosen to satisfy𝑊 ⊂ E ∩𝐻 , which guarantees

E ∩𝐻 ≠ ∅. Thus, as far as the rounding algorithm is concerned, we can directly apply Algorithm 6.
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Algorithm 6Minimum Volume Ellipsoid [13, Section 4]

Input: ellipsoid E(𝑧, 𝑃 = 𝐿𝐷𝐿𝑇 ) in R𝑛 , cutting half-space 𝐻 (𝑎,𝑏 )
Output: The minimum volume ellipsoid containing E ∩𝐻
1: 𝑎 ← 𝐿𝑇𝑎

2: 𝜂 ←
√︃∑

𝑖 𝑑𝑖𝑎
2

𝑖

3: 𝛼 ← (𝑎𝑇 𝑧 − 𝑏 )/𝜂
4: 𝑝 ← 1

𝜂
𝐷𝑎

5: 𝜏 ← (1 − 𝑛𝛼 )/(𝑛 + 1)
6: 𝑧′ ← 𝑧 + 𝜏𝐿𝑝
7: 𝛿 ← 𝑛2 (1 − 𝛼2 )/(𝑛2 − 1)
8: 𝜎 ← 2𝜏/(1 − 𝛼 )
9: 𝑡𝑛+1 ← 𝑛−1

𝑛+1
1−𝛼
1+𝛼

10: for 𝑗 = 𝑛,𝑛 − 1, . . . , 1 do
11: 𝑡 𝑗 ← 𝑡 𝑗+1 + 𝜎𝑝2𝑗 /𝑑 𝑗

12: 𝑑 ′
𝑗
← 𝛿𝑑 𝑗 𝑡 𝑗+1/𝑡 𝑗

13: 𝜉 𝑗 ← −𝜎𝑝 𝑗 /(𝑑 𝑗 𝑡 𝑗+1 )
14: 𝑣

( 𝑗 )
𝑗
← 𝑝 𝑗

15: for 𝑟 = 𝑗 + 1, . . . , 𝑛 do
16: 𝐿′

𝑟 𝑗
← 𝐿𝑟 𝑗 + 𝛽 𝑗 𝑣

( 𝑗+1)
𝑟

17: 𝑣
( 𝑗 )
𝑟 ← 𝑣

( 𝑗+1)
𝑟 + 𝑝 𝑗𝐿𝑟 𝑗

18: end for
19: end for
20: return E(𝑧′, 𝑃 ′ = 𝐿′𝐷 ′𝐿′𝑇 )

Another point to note is that Algorithm 6 only requires the 𝐿𝐷𝐿𝑇 decomposition of the scaling

matrices 𝑃 as input and it returns the same decomposition for the output ellipsoid. Although this

algorithm could be implemented by using 𝑃 directly, it can lead to numerical instabilities when

computing 𝜂 =
√
𝑎𝑇𝑃𝑎. Thus, it is preferred to use the 𝐿𝐷𝐿𝑇 decomposition formulation, which

allows for a numerically stable implementation [13].

One final point to consider is how to compute the inverse of the rounding transformation 𝑇 −1.
From our discussion in Section 4.3, 𝑇 is chosen as any linear transformation mapping the rounding

ellipsoid E(𝑧, 𝑃) into a ball of unit radius. Now, let’s assume that 𝑃 can be written as 𝑃 = 𝐽 𝐽𝑇 , for

some invertible matrix 𝐽 . Then, we have

𝑤 ∈ E(𝑧, 𝑃) ⇐⇒ (𝑤 − 𝑧)𝑇𝑃−1 (𝑤 − 𝑧) ≤ 1 ⇐⇒ ∥ 𝐽 −1 (𝑤 − 𝑧)∥ ≤ 1

The above equation implies that 𝐽 −1 maps E into a unit ball, and we can choose 𝑇 −1 = 𝐽 . For

example, we could pick 𝑇 −1 = 𝐿𝐷1/2
, where 𝐿 and 𝐷 are the factors in the 𝐿𝐷𝐿𝑇 decomposition of

𝑃 .

D USER QUERIES
In this appendix, we provide an overview of all user interest patterns used in our experiments.The

11 SDSS queries and 18 Car queries are:

SDSS 01: 662.5 < 𝑟𝑜𝑤𝑐 < 702.5 AND 991.5 < 𝑐𝑜𝑙𝑐 < 1053.5

SDSS 02: (𝑟𝑜𝑤𝑐 − 682.5)2 + (𝑐𝑜𝑙𝑐 − 1022.5)2 < 29
2

SDSS 03: 190 < 𝑟𝑎 < 200 AND 53 < 𝑑𝑒𝑐 < 57

SDSS 04: 𝑟𝑜𝑤𝑣2 + 𝑐𝑜𝑙𝑣2 > 0.52

SDSS 05: (𝑟𝑜𝑤𝑐 − 682.5)2 + (𝑐𝑜𝑙𝑐 − 1022.5)2 < 90
2 AND (180 < 𝑟𝑎 < 210 AND 50 < 𝑑𝑒𝑐 < 60)
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SDSS 06: (𝑟𝑜𝑤𝑐 − 682.5)2 + (𝑐𝑜𝑙𝑐 − 1022.5)2 < 280
2 AND (150 < 𝑟𝑎 < 240 AND 40 < 𝑑𝑒𝑐 < 70) AND 𝑟𝑜𝑤𝑣2 + 𝑐𝑜𝑙𝑣2 > 0.22

SDSS 07: 𝑥1 > (1.35 + 0.25 ∗ 𝑥2 ) AND 𝑥3 + 2.5 ∗ log(2 ∗ 3.1415 ∗ 𝑝𝑒𝑡𝑟𝑜𝑟50_𝑟 2 ) < 23.3

SDSS 08: (𝑑𝑒𝑟𝑒𝑑_𝑟 − 𝑑𝑒𝑟𝑒𝑑_𝑖 ) < 2 AND 17.5 ≤ 𝑐𝑚𝑜𝑑𝑒𝑙𝑚𝑎𝑔_𝑖 − 𝑒𝑥𝑡𝑖𝑛𝑐𝑡𝑖𝑜𝑛_𝑖 ≤ 19.9 AND 𝑑𝑒𝑟𝑒𝑑_𝑟 − 𝑑𝑒𝑟𝑒𝑑_𝑖 − (𝑑𝑒𝑟𝑒𝑑_𝑔 −
𝑑𝑒𝑟𝑒𝑑_𝑟 )/8 > 0.55 AND 𝑓 𝑖𝑏𝑒𝑟2𝑚𝑎𝑔_𝑖 < 21.7 AND 𝑑𝑒𝑣𝑟𝑎𝑑_𝑖 < 20. AND 𝑑𝑒𝑟𝑒𝑑_𝑖 < 19.86 + 1.6 ∗ ( (𝑑𝑒𝑟𝑒𝑑_𝑟 − 𝑑𝑒𝑟𝑒𝑑_𝑖 ) −
(𝑑𝑒𝑟𝑒𝑑_𝑔 − 𝑑𝑒𝑟𝑒𝑑_𝑟 )/8. − 0.80)

SDSS 09: 𝑢 − 𝑔 < 0.4 AND 𝑔 − 𝑟 < 0.7 AND 𝑟 − 𝑖 > 0.4 AND 𝑖 − 𝑧 > 0.4

SDSS 10: 𝑔 ≤ 22 AND −0.27 ≤ 𝑢 − 𝑔 ≤ 0.71 AND −0.24 ≤ 𝑔 − 𝑟 ≤ 0.35 AND −0.24 ≤ 𝑟 − 𝑖 ≤ 0.57 AND −0.35 ≤ 𝑖 − 𝑧 ≤ 0.70

SDSS 11: (𝑢 − 𝑔 > 2.0 OR 𝑢 > 22.3) AND 0 ≤ 𝑖 ≤ 19 AND 𝑔 − 𝑟 > 1 AND 𝑟 − 𝑖 < 0.08 + 0.42 ∗ (𝑔 − 𝑟 − 0.96) OR 𝑔 − 𝑟 > 2.26 AND

𝑖 − 𝑧 < 0.25

Car 01: 𝑐𝑙𝑎𝑠𝑠 = ‘minivan’ AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 ≤ 30000 AND 𝑙𝑒𝑛𝑔𝑡ℎ > 5 AND 𝑙𝑒𝑛𝑔𝑡ℎ ∗ 𝑤𝑖𝑑𝑡ℎ > 10.1 AND 𝑓 𝑢𝑒𝑙_𝑡𝑦𝑝𝑒 = ‘regular

unleaded’ AND (𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 ≠ ‘8-speed shiftable automatic’ AND 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 ≠ ‘9-speed shiftable automatic’)

Car 02: 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 ≤ 22132 AND 𝑏𝑎𝑠𝑖𝑐_𝑦𝑒𝑎𝑟 ≥ 5 AND 𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛_𝑦𝑒𝑎𝑟 ≥ 10 AND ℎ𝑜𝑟𝑠𝑒𝑝𝑜𝑤𝑒𝑟 > 156 AND 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 ≠ ‘suv’

AND 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 = ‘6-speed shiftable automatic’ AND 𝑦𝑒𝑎𝑟 ≥ 2016 AND 𝑓 𝑢𝑒𝑙_𝑡𝑎𝑛𝑘_𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 ≥ 65

Car 03: 𝑦𝑒𝑎𝑟 ≥ 2016AND 𝑙𝑒𝑛𝑔𝑡ℎ∗ℎ𝑒𝑖𝑔ℎ𝑡∗𝑤𝑖𝑑𝑡ℎ ≥ 15.0AND𝑏𝑎𝑠𝑖𝑐_𝑦𝑒𝑎𝑟 ≥ 4AND𝑐𝑙𝑎𝑠𝑠 = ‘full-size car’AND𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 100000

AND 𝑒𝑛𝑔𝑖𝑛𝑒_𝑡𝑦𝑝𝑒 = ‘gas’

Car 04: 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 = ‘truck’ AND ℎ𝑒𝑖𝑔ℎ𝑡 ≥ 1.9 AND 𝑡𝑜𝑟𝑞𝑢𝑒 ≥ 3800 AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 ≤ 30000 AND 𝑦𝑒𝑎𝑟 = 2017 AND

𝑏𝑎𝑠𝑒_𝑒𝑛𝑔𝑖𝑛𝑒_𝑠𝑖𝑧𝑒 ≥ 5

Car 05: 𝑐𝑙𝑎𝑠𝑠 = ‘full-size van’ AND 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 = ‘van’ AND 𝑒𝑛𝑔𝑖𝑛𝑒_𝑡𝑦𝑝𝑒 = ‘gas’ AND𝑚𝑜𝑑𝑒𝑙 = ‘nv cargo’ AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 27000

AND ℎ𝑜𝑟𝑠𝑒𝑝𝑜𝑤𝑒𝑟 < 300

Car 06: ℎ𝑒𝑖𝑔ℎ𝑡 < 1.51 AND 𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛_𝑦𝑒𝑎𝑟 ≥ 10 AND 𝑐𝑙𝑎𝑠𝑠 = ‘subcompact car’ AND (𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 ≠ ‘6-speed manual’ AND

𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 ≠ ‘7-speed manual’)

Car 07: 𝑐𝑙𝑎𝑠𝑠 = ‘mid-size car’AND 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 = ‘6-speed shiftable automatic’AND𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛_𝑦𝑒𝑎𝑟 > 5AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 29000

AND 𝑏𝑎𝑠𝑖𝑐_𝑘𝑚 ≥ 80467 AND 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 ≠ ‘suv’

Car 08: 𝑙𝑒𝑛𝑔𝑡ℎ ≥ 6AND𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 ≠ ‘sedan’AND𝑑𝑟𝑖𝑣𝑒_𝑡𝑦𝑝𝑒 ≠ ‘front wheel drive’AND𝑏𝑎𝑠𝑖𝑐_𝑦𝑒𝑎𝑟 ≥ 4AND𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛_𝑦𝑒𝑎𝑟 ≥
5 AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 32000 AND ℎ𝑒𝑖𝑔ℎ𝑡 > 2.5 AND (𝑓 𝑢𝑒𝑙_𝑡𝑦𝑝𝑒 ≠ ‘premium unleaded (required)’ AND 𝑓 𝑢𝑒𝑙_𝑡𝑦𝑝𝑒 ≠ ‘premium

unleaded (recommended)’)

Car 09: (𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 = ‘truck’ OR 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 = ‘van’) AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 30000 AND ℎ𝑒𝑖𝑔ℎ𝑡 ≥ 2.5 AND 𝑙𝑒𝑛𝑔𝑡ℎ > 6

Car 10: 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 = ‘truck’ AND ℎ𝑜𝑟𝑠𝑒𝑝𝑜𝑤𝑒𝑟 > 350 AND 𝑑𝑟𝑖𝑣𝑒_𝑡𝑦𝑝𝑒 = ‘four wheel drive’ AND 𝑒𝑛𝑔𝑖𝑛𝑒_𝑡𝑦𝑝𝑒 ≠ ‘diesel’ AND

𝑓 𝑢𝑒𝑙_𝑡𝑎𝑛𝑘_𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 > 100 AND 𝑦𝑒𝑎𝑟 ≥ 2017 AND 𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛 ≠ ‘stabilizer bar stabilizer bar’ AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 35000

Car 11: (𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 = ‘suv’ OR 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 = ‘truck’) AND (𝑑𝑟𝑖𝑣𝑒_𝑡𝑦𝑝𝑒 = ‘all wheel drive’ OR 𝑑𝑟𝑖𝑣𝑒_𝑡𝑦𝑝𝑒 = ‘four wheel drive’) AND

ℎ𝑒𝑖𝑔ℎ𝑡 > 1.8 AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 33000 AND 𝑙𝑒𝑛𝑔𝑡ℎ > 5.9 AND 𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛 LIKE ‘%independent%’

Car 12: 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 25000 AND ℎ𝑜𝑟𝑠𝑒𝑝𝑜𝑤𝑒𝑟 > 200 AND 𝑦𝑒𝑎𝑟 = 2017 AND 𝑙𝑒𝑛𝑔𝑡ℎ > 5.5

Car 13: 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 23000 AND 𝑏𝑎𝑠𝑖𝑐_𝑦𝑒𝑎𝑟 ≥ 5 AND 𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛_𝑦𝑒𝑎𝑟 ≥ 10 AND 𝑏𝑎𝑠𝑖𝑐_𝑘𝑚 ≥ 80000 AND 𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛_𝑘𝑚 ≥
100000 AND 𝑒𝑛𝑔𝑖𝑛𝑒_𝑡𝑦𝑝𝑒 IN (‘gas’, ‘hybrid’) AND 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 IN (‘sedan’, ‘hatchback’) AND 𝑑𝑟𝑖𝑣𝑒_𝑡𝑦𝑝𝑒 = ‘front wheel drive’ AND

𝑓 𝑢𝑒𝑙_𝑡𝑎𝑛𝑘_𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 ≥ 55 AND 𝑦𝑒𝑎𝑟 ≥ 2017

Car 14: 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 13000 AND 𝑑𝑟𝑖𝑣𝑒_𝑡𝑦𝑝𝑒 = ‘front wheel drive’ AND 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 LIKE ‘%manual%’ AND 𝑙𝑒𝑛𝑔𝑡ℎ < 4.5 AND

ℎ𝑜𝑟𝑠𝑒𝑝𝑜𝑤𝑒𝑟 < 110

Car 15: 𝑏𝑎𝑠𝑖𝑐_𝑦𝑒𝑎𝑟 ≥ 4 AND 𝑦𝑒𝑎𝑟 ≥ 2017 AND ℎ𝑒𝑖𝑔ℎ𝑡 ≤ 1.62 AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 25000 AND 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 LIKE ‘%automatic%’

AND (𝑐𝑙𝑎𝑠𝑠 NOT LIKE ‘%pickup%’ AND 𝑐𝑙𝑎𝑠𝑠 NOT LIKE ‘%suv%’)

Car 16: 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 26000 AND 𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 IN (‘van’, ‘truck’) AND 2 < ℎ𝑒𝑖𝑔ℎ𝑡 < 2.5 AND 𝑏𝑎𝑠𝑖𝑐_𝑦𝑒𝑎𝑟 > 3

Car 17: ℎ𝑜𝑟𝑠𝑒𝑝𝑜𝑤𝑒𝑟 > 150 AND 𝑦𝑒𝑎𝑟 = 2017 AND𝑚𝑎𝑘𝑒 IN (‘hyundai’, ‘honda’) AND 𝑙𝑒𝑛𝑔𝑡ℎ < 4.5 AND 𝑒𝑛𝑔𝑖𝑛𝑒_𝑡𝑦𝑝𝑒 IN (‘gas’,

‘diesel’) AND 𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 20000

Car 18:𝑝𝑟𝑖𝑐𝑒_𝑚𝑠𝑟𝑝 < 30000AND𝑏𝑜𝑑𝑦_𝑡𝑦𝑝𝑒 IN (‘sedan’, ‘suv’)AND 𝑒𝑛𝑔𝑖𝑛𝑒_𝑡𝑦𝑝𝑒 = ‘hybrid’AND 𝑦𝑒𝑎𝑟 = 2017AND𝑏𝑎𝑠𝑖𝑐_𝑦𝑒𝑎𝑟 ≥ 5

AND 𝑑𝑟𝑖𝑣𝑒𝑡𝑟𝑎𝑖𝑛_𝑦𝑒𝑎𝑟 ≥ 10
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