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A HYPOCOERCIVITY-EXPLOITING STABILISED
FINITE ELEMENT METHOD FOR KOLMOGOROV EQUATION∗

ZHAONAN DONG† , EMMANUIL H. GEORGOULIS‡ , AND PHILIP J. HERBERT§

Abstract. We propose a new stabilised finite element method for the classical Kolmogorov equation. The latter serves
as a basic model problem for large classes of kinetic-type equations and, crucially, is characterised by degenerate diffusion.
The stabilisation is constructed so that the resulting method admits a numerical hypocoercivity property, analogous to the
corresponding property of the PDE problem. More specifically, the stabilisation is constructed so that spectral gap is possible in
the resulting “stronger-than-energy” stabilisation norm, despite the degenerate nature of the diffusion in Kolmogorov, thereby
the method has a provably robust behaviour as the “time” variable goes to infinity. We consider both a spatially discrete version
of the stabilised finite element method and a fully discrete version, with the time discretisation realised by discontinuous Galerkin
timestepping. Both stability and a priori error bounds are proven in all cases. Numerical experiments verify the theoretical
findings.
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1. Introduction. In the study of kinetic modelling, degenerate evolution problems are abundant.
These may arise from the integration of stochastic processes, which upon integration typically give rise
to Kolmogorov/Fokker-Planck type partial differential equations (PDEs). In many examples, diffusion
(stemming from Brownian motion/randomness) is present in some of the spatial directions in the respec-
tive Kolmogorov/Fokker-Planck PDE. Quite interestingly, despite this, many such PDEs with degenerate
diffusion give rise to initial/boundary value problems that are, nonetheless, characterised by convergence to
long time equilibria. Villani in [19] coined the term hypocoercivity to signify the subtle property of certain
degenerate evolution (integro)differenetial operators to yield dissipation in directions where no diffusion is
explicitly present. Hypocoercivity has been formulated as a general framework in proving decay to equilib-
rium for kinetic equations in the seminal work [19] by Villani, who conceptualised and expanded key ideas
proposed in the seminal works of Hérau & Nier in [10], Eckmann & Hairer in [6], Mouhot & Neumann [14]
and others.

To highlight the role of degeneracy of diffusion with respect to long-time behaviour, we consider the
classical Kolmogorov equation:

(1.1) Lu ≡ ut − uxx + xuy = f, in (0, tf ]× Ω;

for some final time tf > 0, with Ω ⊂ R2, and a suitably smooth forcing f : (0,∞) × Ω → R, along with
appropriate initial and boundary data. (The above notation used above is typical in PDE literature; in
kinetic applications, the operator L may appear as Lf := ft− fvv + vfx with v denoting the particle velocity
variable, x the displacement/position and f the respective probability density function.) Let (·, ·)L2(Ω) the
standard L2(Ω)-inner product, for some ’spatial’ domain Ω ⊂ R2, along with the respective norm ∥·∥L2(Ω).
Assuming suitable boundary conditions, such that the skew-symmetric term (xuy, u) vanishes, the standard
energy argument for (1.1) yields

(1.2)
1

2

d

dt
∥u(t)∥2L2(Ω) + ∥ux∥2L2(Ω) = (f, u)L2(Ω) ≤

1

2ϵ
∥f∥2L2(Ω) +

ϵ

2
∥u∥2L2(Ω),

for almost all t ∈ (0, tf ] and all ϵ > 0, where tf ∈ R+ is some final time. Observing that a Poincaré-
Friedrichs/spectral gap estimate of the form ∥u∥L2(Ω) ≤ C∥∇u∥L2(Ω) is not applicable, and since an estimate
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of the type ∥u∥L2(Ω) ≤ C∥ux∥L2(Ω) may not hold, standard arguments involving Grönwall’s Lemma give

(1.3) ∥u(tf )∥2L2(Ω) ≤ eϵtf
(
ϵ−1∥f∥2L2(0,tf ;L2(Ω)) + ∥u0∥2L2(Ω)

)
,

for any ϵ > 0, where we have used standard notation for Bochner spaces. The presence of the term eϵtf mean
that the stability estimate (1.3) is not robust with respect to the final time.

The hypocoercivity of of (1.1), however, can be manifested through non-standard energy arguments.
More specifically, by considering different inner products of form (·, ·)hc = (·, ·)L2(Ω) + (A∇·,∇·)L2(Ω), where

A ∈ R2×2
symm is a suitable positive semidefinite matrix, and the associated norm ∥·∥hc :=

√
(·, ·)

hc
, one arrives

at an energy estimate of the form

1

2

d

dt
∥u(t)∥2hc + c

(
∥∇u∥2L2(Ω) + ∥ux∥2hc

)
≤ (f, u)hc,

for some constant c > 0. Crucially, if u is such that it satisfies a Poincaré-Friedrichs inequality, (e.g., satisfying
suitable boundary conditions,) we can deduce

1

2

d

dt
∥u(t)∥2hc + chc∥u∥2hc ≤ (f, u)hc,

for some constant chc > 0 which depends on A, so that d
dt∥u(t)∥2hc + chc∥u∥2hc ≤ c−1

hc ∥f∥2hc, using standard
arguments. Thus, Grönwall’s Lemma gives

(1.4) ∥u(tf )∥2hc ≤ e−chctf ∥u0∥2hc + c−1
hc

∫ tf

0

e−chc(tf−s)∥f(s)∥2hc ds.

This is reminiscent of the standard parabolic decay estimates. In particular, for f = 0, this provides decay
as t → ∞.

Retaining hypocoercive structures upon discretisation of respective PDE problems is desirable. This is
because numerical methods admitting such structures would give rise to robust performance for long time
computations. So far, only few works have been concerned with such numerical hypocoercivity properties.
We mention [16] for a study of hypocoercivity for a central difference method discretising the Kolmogorov
equation (1.1), using the abstract framework from [19, Theorem 18], and [5] where the approach from [16] was
taken further to discuss the availability of spectral gap for central difference discretisations of the respective
Fokker-Planck equation. Also, Foster, Lohéac & Tran [8] discuss the development of a Lagrangian-type
splitting method based on a carefully constructed similarity transformation and linear finite elements over
quasiuniform meshes, although no proof of decay to equilibrium is given for the numerical method itself. Also,
Bessemoulin-Chatard & Filbet [1] present design principles for the construction of equilibrium-preserving
finite volume methods for nonlinear degenerate parabolic problems. Recently, Bessemoulin-Chatard, Herda
& Rey [2] presented an asymptotic-preserving in the diffusive limit finite volume scheme for a class of one-
dimensional kinetic equations, using the hypocoercivity framework of Dolbeault, Mouhot & Schmeiser [4].

Developing Galerkin finite element methods which preserve/admit hypocoercivity structures is a largely
unexplored area. This is despite the potential advantages of Galerkin methods, allowing for high order
discretisations, over unstructured, possibly locally adapted meshes. We are only aware of [9], whereby a
hypocoercivity-preserving family of spatially discrete non-conforming finite element methods for (1.1) is
constructed and analysed. The key idea in the design of the methods in [9] is the construction of certain
consistent stabilisations based on carefully selected numerical fluxes on the skeleton of the mesh, along with
imposition of additional boundary conditions in the PDE problem. The method family in [9] scales like a
fourth order discrete operator in space, due to the involvement of the (·, ·)hc inner product with arguments
derivatives of the solutions u. This may result to higher computational cost if used in conjunction with a
fully discrete implicit time-stepping fashion and iterative linear solvers for each time-step.

This work is concerned with constructing a new, hypocoercivity-exploiting, stabilised finite element
method, which address three key issues that arose in [9]: 1) the new method scales like a second order discrete
operator, thereby reinstating the expected computational complexity of discretising a second order differential
operator, 2) both spatially discrete and fully discrete methods are presented, with the time discretisation
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realised by an arbitrary order discontinuous Galerkin timestepping approach, and 3) no additional boundary
conditions other than standard Cauchy/Dirichlet-Neumann ones are required for the analysis of the new
method. On the other hand, however, the three aforementioned developments are possible for reduced
negative Grönwall exponent compared to the one in [9]. In particular, the exponent below and, thus the
available spectral gap, degenerates when increasing the dimension of the space-time approximation spaces
(i.e., reducing meshsize/timestep and/or increasing polynomial degree). Nevertheless, for fixed discretisation
parameters, hypocoercivity is proven and used, in turn, for the proof of a priori error bounds which are
robust with respect to the final time tf .

The remainder of this work is structured as follows. In Section 2, we discuss the the special weak
formulation of (1.1) which utilizes the concept of hypocoercivity in order to generate a contractive semigroup.
Following this, we discuss two semi-discretisations. The first semi-discretisation is discussed in Section 3 comes
in the form of a streamline-upwinded Petrov-Galerkin method which does not itself immediately achieve an
optimal rate of convergence. This is followed in Section 4 by a discretisation which makes use of both the
properties discussed in Section 2 and the streamline-upwinded Petrov-Galerkin method. Both of these semi-
discretisations make use of continuous finite elements in space. Once the semi-discrete case has been treated,
we move to Section 5 which considers a full discretisation of (1.1) by use of discontinuous Galerkin methods
in time.

Notation. To simplify notation, we abbreviate the L2(ω)-inner product and L2(ω)-norm for a Lebesgue-
measurable subset ω ⊂ Rd as (·, ·)ω and ∥·∥ω, respectively. Moreover, when ω = Ω, we will further compress
the notation to (·, ·) ≡ (·, ·)Ω and ∥·∥ ≡ ∥·∥Ω. The standard notation Hk(ω) for Hilbertian Sobolev spaces,
k ∈ R will be used. In addition, given an interval J ⊂ R and a Banach space V , we use the standard notation
Bochner spaces that are denoted by Lp(J ;V ).

For the rest of this work, we restrict to Ω being a polygonal domain and introduce a family of triangula-
tions of Ω, say T , consisting of mutually disjoint open triangular elements T ∈ T , whose closures cover Ω̄ ex-
actly. Also, let h : ∪T∈T T → R+ be the local meshsize function defined elementwise by h|T := hT := diam(T ).
For simplicity, we further assume that T is shape-regular, in the sense that the radius ρT of the largest in-
scribed circle of each T ∈ T is bounded from below with respect to each element’s diameter h|T , uniformly
as ∥h∥L∞(Ω) → 0 under mesh refinement. Also, we assume that T is locally quasi-uniform in the sense that
the diameters of adjacent elements are uniformly bounded from above and below. Finally, let Γ := ∪T∈T ∂T
denote the mesh skeleton, and Γint := Γ\∂Ω.

The family of finite element spaces subordinate to T we consider are defined by

Vh ≡ V p
h := {V ∈ H1

−(Ω) : V |T ∈ Pp(T ), T ∈ T },

with Pp(ω), ω ⊂ Rd, denoting the space of polynomials of total degree at most p over ω, p = 1, 2, 3, . . ..
Notice that this choice of Vh is only H1-conforming despite the higher order derivatives which appear in the
definition of a. Further, we define the broken Sobolev spaces Hr(Ω, T ) := {v|T ∈ Hr(T ), T ∈ T }, and the
broken gradient∇T to be the element-wise gradient operator with∇T w|T = ∇w|T , T ∈ T , for w ∈ H1(Ω, T ).

2. A special weak formulation. The problem of closing a degenerate parabolic PDE with suitable
boundary conditions is well understood via the classical theory of linear second order equations with non-
negative characteristic form [7, 15]. In particular, with n(·) := (n1(·), n2(·))T denoting the unit outward
normal vector at almost every point of ∂Ω, which is assumed to be piecewise smooth and Lipschitz, we first
define the elliptic portion of the boundary

∂0Ω := {(x, y) ∈ ∂Ω : n1(x, y) ̸= 0}.

On the non-elliptic portion of the boundary ∂Ω\∂Ω0, we define the inflow and outflow boundaries:

∂−Ω := {(x, y) ∈ ∂Ω\∂0Ω : xn2(x, y) < 0}, ∂+Ω := {ξ ∈ ∂Ω\∂0Ω : xn2(x, y) ≥ 0}.

For notational brevity, any characteristic portions of the boundary {(x, y) ∈ ∂Ω\∂0Ω : xn2(x, y) = 0}
have been included into the outflow part, since their treatment is identical in what follows. Notice that
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∂Ω = ∂+Ω∪ ∂−Ω∪ ∂0Ω. Introducing the notation Lu ≡ −uxx + xuy, we consider the initial/boundary-value
problem:

(2.1)

ut + Lu = ut − uxx + xuy = f, in (0, tf ]× Ω,

u = u0, on {0} × Ω,

u = 0, on (0, tf ]× ∂−Ω,

n1ux = 0, on (0, tf ]× ∂0Ω,

for tf > 0 and for f ∈ L2((0, tf );H
1(Ω)), noting the stronger, non-standard regularity assumption for f .

The well-posedness of the above problem is assured upon assuming that ∂−Ω has positive one-dimensional
Hausdorff measure [15]. For brevity, denote the time interval by I := (0, tf ]. We note that, in contrast to the
previous work [9], in what follows, we do not prescribe any additional boundary conditions.

Let A be a symmetric and non-negative definite matrix of the form

(2.2) A :=

(
α β
β γ

)

where α, β, γ are non-negative parameters. Denote by ((·, ·))A the inner product

((w, v))A := (w, v) + (∇w,A∇v),

for w, v ∈ H1(Ω) with induced inner product ∥·∥A := ((·, ·))
1
2

A. This norm will play the role of ∥·∥hc from the
Introduction.

Assuming sufficient regularity for the exact solution u, so that the following calculations are well defined,
(1.1) implies

(2.3) ((ut, v))A + (ux, vx) + (xuy, v) + (∇Lu,A∇v) = ((f, v))A,

for all v ∈ H1
−(Ω) := {v ∈ H1(Ω) : v|∂−Ω = 0}, and set

(2.4) a(u, v) := (ux, vx) + (xuy, v) + (∇Lu,A∇v).

2.1. The hypocoercive structure of a(·, ·). Setting v = u into (2.4) gives

a(u, u) = ∥ux∥2 + (xuy, u) + (−uxxx + (xuy)x, αux + βuy) + (−uxxy + xuyy, βux + γuy),

which, upon integration by parts, gives

(2.5)
a(u, u) = ∥ux∥2 +

1

2
∥√xn2u∥2∂+Ω + ∥

√
A∇ux∥2 + β∥uy∥2 + α(uy, ux)

+ (
1

2
xn2∇u− n1∇ux, A∇u)∂Ω.

In [9] additional boundary conditions are considered, so that the last two terms on the right-hand side of (2.5)
are non-negative and, thus, they can be omitted. After applying Young’s and Cauchy-Schwarz’ inequalities
and electing α > 0, β = 4α2/9, and γ = α3/3, for instance, we deduce

(2.6) a(u, u) ≥ 1

4
∥ux∥2 +

α

3
∥uxx∥2 +

α2

9
∥uy∥2 +

α3

27
∥uxy∥2.

Thus, remarkably, using the non-standard test function v−∇·(A∇v) for well-chosen A, results in L providing
coercivity with respect to uy also: this is a manifestation of the concept of hypocoercivity, as ∂y = [x∂y, ∂x];
we refer to [19, Theorem 24] for details.
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Remark 2.1. To emphasise the potential generality of the approach, one may consider a (d+1)-dimensional
version of (1.1): for Ω ⊂ Rd+1 open, find u : (0, tf ]× Ω → R, such that

(2.7) ut + Ld+1u = ut − ux1x1 +

d∑

i=1

xiuxi+1 = f, in (0, tf ]× Ω,

for tf > 0 and f ∈ H1(Ω), along with suitable initial/boundary conditions. Interestingly, (2.7) is smoothing,
despite possessing explicit diffusion in one spatial dimension only. Indeed, we have, respectively, [∂xi

, b ·∇] =
∂xi+1

thereby, Hörmander’s rank condition is satisfied [11], implying that (2.7) is, in fact, hypoelliptic!
Moreover, since full rank is achieved via commutators involving the skew-symmetric 1st order part b · ∇u,
the PDE in (2.7) satisfies also the commutator hypotheses of [19, Theorem 24]. The developments discussed
in this work can be transferred to this problem also with minor modifications only.

3. A streamline-upwinded Petrov-Galerkin formulation. For equations with non-negative char-
acteristic form, such as (2.1), a streamline-upwinded Petrov-Galerkin formulation (SUPG) was proposed [13]
to achieve optimal rates of convergence in the presence of degenerate diffusion for continuous finite element
spaces like V p

h . In the present setting, the method in [12] reads: find U ≡ U(t) ∈ Vh, t ∈ (0, tf ], such that

(3.1) (Ut, V ) + ah,SUPG(U, V ) = (f, V + τ(Vt + xVy)),

for all V ∈ Vh, with

(3.2) ah,SUPG(U, V ) := (Ux, Vx) + (xUy, V ) +
∑

T∈T
(Ut + LU, τ(Vt + xVy))T ,

for an SUPG parameter τ : Ω → R defined element-wise precisely below. We also set U(0) := πu0 ∈ Vh, with
π : L2(Ω) → Vh denoting the orthogonal L2-projection onto the finite element space.

Setting U = V = w ∈ V p
h in (3.2), we have the coercivity relation:

(3.3)

ah,SUPG(w,w) = ∥wx∥2 +
1

2
∥√xn2w∥2∂+Ω + ∥√τ(wt + xwy)∥2

−
∑

T∈T
(wxx, τ(wt + xwy))T

≥ ∥wx∥2 +
1

2
∥√xn2w∥2∂+Ω + ∥√τ(wt + xwy)∥2

− ∥CINV p
2h−1

√
τwx∥∥

√
τ(wt + xwy)∥ ≥ 1

2
|∥w|∥2SUPG,

for

|∥w|∥SUPG =
(
∥wx∥2 + ∥√xn2w∥2∂+Ω + ∥√τ(wt + xwy)∥2

) 1
2

,

whereby, for each T ∈ T , we set

(3.4) τ |T := C−2
INV p

−4h2,

with CINV the constant of the inverse estimate ∥∇v∥T ≤ CINV p
2h−1

T ∥v∥T , valid for v ∈ Pp(T ), depending
only on the shape-regularity of the mesh.

For f = 0, starting from (3.1), we set V = U and, employing (3.3) along with standard arguments, we
arrive at

d

dt
∥U∥2 + |∥U |∥2SUPG ≤ 0,

which implies the expected stability:

(3.5) ∥U(tf )∥ ≤ ∥U(0)∥,

for all τ ≥ 0, i.e., we have stability of the SUPG scheme with respect to the PDE initial data.
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3.1. A priori error bound. Set now

ρ := u− πu, ϑ := πu− U,

so that e = ρ+ ϑ, whereby, following [3], π : L2(Ω) → V p
h is the orthogonal L2-projection operator onto the

finite element space, giving (ρt, ϑ) = 0.
Employing (3.1) with V = ϑ gives the error equation

(3.6)

1

2

d

dt
∥ϑ∥2 + ah,SUPG(ϑ, ϑ)

= ((πu)t, ϑ) + ah,SUPG(πu, ϑ)− (f, ϑt + τ(ϑt + xϑy)),

= − (ρt, ϑ)− ah,SUPG(ρ, ϑ) = −ah,SUPG(ρ, ϑ).

Using (ρ, ϑt) = 0, we have (ρ, xϑy) = (ρ, xϑy + ϑt). Then, we have,

(3.7)

ah,SUPG(ρ, ϑ) = (ρx, ϑx)− (ρ, xϑy) +

∫

∂+Ω

xn2ρϑ ds

+ (ρt + xρy, τ(ϑt + xϑy))−
∑

T∈T
(ρxx, τ(ϑt + xϑy))T

≤
(
∥ρx∥ + ∥τ− 1

2 ρ∥ + ∥√xn2ρ∥∂+Ω + ∥√τ(ρt + xρy)∥

+
( ∑

T∈T
∥√τρxx∥2T

) 1
2

)

×
(
∥ϑx∥ + ∥√xn2ϑ∥∂+Ω + 2∥√τ(ϑt + xϑy)∥

)

≤ 4
(
|∥ρ|∥SUPG + ∥τ− 1

2 ρ∥ + (
∑

T∈T
∥√τρxx∥2T )

1
2

)
|∥ϑ|∥SUPG.

Using (3.7) along with (3.3) into (3.6), we arrive at

(3.8)
d

dt
∥ϑ∥2 + 1

2
|∥ϑ|∥2SUPG ≤ 32

(
|∥ρ|∥SUPG + ∥τ− 1

2 ρ∥ + (
∑

T∈T
∥√τρxx∥2T )

1
2

)2

.

We note that |∥·|∥SUPG may only be a seminorm, in general, in V p
h , for instance when (0, y) ∈ Ω for some

y ∈ R. In particular, it is not necessarily true that ∥ϑ∥ ≤ CPF |∥ϑ|∥SUPG, for some constant CPF , independent
of ϑ. Therefore, from (3.8), using standard arguments, we can only conclude the a priori error estimate

(3.9)

∥e(tf )∥2 +
∫ tf

0

|∥e|∥2SUPG dt ≤ ∥e(0)∥2 + 2∥ρ(tf )∥2

+ 128

∫ tf

0

(
|∥ρ|∥SUPG + ∥τ− 1

2 ρ∥ + (
∑

T∈T
∥√τρxx∥2T )

1
2

)2

dt.

Assume, now, optimal best approximation properties for the projection π, viz.,

(3.10) ∥hκ−1ρ∥2 + ∥hκ∇ρ∥2 +
∑

T∈T
(∥hκ+ 1

2∇ρ∥2∂T + ∥hκ+1∇2ρ∥2T ) ≤ Capp

∑

T∈T
(|hκ+su|2Hs+1(T )),

for u ∈ H1(I;H2(Ω) ∩ Hs+1(Ω, T )), s ≥ 1, and κ ∈ R, with ∇2 denoting the (weak) Hessian of its argu-
ment. Assuming, now, sufficient space-time regularity for the exact solution u, the above best approximation
estimates yield the error bound

(3.11)

∥e(tf )∥2 +
∫ tf

0

|∥e|∥2SUPG dt ≤ ∥e(0)∥2 + C
∑

T∈T

(
max
t∈I

|hsu|2Hs(T )

)

+ C
∑

T∈T

(∫ tf

0

(
|hsu|2Hs+1(T ) + |hs+1ut|2Hs+1(T )

)
dt
)
,
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for some C > 0, independent of tf and of u. Thus, if the exact solution were to satisfy u ∈ H1(I;H2(Ω) ∩
Hs+1(Ω, T )) for 1 ≤ s ≤ p, (3.11) implies

(3.12) ∥e(tf )∥2 +
∫ tf

0

|∥e|∥2SUPG dt ≤ Ctfh
2s
max,

with hmax = maxx∈Ω h for some C > 0 constant depending on u.
We remark that, for τ ≡ 0 in (3.1) and employing energy estimates, the resulting ‘plain’ Galerkin semi-

discrete method may admit stronger dependence on tf . Indeed, setting τ = 0 and working as above, (3.3)
degenerates to:

(3.13) ah,SUPG(ϑ, ϑ) = ∥ϑx∥2 +
1

2
∥√xn2ϑ∥2∂+Ω,

while (3.7) gives

ah,SUPG(ρ, ϑ) = (ρx, ϑx)− (ρ, xϑy) +

∫

∂+Ω

xn2ρϑds

≤
(
∥ρx∥ + ∥CINV p

2h−1xρ∥ + ∥√xn2ρ∥∂+Ω

)(
∥ϑx∥ + ∥√xn2ϑ∥∂+Ω + ∥ϑ∥

)
,

so that, (3.6) and standard arguments give

1

2

d

dt
∥ϑ∥2 + 1

4
∥ϑx∥2 +

1

4
∥√xn2ϑ∥2∂+Ω

≤ 2
(
∥ρx∥ + ∥CINV p

2h−1xρ∥ + ∥√xn2ρ∥∂+Ω

)
∥ϑ∥,

or
d

dt
∥ϑ∥2 ≤ 16

ϵ

(
∥ρx∥ + ∥CINV p

2h−1xρ∥ + ∥√xn2ρ∥∂+Ω

)2

+ ϵ∥ϑ∥2,

for any ϵ > 0. The triangle inequality, together with (3.10), then, implies

(3.14) ∥e(tf )∥2 ≤ C(ϵ−1)eϵtfhs
max,

for some constant C > 0 depending proportionally on ϵ−1 and on u, assuming the same regularity setting as
in (3.12).

4. A hypocoercivity-exploiting SUPG method. Starting from (2.3), we consider the spatially
discrete finite element method: find U ≡ U(t) ∈ Vh, t ∈ (0, tf ], such that

(4.1) ((Ut, V ))A + ah(U, V ) = ((f, V ))A + (f, τ(Vt + xVy)),

for all V ∈ Vh, for

(4.2) ah(U, V ) := ah,SUPG(U, V ) +
∑

T∈T
(∇LU,A∇V )T .

We set U(0) := π̂u0 ∈ Vh, with π̂ : H1
−(Ω) → Vh defined as the A-orthogonal projection operator onto the

finite element space Vh.

Remark 4.1. The weak form (4.1) is a Petrov-Galerkin formulation arising formally by testing the PDE
against v + τ(vt + xvy)−∇ · (A∇v), modulo a boundary term arising from integration by parts.

Define

|∥w|∥ :=
( 1

2
∥wx∥2 + ∥

√
γδwy∥2 +

1

2
∥√τ(wt + xwy)∥2 + ∥

√
A∇T wx∥2

+ ∥√xn2w∥2∂+Ω +
∑

T∈T
∥
√
xn2A∇w∥2∂+T

) 1
2

,

with A as in (2.2). We have the following coercivity result.
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Lemma 4.2 ((Hypo)coercivity). For all w ∈ Vh, we have

(4.3) ah(w,w) ≥
1

4
|∥w|∥2,

when α = (8δ)−1, β = (24δ2)−1, γ = (64δ3)−1, whereby for each T ∈ T ,

(4.4) δ|T := δT = CT
δ

p4

h2
T

, and τ |T :=
h2
T

4C2
INV p

4
,

where CT
δ :=

C2
inv

6

(
3∥xn2∥L∞(∂−T ) + 2∥n1∥2L∞(∂T )

)
, and Cinv > 0 the trace-inverse inequality constant de-

pending only on the shape-regularity of the mesh, viz., ∥v∥∂T ≤ Cinvph
− 1

2

T ∥v∥T , valid for v ∈ Pp(T ), T ∈ T .

Proof. Now, working as above, we have

ah(w,w) = ∥wx∥2 +
1

2
∥√xn2w∥2∂+Ω + ∥√τ(wt + xwy)∥2

+
∑

T∈T

(
(∇Lw,A∇w)T − (wxx, τ(wt + xwy))T

)
,

whilst the last term on the right-hand side gives

I := ∥
√
A∇wx∥2T + β∥wy∥2T + α(wy, wx)T + (

1

2
xn2∇w − n1∇wx, A∇w)∂T

− (wxx, τ(wt + xwy))T

≥∥
√
A∇wx∥2T + β∥wy∥2T − α2

2ϵ1
∥wy∥2T − ϵ1

2
∥wx∥2T − 1

2
∥
√

|xn2|A∇w∥2∂−T

+
1

2
∥
√
xn2A∇w∥2∂+T − ∥n1∥L∞(∂T )∥

√
A∇wx∥∂T ∥

√
A∇w∥∂T

− 1

2
∥CINV p

2h−1
√
τwx∥2T − 1

2
∥√τ(wt + xwy)∥2T

≥
(
1− ϵ2

)
∥
√
A∇wx∥2T +

(
β − α2

2ϵ1

)
∥wy∥2T −

(ϵ1
2

+
1

8

)
∥wx∥2T

−
(C2

invp
4∥xn2∥L∞(∂−T )

2h2
T

+
∥n1∥2L∞(∂T )C

2
invp

4

4h2
T ϵ2

)
∥
√
A∇w∥2T

− 1

2
∥√τ(wt + xwy)∥2T +

1

2
∥
√
xn2A∇w∥2∂+T ,

upon selecting τ := C−2
INV p

−4h2/4. We set ϵ2 = 3
4 , and recall the definition of δT , for which we note that

δT ̸= 0 since n2
1 + n2

2 = 1 pointwise. Continuing, we have

I ≥ 1

4
∥
√
A∇wx∥2T +

(
β − α2

2ϵ1

)
∥wy∥2T −

(ϵ1
2

+
1

8

)
∥wx∥2T − δTα∥wx∥2T

− δT γ∥wy∥2T − 2δTβ(wx, wy)T +
1

2
∥
√

xn2A∇w∥2∂+T − 1

2
∥√τ(wt + xwy)∥2T

≥ 1

4
∥
√
A∇wx∥2T +

(
β − α2

2ϵ1
− δT γ − δT

β2

αϵ3

)
∥wy∥2T

−
(ϵ1
2

+
1

8
+ (1 + ϵ3)δTα

)
∥wx∥2T +

1

2
∥
√

xn2A∇w∥2∂+T − 1

2
∥√τ(wt + xwy)∥2T .

Setting ϵ1 = 1, ϵ3 = 1, α = (8δT )
−1, β = (24δ2T )

−1, and γ = 9
8
β2

α = (64δ3T )
−1, we deduce

I ≥ 1

4
∥
√
A∇wx∥2T +

5δT γ

18
∥wy∥2T − 7

8
∥wx∥2T

+
1

2
∥
√
xn2A∇w∥2∂+T − 1

2
∥√τ(wt + xwy)∥2T .



HYPOCOERCIVITY-EXPLOITING SFEM FOR KOLMOGOROV EQUATION 9

By combining the above estimates, we deduce

ah(w,w) ≥
1

8
∥wx∥2 +

5

18
∥
√
γδwy∥2 +

1

4
∥
√
A∇T wx∥2 +

1

2
∥√xn2w∥2∂+Ω

+
1

2

∑

T∈T
∥
√
xn2A∇w∥2∂+T +

1

2
∥√τ(wt + xwy)∥2,

from which the result follows.

Remark 4.3. The choice for α, β, γ is not unique in the above proof. The particular numbers have been
chosen as a typical example of possible values.

The following result provides a mesh-dependent spectral gap.

Lemma 4.4. Assume that hmax = maxx∈Ω h < 1, and set hmin := minx∈Ω h. Then, there exists a constant
1 > chc > 0, independent of h and p, such that, for all w ∈ H1(I;H1(Ω) ∩H2(Ω, T )), we have

|∥w|∥2 ≥ κ∥w∥2A, with κ ≡ κ(h, p) := chch
4
minp

−8.

Proof. Let B := diag(1, (32δ2)−1). Then we have, respectively,

2|∥w|∥2 ≥ ∥
√
B∇w∥2 = ∥

√
B − νA∇w∥2 + ν∥

√
A∇w∥2.

Upon defining δ̄ := minT∈T CT
δ p

4h−2
min, we immediately have δ ≥ δ̄. Selecting now ν = δ̄/2, the eigenvalues

λi, i = 1, 2 of B − νA satisfy 1
2 ≤ λ1 ≤ 1 and

h4
min

384p8 ≤ λ2 < 1
2 , which implies

∥
√
B − νA∇w∥2 ≥ λ2∥∇w∥2 ≥ C−1

PFλ2∥w∥2,

where CPF > 0 is the Poincaré-Friedrichs/spectral gap inequality ∥w∥2 ≤ CPF∥∇w∥2 for any w ∈ H1
−(Ω) ∩

H2(Ω, T ), independent of w and discretisation parameters. Thus the result follows for chc = 2−1 min{(192CPF)
−1,minT∈T CT

δ }.
On the other hand, for the hypocoercivity-exploiting SUPG method (4.1), for f = 0 and V = U we have,

respectively,
1

2

d

dt
∥U∥2A +

κ

4
∥U∥2A ≤ 1

2

d

dt
∥U∥2A +

1

4
|∥U |∥2 ≤ 1

2

d

dt
∥U∥2A + ah(U,U) = 0,

implying

(4.5) ∥U(tf )∥ ≤ e−κtf/4∥U(0)∥,

which improves upon (3.5). Therefore, the “hypocoercivity-inducing” stabilisation results into favourable
dependence of the error with respect to the final time tf as tf → ∞. Even though the negative exponential
decay may only be effective for tf > κ−1 ∼ p8h−4

min, it is nonetheless a manifestation of the concept of
hypocoercivity, i.e., convergence to equilibrium despite the degenerate nature of the diffusion in Kolmogorov’s
equation. We shall refer to the preservation of the hypocoercivity structure by a numerical method as
numerical hypocoercivity.

4.1. Error estimate. We split the error as before,

ρ := u− π̂u, ϑ := π̂u− U,

so that e = ρ+ ϑ. Employing (4.1) with V = ϑ and using (2.3), respectively, gives the error equation

(4.6)

1

2

d

dt
∥ϑ∥2A + ah(ϑ, ϑ) = (((π̂u)t, ϑ))A + ah(π̂u, ϑ)− ((f, ϑ))A − (f, τ(Vt + xVy)),

= − ((ρt, ϑ))A − ah(ρ, ϑ) = −ah(ρ, ϑ),
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since ((ρt, ϑ))A = 0, from the definition of the A-orthogonal projection. Similarly, use the relation ((ρ, ϑt))A =
0, we have, respectively,

ah(ρ, ϑ) = (ρx, ϑx)− (xρ, ϑy) + (xn2ρ, ϑ)∂+Ω + (ρt + xρy, τ(ϑt + xϑy))

+
∑

T∈T

(
− (ρxx, τ(ϑt + xϑy))T − (∇ρxx, A∇ϑ)T + (∇(xρy), A∇ϑ)T

)

= (ρx, ϑx)− (ρ, xϑy + ϑt) + (xn2ρ, ϑ)∂+Ω + (ρt + xρy, τ(ϑt + xϑy))

+
∑

T∈T

(
− (ρxx, τ(ϑt + xϑy))T − (∇ρxx, A∇ϑ)T

+ (∇(xρy), A∇ϑ)T − (∇ρ,A∇ϑt)T

)

= (ρx, ϑx)− (ρ, xϑy + ϑt) + (xn2ρ, ϑ)∂+Ω + (ρt + xρy, τ(ϑt + xϑy))

+
∑

T∈T

(
− (ρxx, τ(ϑt + xϑy))T + (∇ρx, A∇ϑx)T − (n1∇ρx, A∇ϑ)∂T

+ (∇(xρy), A∇ϑ)T + (∇ρ,A∇(xϑy))T − (∇ρ,A∇(ϑt + xϑy))T

)
.

For the eighth and ninth terms on the right-hand side of the above identity, we have

(∇(xρy), A∇ϑ)T + (∇ρ,A∇(xϑy))T

=(ρy(∇x), A∇ϑ)T + (∇ρy, A∇ϑx)T + (∇ρ,A∇ϑyx)T + (∇ρ,A(∇x)ϑy))T

= (αρy, ϑx)T + 2(βρy, ϑy)T + (αρx, ϑy)T + (xn2∇ρ,A∇ϑ)∂T .

Using the above relation, we have

ah(ρ, ϑ) = (ρx, ϑx)− (ρ, xϑy + ϑt) + (xn2ρ, ϑ)∂+Ω + (ρt + xρy, τ(ϑt + xϑy))

+
∑

T∈T

(
− (ρxx, τ(ϑt + xϑy))T + (∇ρx, A∇ϑx)T − (∇ρ,A∇(ϑt + xϑy))T

+ (αρy, ϑx)T + 2(βρy, ϑy)T + (αρx, ϑy)T + (xn2∇ρ,A∇ϑ)∂T − (n1∇ρx, A∇ϑ)∂T

)
.

For the last two terms on the right-hand side of the above identity, we have

(xn2∇ρ,A∇ϑ)∂T − (n1∇ρx, A∇ϑ)∂T = (xn2ρx, αϑx + βϑy)∂T

+ (xn2ρy, βϑx + γϑy)∂T − (n1ρxx, αϑx + βϑy)∂T − (n1ρxy, βϑx + γϑy)∂T

≤ Cinvph
− 1

2

T

(
∥αxn2ρx∥∂T + ∥βxn2ρy∥∂T + ∥αn1ρxx∥∂T + ∥βn1ρxy∥∂T

)
∥ϑx∥T

+ Cinvph
− 1

2

T

(
∥β(γδ)− 1

2xn2ρx∥∂T + ∥
√

γ/δxn2ρy∥∂T + ∥β(γδ) 1
2n1ρxx∥∂T

+ ∥
√
γ/δn1ρxy∥∂T

)
∥
√
γδϑy∥T

using the trace-inverse estimate in the last step. In addition, using the inverse inequality, definition of τ and
A in Lemma 4.3, we have

−(∇ρ,A∇(ϑt + xϑy))T ≤∥A∥L∞(T )∥∇ρ∥TCINV p
2h−1

T ∥(ϑt + xϑy)∥T
≤∥(CINV p

2h−1∥A∥L∞(T )τ
− 1

2 )∇ρ∥T ∥
√
τ(ϑt + xϑy)∥T

≤ ∥CINV (3C
T
δ )

−1∇ρ∥T ∥
√
τ(ϑt + xϑy)∥T ,

where we have used the bound ∥A∥L∞(T ) ≤ (6δ)−1, with δ defined Lemma 4.3. Performing estimation in
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standard fashion, and using the last bound, we have

ah(ρ, ϑ) ≤ ∥ρx∥∥ϑx∥ + ∥τ− 1
2 ρ∥∥√τ(xϑy + ϑt)∥ + ∥√xn2ρ∥∂+Ω∥

√
xn2ϑ∥∂+Ω

+ ∥√τ(ρt + xρy)∥∥
√
τ(ϑt + xϑy)∥ +

( ∑

T∈T
∥√τρxx∥2T

) 1
2 ∥√τ(ϑt + xϑy)∥

+ ∥
√
A∇T ϑx∥∥

√
A∇T ρx∥ +

( ∑

T∈T
∥CINV (3C

T
δ )

−1∇ρ∥2T
) 1

2 ∥√τ(ϑt + xϑy)∥

+ ∥αρy∥∥ϑx∥ + 2∥β(γδ)− 1
2 ρy∥∥

√
γδϑy∥ + ∥α(γδ)− 1

2 ρx∥∥
√
γδϑy∥

+
( ∑

T∈T
C2

invp
2h−1

T

(
∥αxn2ρx∥2∂T + ∥βxn2ρy∥2∂T + ∥αn1ρxx∥2∂T

+ ∥βn1ρxy∥2∂T
)) 1

2 ∥ϑx∥ +
( ∑

T∈T
C2

invp
2h−1

T

(
∥β(γδ)− 1

2xn2ρx∥2∂T

+ ∥
√
γ/δxn2ρy∥2∂T + ∥β(γδ)− 1

2n1ρxx∥2∂T + ∥
√
γ/δn1ρxy∥2∂T

)) 1
2 ∥

√
γδϑy∥.

Rearranging terms, we have

ah(ρ, ϑ) ≤ ∥√xn2ρ∥∂+Ω∥
√
xn2ϑ∥∂+Ω + ∥

√
A∇T ρx∥∥

√
A∇T ϑx∥ +

( ∑

T∈T

(
∥τ− 1

2 ρ∥2T

+ ∥√τ(ρt + xρy)∥2T + ∥√τρxx∥2T + ∥CINV (3C
T
δ )

−1∇ρ∥2T
)) 1

2 ∥√τ(ϑt + xϑy)∥

+
( ∑

T∈T

(
∥ρx∥2T + ∥αρy∥2T + C2

invp
2h−1

T (∥αxn2ρx∥2∂T + ∥βxn2ρy∥2∂T

+ ∥αn1ρxx∥2∂T + ∥βn1ρxy∥2∂T )
)) 1

2 ∥ϑx∥

+
( ∑

T∈T

(
(γδ)−1(∥αρx∥2T + 4∥βρy∥2T ) + C2

invp
2h−1

T (∥β(γδ)− 1
2xn2ρx∥2∂T

+ ∥
√
γ/δxn2ρy∥2∂T + ∥β(γδ)− 1

2n1ρxx∥2∂T + ∥
√
γ/δn1ρxy∥2∂T )

)) 1
2 ∥

√
γδϑy∥.

Then, using the definition of A and τ , and the approximation (3.10), we deduce

|ah(ρ, ϑ)|
|∥ϑ|∥ ≤ Capp

(
∥
√
hxn2∥L∞(∂+Ω) + ∥

√
Ah−1∥L∞(Ω) + CINV p

2

+ C−1
INV p

−2(1 + ∥xh∥L∞(Ω)) + CINV (max
T∈T

(CT
δ )) + 1 + ∥α∥L∞(Ω)

+ Cinvp
(
∥αxn2h

−1∥L∞(Γ) + ∥βxn2h
−1∥L∞(Γ) + ∥αh−2n1∥L∞(Γ)

+ ∥βh−2n1∥L∞(Γ)

)
+ ∥α(γδ)− 1

2 ∥L∞(Ω) + ∥β(γδ)− 1
2 ∥L∞(Ω)

Cinvp
(
∥β(γδ)− 1

2h−1xn2∥L∞(Γ) + ∥
√
γ/δh−1xn2∥L∞(Γ) + ∥β(γδ)− 1

2h−2n1∥L∞(Γ)

+ ∥
√
γ/δh−2n1∥L∞(Γ)

))( ∑

T∈T
|hsu|2Hs+1(T )

) 1
2

+ C−1
INV p

−2
( ∑

T∈T
|hs+1ut|2Hs+1(T )

) 1
2

≤ C
(
1 + ∥xn2∥L∞(Γ) + ∥xh∥L∞(Ω)

)( ∑

T∈T
|hsu|2Hs+1(T ) + |hs+1ut|2Hs+1(T )

) 1
2

,

for some C > 0, independent of h, of t, of ∥x∥L∞(Ω), and of u, but dependent, in principle from p and the
shape-regularity of the mesh. We note that the lack of dependence on ∥x∥L∞(Ω) is due to the presence of
∥xn2∥L∞(∂−T ) in δT , in that the ratio ∥x∥L∞(T )/∥xn2∥L∞(∂−T ), is uniformly bounded by a constant dependent
only on the shape regularity of the mesh (perhaps times h).
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Therefore, applying (4.3) and (4.7) into (4.6), gives

(4.7)
1

2

d

dt
∥ϑ∥2A +

1

8
|∥ϑ|∥2 ≤ C

∑

T∈T

(
|hsu|2Hs+1(T ) + |hs+1ut|2Hs+1(T )

)
,

upon absorbing the dependence on hx into the generic constant C.
Using the calculations above, we are now ready to state an a priori error bound.

Theorem 4.5. Assuming that the exact solution u ∈ H1(I;H2.5+ϵ(Ω)) ∩
H1(I;Hs+1(Ω, T )), for 1.5 < s ≤ p, p ≥ 2, then the error of (4.1) satisfies

(4.8)

∥e(tf )∥A ≤ e−
κ
8 tf ∥e(0)∥A

+ C

(∫ tf

0

e
κ
8 (s−tf )

∑

T∈T

(
|hsu|2Hs+1(T ) + |hs+1ut|2Hs+1(T )

)
ds

) 1
2

,

for C > 0, independent of tf , of u and of U .

Proof. From the definition of the projection π̂, we have ((ρt, ϑ))A = ((ϑt, ρ))A = ((ϑ, ρ))A = 0. Using the
latter, along with Lemma 4.4 and (4.7), we have, respectively,

(4.9)

1

2

d

dt
∥e(t)∥2A +

κ

8
∥e(t)∥2A

≤ 1

2

d

dt
∥ϑ(t)∥2A +

κ

4
∥ϑ(t)∥2A + ((ρt, ρ))A +

κ

4
∥ρ(t)∥2A

≤ C
∑

T∈T

(
|hsu|2Hs+1(T ) + |hs+1ut|2Hs+1(T ) + |hs+3u|2Hs+1(T )

)
,

upon absorbing the dependence of x in the generic constant C. Grönwall’s Lemma already implies the result.

Comparing (4.8) and (3.11), (or even (3.14),) we observe that the additional “hypocoercivity-inducing”
stabilisation results into favourable dependence of the error with respect to the final time tf as tf → ∞.

Remark 4.6 (p = 1). The error bound (4.8) only states the result for polynomial order p ≥ 2. However,
we point out that for p = 1, the proposed method will converge at an optimal order O(h) under the regularity
assumption u ∈ H2.5+ϵ(Ω).

Remark 4.7. It is possible to prove hp-version a priori error estimates upon considering H1-conforming
hp-version best approximation estimates instead of (3.10). However, available hp-version best approximation
estimates in the literature for the L2-projection error in the H2-seminorm are significantly suboptimal with
respect to the polynomial degree p. To avoid dwelling in such issues, we opted for not tracking the convergence
rate with respect to p.

5. A fully discrete hypocoercivity-exploiting method. We shall now modify the spatially discrete
method (4.1) above and further discretise the evolutionary derivative by a discontinuous Galerkin (dG)
timestepping method.

We begin by subdividing I = (0, tf ], into the family I := {In : n = 1, . . . , N}, where In := (tn−1, tn] for
a strictly increasing sequence 0 = t0 < t1 < . . . < tN = tf , and let k : I → R+, with k|In := kn = tn − tn−1,
the timestep. We define space-time finite element space

Vh,k ≡ V p,q
h,k := {V ∈ L2(I;V

p
h ) : V |In ∈ Pq(In), n = 1, . . . , N}

for q ∈ N. We denote by ⌊V⌋n the time-jump across tn, viz.,

⌊V⌋n := V (t+n )− V (t−n ) := lim
ϵ→0+

V (tn + ϵ)− lim
ϵ→0+

V (tn − ϵ)

for n = 1, . . . , N .



HYPOCOERCIVITY-EXPLOITING SFEM FOR KOLMOGOROV EQUATION 13

Starting from (4.1), we consider the following dG methods in time variable, hypocoercivity-exploiting
SUPG method: find U ∈ Vh,k such that

(5.1) B(U, V ) = ((U(t−0 ), V (t+0 )))A +

∫ tf

0

(
((f, V ))A + (f, τ(Vt + xVy))

)
dt

for all V ∈ Vh,k, whereby

(5.2)
B(U, V ) :=

N∑

n=1

∫

In

(((Ut, V ))A + ah(U, V )) dt+

N∑

n=2

((⌊U⌋n−1, V (t+n−1)))A

+ ((U(t+0 ), V (t+0 )))A,

with U(t−0 ) := π̂u0, for π̂ : H
1
−(Ω) → Vh A-orthogonal projection operator.

Of course, in practice (5.1) is typically solved on each time-step, viz.,

(5.3)

∫

In

(((Ut, V ))A + ah(U, V )) dt+ ((U(t+n−1), V (t+n−1)))A

= ((U(t−n−1), V (t+n−1)))A +

∫

In

(
((f, V ))A + (f, τ(Vt + xVy))

)
dt,

for all V ∈ Vh,k, n = 1, ..., N . The SUPG parameter τ is defined as in (4.4) for all T ∈ T on In.

5.1. Numerical hypocoercivity. To study the numerical hypocoercivity structure of the space-time
method (5.2), we set V = U and f = 0 into (5.3) and, following standard arguments, (see, e.g., [18, Chapter
12],) we have

1

2
∥U(t−n )∥2A +

1

2
∥U(t+n−1)∥2A − ((U(t−n−1), U(t+n−1)))A +

∫

In

ah(U,U) dt = 0,

or

(5.4)
1

2
∥U(t−n )∥2A +

1

2
∥⌊U⌋n−1∥2A +

∫

In

ah(U,U) dt =
1

2
∥U(t−n−1)∥2A.

From Lemmata 4.2 and 4.4, we deduce

(5.5) ∥U(t−n )∥2A + ∥⌊U⌋n−1∥2A +
κ

2

∫

In

∥U∥2A dt ≤ ∥U(t−n−1)∥2A.

Next, we manipulate the third term on the left-hand side of the last inequality to ensure a non-trivial spectral
gap. Employing the hp-version trace inverse estimate [20], we have

(5.6) kn∥U(t−n )∥2A ≤ (q + 1)2
∫

In

∥U∥2A dt,

Using the above estimate, we deduce

κkn
2(q + 1)2

∥U(t−n )∥2A ≤ κ

2

∫

In

∥U∥2A dt,

which upon substitution into (5.5) gives

(
1 +

κkn
2(q + 1)2

)
∥U(t−n )∥2A ≤ ∥U(t−n−1)∥2A,

we deduce

(5.7) ∥U(tf )∥2A ≤
N∏

n=1

(
1 +

κkn
2(q + 1)2

)−1

∥U(t−0 )∥2A,

which is, again, a manifestation of “numerical” hypocoercivity.
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Remark 5.1. From (5.7), assuming constant timestep kn = k for all n = 1, . . . , N , we deduce

(5.8) ∥U(tf )∥A ≤
(
1 +

κk

2(q + 1)2

)−
tf
2k ∥U(t−0 )∥A → e

− κ
4(q+1)2

tf ∥U(t−0 )∥A,

as k → 0. Comparing with (4.5), the exponent has the same scale of the respective one in the semidiscrete
case for q = 0.

5.2. Error analysis. We define the space-time norm

(5.9) |∥U |∥2st :=
1

2

(N−1∑

n=1

∥⌊U⌋n∥2A + ∥U(t−N )∥2A + ∥U(t+0 )∥2A
)
+

n∑

n=1

∫

In

1

4
|∥U |∥2 dt.

Set e := u− U . The consistency of the method implies the error equation:

(5.10)

n∑

n=1

∫

In

(((et, V ))A + ah(e, V )) dt+

n∑

n=2

((⌊e⌋n−1, V (t+n−1)))A + ((e+0 , V (t+0 )))A = 0,

for all V ∈ Vh,k.

Definition 5.2. We define the space-time projection πst : H1(In;H
1(Ω)) → V p,q

h,k constructed for each

In, n = 1, . . . , N , as the tensor product πst := π̃t ◦ π̂ = π̂ ◦ π̃t, whereby π̂ : H1(Ω) → Vh is the A-orthogonal
spatial projection, defined by ((π̂v, V ))A = ((v, V ))A for all V ∈ Vh, and π̃t|In : H1(In) → Pq(In), such that
(π̃tv)(t−n ) = v(t−n ), and ∫

In

π̃tvw dt =

∫

In

vw dt,

for all w ∈ Pq−1(In).

We comment on the approximation properties and stability of π̃t, confining ourselves to h-version estimates;
see [17, 18] for details. For any function v ∈ Hr(In) with 1 ≤ r ≤ q + 1, we have

(5.11) ∥∂m
t (v − π̃tv)∥In ≤ Capp∥kr−m∂r

t v∥In , m = 0, 1

and

(5.12) |(v − π̃tv)(t+n−1)| ≤ Capp∥kr−
1
2 ∂r

t v∥In ,

and the stability

(5.13) ∥π̃tv∥In ≤ ∥v∥In + Capp∥k∂tv∥In ,

where constant Capp is independent of k.
Combining (5.11), (5.13) and the approximation results (3.10), we can deduce the following relation:

(5.14)

∫

In

∥∇λ(v − πstv)∥2T dt ≤C̃app

∫

In

(
|kr∂r

t v|2Hλ(T ) + |hs+1−λv|2Hs+1(T )

+ |hs+1−λk∂tv|2Hs+1(T )

)
dt.

Similarly, using the trace inequality, we deduce

(5.15)

∫

In

∥h 1
2∇λ(v − πstv)∥2∂T dt ≤C̃app

∫

In

(
|kr∂r

t v|2Hλ(∂T ) + |hs+1−λv|2Hs+1(T )

+ |hs+1−λk∂tv|2Hs+1(T )

)
dt,

for any functions v satisfying v ∈ H1(In;H
s+1(Ω, T )) ∩ Hr(In;H

2.5+ϵ(Ω)), with arbitrary small ϵ > 0,
1 ≤ r ≤ q + 1, 1.5 < s ≤ p, p ≥ 2 and λ ≤ 2.



HYPOCOERCIVITY-EXPLOITING SFEM FOR KOLMOGOROV EQUATION 15

We now split the error as e = η + ξ, where η = u − πstu and ξ = πstu − U . From (5.10), along with
completely analogous elementary manipulations to the derivation of (5.4), we arrive at

(5.16)

1

2

(
∥ξ(t−N )∥2A + ∥ξ(t+0 )∥2A +

N∑

n=2

∥⌊ξ⌋n−1∥2A
)
+

N∑

n=1

∫

In

ah(ξ, ξ) dt

= −
N∑

n=1

∫

In

(((ηt, ξ))A + ah(η, ξ)) dt−
N∑

n=2

((⌊η⌋n−1, ξ(t
+
n−1)))A − ((η(t+0 ), ξ(t

+
0 )))A,

upon setting V = ξ.
A key motivation for using the projection πst is the following orthogonality result.

Lemma 5.3. For all V ∈ Vh and n = 1, . . . , N , it holds

(5.17) −
∫

In

((ηt, V ))A dt = ((η(t+n−1), V (t+n−1)))A.

Proof. By construction of πst, we have

((η(t−n ), V (t−n )))A = ((u(t−n )− π̂u(t−n ), V (t−n )))A = 0 and

∫

In

((η,W ))A dt = 0,

whenever W ∈ Pq−1(In)× Vh. Hence, since Vt ∈ Pq−1(In)× Vh, integration by parts on the left-hand side of
(5.17) already yields the result.

Inserting, now, (5.17) into (5.16), we get

1

2

(
∥ξ(t−N )∥2A + ∥ξ(t+0 )∥2A +

N∑

n=2

∥⌊ξ⌋n−1∥2A
)
+

N∑

n=1

∫

In

ah(ξ, ξ) dt =

N∑

n=1

∫

In

ah(η, ξ) dt,

or, using (4.3) and standard manipulations

(5.18) |∥ξ|∥2st ≤
N∑

n=1

∫

In

ah(η, ξ) dt.

Working as in the proof of (4.7), we have

|ah(η, ξ)|
|∥ξ|∥ ≤

(
∥√xn2η∥2∂+Ω + ∥

√
A∇T ηx∥2 + ∥τ− 1

2 η∥2 + ∥√τ(ηt + xηy)∥2

+
∑

T∈T

(
∥√τηxx∥2T + ∥CINV (3C

T
δ )

−1∇η∥2T + ∥ηx∥2T + ∥αηy∥2T

+ C2
invp

2h−1
T

(
∥αxn2ηx∥2∂T + ∥βxn2ηy∥2∂T + ∥αn1ηxx∥2∂T + ∥βn1ηxy∥2∂T

)

+ ∥α(γδ)− 1
2 ηx∥2T + 4∥β(γδ)− 1

2 ηy∥2T
+ C2

invp
2h−1

(
∥β(γδ)− 1

2xn2ηx∥2∂T + ∥
√

γ/δxn2ηy∥2∂T

+ ∥β(γδ)− 1
2n1ηxx∥2∂T + ∥

√
γ/δn1ηxy∥2∂T

))) 1
2

.

Then, using the definition of A, and the approximation (5.14), we deduce

(5.19)

∫

In

|ah(η, ξ)|dt ≤ C̃app

(∫

In

∑

T∈T

(
TT + ST

)
dt
) 1

2
(∫

In

1

4
|∥ξ|∥2 dt

) 1
2

,
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where

TT := ∥√xn2∥2L∞(∂T∩∂+Ω)∥kr∂r
t u∥2∂T∩∂+Ω + ∥

√
A∥2L∞(T )∥kr∂r

t (∇ux)∥2T
+ τ−1

T ∥kr∂r
t u∥2T + τT ∥kr−1∂ru∥2T + τT ∥x∥2L∞(T )∥kr∂r

t uy∥2T + τT ∥kr∂r
t uxx∥2T

+ ∥CINV (C
T
δ )

−1∥2L∞(T )∥kr∂r
t (∇u)∥2T + ∥kr∂r

t ux∥2T + α2∥kr∂r
t uy∥2T

+ C2
invp

2h−1
T

(
∥αxn2∥2L∞(∂T )∥kr∂r

t ux∥2∂T + ∥βxn2∥2L∞(∂T )∥kr∂r
t uy∥2∂T

+ ∥αn1∥2L∞(∂T )∥kr∂r
t uxx∥2∂T + ∥βn1∥2L∞(∂T )∥kr∂r

t uxy∥2∂T
)

+ ∥αγδ− 1
2 ∥2L∞(T )∥kr∂r

t ux∥2T + ∥βγδ− 1
2 ∥2L∞(T )∥kr∂r

t uy∥2T
+ C2

invp
2h−1

T

(
∥β(γδ)− 1

2xn2∥2L∞(∂T )∥kr∂r
t ux∥2∂T + ∥

√
γ/δxn2∥2L∞(∂T )∥kr∂r

t uy∥2∂T
+ ∥β(γδ)− 1

2n1∥2L∞(∂T )∥kr∂r
t uxx∥2∂T + ∥

√
γ/δn1∥2L∞(∂T )∥kr∂r

t uxy∥2∂T
)
,

and

ST :=
(
∥
√

xn2h∥2L∞(∂T∩∂+Ω) + ∥
√
Ah−1∥2L∞(T ) + τ−1

T h2
T + τT ∥x∥2L∞(T )

+ τTh
−2
T + ∥CINV (C

T
δ )

−1∥2L∞(T ) +1 + α2 + C2
invp

2
(
∥αxn2h

−1∥2L∞(∂T )

+ ∥βxn2h
−1∥2L∞(∂T ) + ∥αn1h

−2∥2L∞(∂T ) + ∥βn1h
−2∥2L∞(∂T )

)

+ ∥αγδ− 1
2 ∥2L∞(T ) + ∥βγδ− 1

2 ∥2L∞(T ) + C2
invp

2
(
∥β(γδ)− 1

2xn2h
−1
T ∥2L∞(∂T )

+ ∥
√
γ/δxn2h

−1
T ∥2L∞(∂T ) + ∥β(γδ)− 1

2n1h
−2
T ∥2L∞(∂T )

+ ∥
√
γ/δn1h

−2
T ∥2L∞(∂T )

))(
|hsu|2Hs+1(T ) + |hsk∂tu|2Hs+1(T )

)
+ τT |hs+1∂tu|2Hs+1(T ).

Then, using the definition of A, τ , (5.19) and
∑N

n=1

∫
In

1
4 |∥ξ|∥2 dt ≤ |∥ξ|∥2st, we deduce

(5.20) |∥ξ|∥2st ≤ C

N∑

n=1

En,

with En given by

(5.21)

En :=

∫

In

∑

T∈T

(
k2rT

(
∥∂r

t u∥2∂T∩∂+Ω + (1 + h−2
T + (hT /kn)

2)∥∂r
t u∥2T

+ ∥∂r
t∇u∥2T + ∥h 1

2 ∂r
t∇u∥2∂T + ∥h∂r

t∇2u∥2T + ∥h 3
2 ∂r

t∇2u∥2∂T
)

+ h2s
T

(
|u|2Hs+1(T ) + |k∂tu|2Hs+1(T )

))
dt,

where C > 0, independent of hT , kn, and of u, but dependent on p, q, the shape-regularity of the mesh,
∥x∥L∞(Ω) and ∥xn2∥L∞(∂−T ).

Remark 5.4. The fully discrete error bound (5.20) is optimal in terms of spatial mesh size h in the space-

time norm. Moreover, it is optimal in terms of time step k under the condition that h ≈ O(k
1
2 ). For the

sufficiently regular solution u, the optimal error bound with quasi-uniform spatial and temporal meshes are
given below with s = p and r = q + 1,

|∥ξ|∥2st ≤ C
(
h2p + k2q+1

)
.

Moreover, from the triangle inequality and best approximation, we deduce the following (optimal) a priori
error estimate

(5.22) |∥u− U |∥2st ≤ C
(
h2p + k2q+1

)
.

We are now ready to state an a priori error bound for the fully discrete scheme.
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Theorem 5.5. Assuming that the exact solution u|In ∈ H1(In;H
s+1(Ω, T )) ∩ Hr(In;H

2.5+ϵ(Ω)), with
1 ≤ r ≤ q + 1, 1.5 < s ≤ p, p ≥ 2, 1 ≤ n ≤ N and arbitrary small ϵ > 0, then the error of (5.1) satisfies

(5.23) ∥e(tf )∥2A ≤
N∏

n=1

(
1 + µn

)−1∥u0 − π̂u0∥2A + C

N−1∑

n=1

N∏

m=n+1

(
1 + µm

)−1En + CEN ,

for µn := κkn/(4(q + 1)2), κ ≡ κ(h, p) = chch
4
minp

−8 (as above), En defined in (5.21) and a constant C > 0,
independent of tf , of u and of U .

Proof. First, using the dG-method (5.3) on each time interval In, with n = 1, . . . , N , and choosing V = ξ,
we have the following error equation,

(5.24)

∫

In

(((et, ξ))A + ah(e, ξ)) dt+ ((⌊e⌋n−1, ξ(t
+
n−1)))A = 0.

Then, using the standard manipulation and (5.17) of projection πst, we have

1

2
∥ξ(t−n )∥2A +

1

2
∥⌊ξ⌋n−1∥2A − 1

2
∥ξ(t−n−1)∥2A +

∫

In

ah(ξ, ξ) dt = −
∫

In

ah(η, ξ) dt.

Next, applying Lemma 4.3 and Lemma 4.4, we have

1

2
∥ξ(t−n )∥2A − 1

2
∥ξ(t−n−1)∥2A +

1

4

∫

In

|∥ξ|∥2 dt ≤
∫

In

ah(η, ξ)

|∥ξ|∥ |∥ξ|∥dt.

Then, standard estimates and Lemma 4.4 give

1

2
∥ξ(t−n )∥2A − 1

2
∥ξ(t−n−1)∥2A +

κ

8

∫

In

∥ξ∥2A dt ≤ CEn.

Applying the trace inverse inequality (5.6) and setting µn := κkn/(4(q + 1)2), we have

(5.25)
(
1 + µn

)
∥ξ(t−n )∥2A − ∥ξ(t−n−1)∥2A ≤ CEn.

Next, using ((η(t−n ), ξ(t
−
n )))A = ((η(t−n−1), ξ(t

−
n−1)))A = 0 along with (5.25), we have

(
1 + µn

)
∥e(t−n )∥2A − ∥e(t−n−1)∥2A

=
(
1 + µn

)
∥η(t−n )∥2A − ∥η(t−n−1)∥2A +

(
1 + µn

)
∥ξ(t−n )∥2A − ∥ξ(t−n−1)∥2A

≤
(
1 + µn

)
∥η(t−n )∥2A + CEn.

By the best approximation results (5.15), we have that ∥η(t−n )∥A can be bounded by En, thereby, concluding
(
1 + µn

)
∥e(t−n )∥2A ≤ ∥e(t−n−1)∥2A + C

(
1 + µn

)
En.

The last recurrence relation for n = 1, . . . , N , implies

(5.26) ∥e(t−N )∥2A ≤
N∏

n=1

(
1 + µn

)−1∥e(t−0 )∥2A + C

N−1∑

n=1

N∏

m=n+1

(
1 + µm

)−1En + CEN .

Finally, using the identity e(t−0 ) = u0 − π̂u0, (5.23) is proven.

6. Numerical experiments. We now present a basic numerical experiment which aims to verify the
rates predicted by the theory. To begin with, we measure semi-discrete error which was estimated in (4.8).
This is followed by measuring the error for an instationary problem which was estimated in (5.23). To
complete, we demonstrate the exponential decay of the A-norm of a problem with no forcing which was
considered in (5.8).

For each of the experiments, we take Ω = (0, 1)2. This will be discretised by a sequence of successively
refined uniform triangular meshes consisting of 32, 128, 512, 2048, and 8192 elements. The convergence rate
of the error will be presented as a function of mesh size h and of dof, where dof denotes the to total number
of space time basis functions.
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Fig. 1. Experiment for the semi-discrete error.
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p = 4, q = 2, EOC = 3.93594

Fig. 2. Experiment for the fully-discrete error.

6.1. Semi-discrete error. For this we do not partition the time interval (0, tf ) and use a single poly-
nomial of order q = 0 on this. We measure the error |∥e|∥st defined in (5.22). By the stationary properties
of the problem, this should not be dissimilar to the error |∥e(t−n )|∥. We set tf = 0 and choose f such that
u(t, x, y) = sin2(πx) sin(πy). This results in the graph in Figure 1. The optimal convergence rate O(hp) for
p = 1, 2, 3, 4 is observed.

6.2. Fully-discrete error. For this experiment, we consider k = h2 as mentioned in Remark 5.4. The
error is again measured by |∥e|∥st. Again we set tf = 1. Here, we choose f such that

u(t, x, y) = exp
(
−(x− 0.5)2 − (y − 0.5)2

)
sin2(πx) sin(π(y − t− 0.5))/(2− t) + 1.

This satisfies a relatively inhomogeneous boundary condition on y = 0. The results of the experiment are
provided in Figure 2. The optimal convergence rate O(hp) for p = 1, 2, 3, 4 is also observed upon selecting
polynomial order q = 0, 1, 2, 2.

6.3. Exponential convergence to equilibrium. For this experiment, we consider k = h. We set
tf = 8. Rather than measuring error, we plot the value of ∥U(t−)∥A for the points t which make up the
right most end points of each interval, as well as the initial condition. We start with the initial condition
u0(x, y) = max(0,min(1− |x− 0.5|, 1− |y − 0.5|)) which corresponds to a hat-type function in the middle of
the domain. This results in the graphs in Figure 3.
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Fig. 3. Experiment for convergence to equilibrium.

The exponential convergence observed in this particular example is faster than the one postulated in
(5.8), as it does not appear to be adversely dependent on h and/or p. It remains an open question whether
the degeneration of exponential decay for small h and/or large p can be witnessed in carefully constructed
numerical examples and it is a direction of future research.
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