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Abstract

Machine learning techniques, such as deep learning and en-
semble methods, are widely used in various domains due to
their ability to handle complex real-world tasks. However,
their black-box nature has raised multiple concerns about
the fairness, trustworthiness, and transparency of computer-
assisted decision-making. This has led to the emergence of
local post-hoc explainability methods, which offer explana-
tions for individual decisions made by black-box algorithms.
Among these methods, Kernel SHAP is widely used due
to its model-agnostic nature and its well-founded theoreti-
cal framework. Despite these strengths, Kernel SHAP suffers
from high instability: different executions of the method with
the same inputs can lead to significantly different explana-
tions, which diminishes the utility of post-hoc explainabil-
ity. The contribution of this paper is two-fold. On the one
hand, we show that Kernel SHAP’s instability is caused by
its stochastic neighbor selection procedure, which we adapt
to achieve full stability without compromising explanation
fidelity. On the other hand, we show that by restricting the
neighbors generation to perturbations of size 1 – which we
call the coalitions of Layer 1 – we obtain a novel feature-
attribution method that is fully stable, computationally effi-
cient, and still meaningful.

1 INTRODUCTION AND RELATED
WORK

Modern machine learning techniques, such as deep learn-
ing and ensemble methods, have become invaluable tools in
diverse high-stakes fields such as healthcare and banking,
due to their accuracy at handling complex real-world tasks.
Yet, their “black-box” nature has raised concerns about their
fairness and trustworthiness, which in turns has motivated
the interest in explainability. In particular, local post-hoc
explainability is concerned with providing a posteriori ex-
planations for the decisions of black-box algorithms on sin-
gle instances. Notable approaches in this line are LIME
(Ribeiro, Singh, and Guestrin 2016), SHAP (Lundberg and
Lee 2017), and Grad-CAM (Selvaraju et al. 2017), which
compute feature-attribution explanations. A feature attribu-
tion explanation assigns a contribution score to each of the
model’s input features. This tells users how (positively or
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negatively) and how much an input feature influenced the
black box’s answer on a target instance.

Among the explainability methods based on feature attri-
bution, SHAP is particularly popular because its attribution
scores, the SHAP values, are inspired by the well-founded
Shapley values (Shapley et al. 1953) from coalitional game
theory. In practice, SHAP implementations typically com-
pute approximations of the theoretical SHAP values because
of the exponential complexity of the exact calculation. For
instance, the widely used Kernel SHAP – SHAP’s model-
agnostic flavor – estimates the attribution scores by solving a
linear regression on a random sample of neighbor instances,
constructed by perturbing the target instance.

While local post-hoc explanations based on perturbations
are widely used to explain black-box models (LIME also
falls in this category), this class of methods are known to suf-
fer from instability. Zhou, Hooker, and Wang (2021) argue
that a key property of any explanation technique is its stabil-
ity or reproducibility, defined as the method’s ability to de-
liver the same results under the same conditions across mul-
tiple executions. They therefore propose a framework to de-
termine the number of perturbation points required to ensure
stable LIME explanations. Visani et al. (2022) introduced
two metrics to quantify the stability of LIME explanations:
the Variable Stability Index, which measures the variation of
the reported explanatory features, and the Coefficient Stabil-
ity Index, which captures the variation of the coefficients as-
sociated to those features. Visani, Bagli, and Chesani (2020)
offer a framework that allows users to choose the level of
stability and fidelity for LIME explanations.

We highlight the difference between stability and the cri-
terion called robustness introduced by Alvarez-Melis and
Jaakkola (2018). An explanation method is robust if similar,
but not identical, inputs entail similar explanations. Alvarez-
Melis and Jaakkola (2018) quantify robustness as the maxi-
mum change in explanations obtained when small perturba-
tions are applied to a given instance. They demonstrate that
state-of-the-art methods (including LIME and SHAP) do not
satisfy the robustness criterion. Stability and robustness are
different concepts, however stability is a necessary condition
for robustness.

While stability has been well studied for LIME, and sta-
ble improvements of LIME have been proposed, this is not
the case for SHAP. In this paper, we show that the Kernel



SHAP’s estimator also suffers from stability issues, which
stem from its stochastic neighbor selection. Given the popu-
larity of Kernel SHAP, such instability diminishes the utility
of SHAP, not to mention its potential impact on the trust in
post-hoc explainability approaches. We list the contributions
of this paper in the following.

• Our first contribution is an alternative procedure for
choosing the neighbors of a target instance in Kernel
SHAP so that stability is improved.

• Our second contribution is a thorough experimental study
of the stability but also the fidelity of Kernel SHAP un-
der different neighbor selection procedures. It shows that
our proposed neighbor selection approach achieves stabil-
ity without hurting explanation fidelity.

• Motivated by the results of our experiments, our third con-
tribution is a novel approximation of the SHAP values,
which relies on neighbors generated from simple pertur-
bations – called the layer-1 neighbors. We demonstrate,
via a theoretical study, that the obtained scores meet the
main properties of attribution methods based on coali-
tional game theory. This means that our approach is an
attribution method in itself, which provides scores that are
stable and faster to compute than the SHAP values, while
retaining their good properties.

The remainder of this paper is organized as follows: Sec-
tion 2 provides an overview of SHAP and Kernel SHAP.
Section 3 brings to light the instability issues of Kernel
SHAP. In Section 4, we present our approach for improv-
ing the stability of Kernel SHAP. Section 5 provides an ex-
perimental evaluation of our proposed method. This experi-
ments shows that using only layer-1 neighbors already gives
good results. Thus, based in this results, in Section 6 we con-
duct a theoretical analysis on the properties of our attribution
method based on layer-1 neighbors. We evaluate this new
attribution method in the latter part of Section 6 by com-
paring the attributions of the exact SHAP values with those
of layer-1. Section 7 concludes the paper, summarizing our
findings and suggesting future research directions.

2 BACKGROUND
We now review the definitions of Shapley and SHAP values.

Shapley Values
The Shapley value is a mathematical concept from game the-
ory that was introduced by Shapley et al. (1953) to allocate
performance credit across coalition game players. It is used
to evaluate the fair share of a player in a cooperative game
(Ghorbani and Zou 2019). Suppose that we have a cooper-
ative game with M players numbered from 1 to M , and let
N denote the set of players: N = {1, 2, · · · ,M}. A coali-
tional game is a tuple ⟨N, v⟩ where v : 2N → R is a func-
tion such that v(∅) = 0 (Strumbelj and Kononenko 2010).
Subsets of N are coalitions and v returns a value for each
coalition S (S ⊆ N). So, for each coalition S, v(S) repre-
sents the reward that arises when the players in the subset
S participate in the game. v(S) can be seen as the worth
of coalition S. The set N is also a coalition, and we call it

the grand coalition. Thus v(N) is the total payoff that we
aim to split among the players in a fair way. Fair allocations
must be based on each player’s contribution to the profit.
The marginal contribution of a player j to a coalition S is
defined as the additional value induced by including j in the
coalition: v(S ∪ {j}) − v(S). As we can see, this marginal
contribution depends on the composition of the coalition. To
determine the player’s overall contribution, it is necessary
to consider all possible subsets of players, i.e., coalitions.
Then, the Shapley value ϕj(v) of player j for a game v is
calculated as a weighted average of the marginal contribu-
tions to the coalitions in which that player participates (Ruiz,
Valenciano, and Zarzuelo 1998):

ϕj(v) =
∑

S⊆N\{j}

|S|!(|N | − |S| − 1)!

|N |! [v(S∪{j})−v(S)]. (1)

Shapley et al. (1953) proved that this value is the unique al-
location of the grand coalition which satisfies the following
axioms: Efficiency, Symmetry, Dummy, and Additivity.

In recent years, the concept of Shapley value has become
a popular technique for interpreting machine learning mod-
els (Song, Nelson, and Staum 2016; Ghorbani and Zou 2019;
Lundberg and Lee 2017). In this setting, the players are the
features used by the model and the gain is the model’s pre-
diction. The aim is therefore to assign each feature an im-
portance value that represents its effect on the model’s pre-
diction. Let f be the predictive model to be explained, and
N = {1, 2, · · · ,M} be a set representing M input features.
f maps an input feature vector x = [x1, x2, · · · , xM ] to
an output f(x) where f(x) ∈ R in regression and f(x) ∈
[0, 1]|C| in classification, where C is a finite set of labels.
Shapley’s equation thus becomes:

ϕj(f, x) =
∑

S⊆N\{j}

|S|!(|N | − |S| − 1)!

|N |!
[fS∪{j}(xS∪{j})− fS(xS)].

(2)
where xS represents the sub-vector of x restricted to the fea-
ture subset S, and fS(xS) is the model output restricted to
the feature subset S. To compute the Shapley values in such
a setting, we must find out how to calculate fS(xS), because
most models cannot handle arbitrary patterns of missing in-
put values – they are only defined for the grand coalition.
There are several approaches to do so. Here we will look at
how SHAP (Lundberg and Lee 2017) works.

SHAP values
SHAP values (Lundberg and Lee 2017) are defined as
the coefficients of an additive surrogate explanation model
which is a linear function of binary features:

g(z′) = ϕ0 +

M∑
i=1

ϕiz
′
i (3)

Here, z′ ∈ {0, 1}M is a binary vector representing a coali-
tion of features, where z′i = 1 when the i-th feature is ob-
served and z′i = 0 otherwise. The values ϕi ∈ R correspond
to the feature attribution values.



For example, a coalition z′ = [1, 0, 0, 1] simply represents
the coalition S = {x1, x4} if we assume M = 4. Equation
(4) gives the Shapley’s values, where |z′| is the number of 1s
in vector z′, and z′ \ i is derived from z′ by setting z′i = 0.

ϕi(f, x) =
∑

z′∈{0,1}M

|z′|!(M − |z′| − 1)!

M !
[fx(z

′)− fx(z
′ \ i)]

(4)
In Equation (4), fx(z′) = E[f(z) | zS = xS ] with S =

{i ∈ N | z′i = 1} and zS the sub-vector of x restricted to the
feature subset S. In order words fx(z′) is the average of f ’s
answers when we fix the present features in z′, and consider
all possible values of the absent features. SHAP values sat-
isfy three desirable properties: local accuracy, missingness
and consistency (Lundberg and Lee 2017), which are equiv-
alent to those of the Shapley values (regarding local accu-
racy and consistency). The exact computation of the SHAP
values is exponential in the number of features, so numer-
ous approaches have been proposed to approximate them.
We are interested here in Kernel SHAP, which is the main
model-agnostic variant of SHAP.

Kernel SHAP. It is a linear-regression-based approxima-
tion of the SHAP values. The idea is to find a surrogate
function g by solving a weighted least squares problem with
weighting kernel πx:

arg ming

∑
z′∈{0,1}M

πx(z
′)(g(z′)− fx(z

′))2 (5)

πx(z
′) =

M − 1

C
|z′|
M |z′|(M − |z′|)

(6)

where g in Equation (5) is defined as in Equation (3). We
note that the values πx(z

′) = ∞ when |z′| ∈ {0,M}. This
enforces constraints (i) ϕ0 = fx(∅) = E[f(x)] for the in-
tercept of g and (ii)

∑M
i=1 ϕi = f(x) − fx(∅) for the sum

of the coefficients. The latter constraint is the local accuracy
constraint, which states that the sum of the attribution coef-
ficients equals the total payoff, the prediction f(x) in this
case. To approximate the SHAP values, Kernel SHAP sam-
ples a subset of coalitions and then uses the sample to solve
Equation (5). The size of the sample used to learn Kernel
SHAP is called the budget. Given a budget, the sampling
is guided by the coalition weights (πx, also called Shapley
Kernel). The weight assigned to each coalition is determined
by the number of features involved in that coalition (denoted
as |z′| and representing the number of 1s in z′). From now
we use the terms neighbor and coalition interchangeably.

Layer i is defined as the set of coalitions having i features
present or i features absent (or M − i features present). All
the coalitions within the same layer have the same weight.
Table 1 is an example of some coalitions and their corre-
sponding layers for M = 4. As i approaches ⌊M

2 ⌋, the
weight assigned to the coalitions within that layer decreases.
Consequently, the sampling procedure progresses incremen-
tally, starting from lower-level layers and gradually moving
towards higher-level layers. Specifically, this involves gener-
ating first the coalitions with 1 or M−1 features included. If
the budget is not exhausted, then coalitions with 2 or M − 2

Layer Coalition

1 1 0 0 0
1 0 1 1 1
2 1 1 0 0
2 0 0 1 1

Table 1: Examples of coalitions and their corresponding lay-
ers for M = 4. The first coalition is in Layer 1, as it contains
only one feature. The second coalition is still in Layer 1 as
it lacks only one feature. In the last two cases, two features
are present or absent, hence the instances belong to Layer 2.

features included are generated, and so on. Based on the al-
located budget, a layer may be either fully enumerated or
not. A layer is considered complete if all possible coalitions
within that layer have been enumerated. Conversely, if there
are coalitions from a layer that have not been generated, we
will refer to it as an incomplete layer. When focusing on a
specific layer, there are two options: either fully explore that
layer and then move on to the next layer, or switch to ran-
dom sampling mode on all the other unexplored layers. For
a layer to be fully explored, two conditions must be met:
1. The remaining budget must be sufficient to generate all

the instances of that layer.
2. The weight of the layer (sum of the weights of all in-

stances within the layer) must be significant enough to
justify its exploration. Specifically, the weighted proba-
bility of drawing an instance of that layer must be greater
than the probability of randomly selecting any instance.

The third column in Table 2 provides an example of SHAP’s
layer-wise exploration for a budget of 1200 coalitions, and
illustrates how SHAP switches to random selection after
layer 2, despite having enough budget to fully explore layer
3. The fourth column of the table will be explained in Sec-
tion 4.

Layer Size Kernel
SHAP

ST-SHAP
(Our method)

1 30 30 30

2 210 210 210

3 910

960

910

4 2730 50

5 6006
06 10010

7 12870

Table 2: Kernel SHAP and ST-SHAP (our method) neighbor
selection process for M = 15 and budget = 1200. The col-
umn “Size” is the number of coalitions in the layer, whereas
the columns “SHAP” and “ST-SHAP” denote the number
of coalitions from a layer materialized by the two different
generation processes.

Finally, similarly to LIME, SHAP offers the option to



control the complexity of the explanation. This can be
achieved by specifying the number of features to include,
i.e. the number of non-zero coefficients provided by the lin-
ear explainer. This step ensures the interpretability of the
explanation (Ribeiro, Singh, and Guestrin 2016; Poursabzi-
Sangdeh et al. 2021).

To summarize, Kernel SHAP is a method for approxi-
mating the SHAP values that relies on a weighted linear
regression. The regression coefficients are estimates of the
SHAP values. The weighted linear model is learned from a
sample of the coalitions. The sampling procedure prioritizes
lower-level layers whenever possible, and else draws ran-
domly coalitions from deeper layers. For each coalition, the
prediction is obtained using a black-box predictive function
fx, and the weight is computed using the Shapley Kernel
(Equation 6). Finally, the weighted linear model is fitted, ac-
cording to Equation (5), using the weighted coalitions and
their corresponding predictions.

3 REASON FOR INSTABILITY
In this section, we illustrate the instability of Kernel SHAP
with an example shown in Figure 1 and hypothesize on the
reasons of this instability. In this Figure, we use an instance
of the Dry Bean dataset1 and computed three explanations
on the same instance with identical parameters. We note that
the four relevant features are not the same across these three
executions.

To quantify stability, we compute explanations for the
same instance multiple times under the same configuration
and compute the Jaccard coefficient of the sets of features
with non-zero coefficients in the explanations. If S1, . . . , Sn

denote those sets, this corresponds to:

J(S1, S2, · · · , Sn) =
|S1 ∩ S2 ∩ · · · ∩ Sn|
|S1 ∪ S2 ∪ · · · ∪ Sn|

(7)

The coefficient ranges between 0 and 1, and values closer to
1 denote better stability.

In our previous example, the Jaccard coefficient obtained
for 20 explanations (on the same instance) is 0.74 (with a
budget set to 200). Further results on the instability of Kernel
SHAP are presented in Section 5.

We believe that the main source of instability in Kernel
SHAP explanations lies in the way coalitions are generated.
As seen in the previous section, Kernel SHAP’s neighbor
selection strategy introduces a lot of randomness in the pro-
cess. The generation of coalitions used to fit the linear model
involves layer-wise filling whenever possible, followed by
random sampling (see Table 2). In practice only the lower-
level layers are fully explored, whereas the higher layers are
(sub-)sampled from a large and diverse population based on
the remaining budget. Those samples can be very different
across multiple executions of Kernel SHAP on the same in-
stance. We believe that this stochastic process is the primary
source of Kernel SHAP’s instability.

1Dry Bean Dataset. (2020). UCI Machine Learning Repository.
https://doi.org/10.24432/C50S4B

4 IMPROVING KERNEL SHAP’S
STABILITY

Our goal is to reduce the variability in explanations across
multiple executions of Kernel SHAP on the same instance,
and if possible, to achieve complete determinism. To do so,
we propose to drop Kernel SHAP’s condition 2 when filling
a layer (see Section 2, subsection Kernel SHAP, condition 2
to fully explore a layer), that is, fill the layers in increasing
order as long as there is still enough budget. Unlike Kernel
SHAP, if the budget is not sufficient to fill a layer, random
generation only takes place in that layer – instead of all the
remaining layers. Then, to eliminate variability completely,
we can set the budget in a way that only complete layers are
considered.

Let us consider the case where M = 15 depicted in Ta-
ble 2, which illustrates Kernel SHAP’s neighbor generation
process for 7 layers. To generate elements of the first layer,
we consider the cases where only one feature is included and
the cases where only 1 feature is excluded. We can easily
enumerate all possible coalitions within this layer, resulting
in exactly 2 · C1

15 = 30 coalitions. If the allocated budget
is 30, we can be sure that the same 30 coalitions will be
generated every time we run SHAP. In that line of thought,
budgets of 30 or 240 (30 + 210) guarantee full determinism
in SHAP because they entail complete layers.

Now, if the budget is 1200 as in the example, SHAP
will saturate layers 1 and 2 (with 30 and 210 neighbors
respectively), which leaves us with a remaining budget of
1200 − 210 − 30 = 960 instances. Kernel SHAP will sam-
ple those instances from all the remaining layers, whereas
we propose to saturate layer 3 with 910 neighbors and sam-
ple the remaining 50 neighbors randomly from layer 4. As
our experiments show, such an approach, that we call ST-
SHAP (Stable SHAP), mitigates the deleterious effects of
sub-sampling in the stability of the explanations. This is so
because we restrict the random sampling of neighbors to a
smaller and less diverse universe, i.e., layer 4 in ST-SHAP
vs. layers 3 to 7 in Kernel SHAP.

We will also show the interest of setting the number of
neighbors in a way that allows only complete layers.

5 EXPERIMENTS
We conduct a series of experiments to verify the effective-
ness of ST-SHAP at mitigating the instability of SHAP.

Experimental Protocol
Environment. The experiments were conducted on a
computer with a 12th generation Intel-i7 CPU (14 cores with
HT, 2.3-4.7 GHz Turbo Boost). We used the official Kernel
SHAP implementation provided by the authors (Lundberg
and Lee 2017). ST-SHAP2 is based on this implementation.
We used the scikit-learn python library3 to fit the black-box
models that we aim to explain.

2https://github.com/gwladyskelodjou/st-shap
3https://scikit-learn.org/



(a) Input instance (b) Execution 1

(c) Execution 2 (d) Execution 3

Figure 1: Illustration of the instability of SHAP on an instance from the DryBean dataset. The explanation size is 4, so each
explanation computation yields four features with non-zero values.

Datasets. We use several datasets from the UCI ma-
chine learning data repository and other popular real-world
datasets, namely: Boston (Harrison Jr and Rubinfeld 1978)
and Movie, which are regression datasets, and Credit (Yeh
2016), Adult Income (Becker and Kohavi 1996)4, DryBean5,
Spambase (Hopkins et al. 1999), HELOC6, and Wisconsin
Breast Cancer Database (Wolberg et al. 1995), which are
classification datasets. Table 3 summarizes the information
about the experimental datasets.

Dataset Size #features Task Explanation size

Movie 505 19 Regression 4
Boston 506 13 Regression 4

DryBean 13611 16 Classification 4
Credit 30000 23 Classification 4

Adult Income 32561 12 Classification 4
Spambase 4601 57 Classification 4
HELOC 10459 23 Classification 4
WDBC 569 30 Classification 4

Table 3: Summary of datasets used in our experiments. The
Explanation size indicates the number of non-zero coeffi-
cients returned by the linear model of the explanation. These
are the most significant features associated to a particular
prediction (the absolute value of each coefficient indicates
the magnitude of that importance).

4We use a reformatted version released by the authors of SHAP.
5https://doi.org/10.24432/C50S4B
6https://community.fico.com/s/explainable-machine-learning-

challenge?tabset-158d9=3

Black-box models. We also use various black-box mod-
els, including Support Vector Machine (SVM), Random For-
est (RF), Logistic Regression (LR), and Multi-layer Percep-
tron (MLP). For each dataset, we randomly select 10 in-
stances from the test set. Finally, we compute the explana-
tion 20 times for each explained instance to derive the cor-
responding Jaccard value that estimates stability.

Metrics. We evaluate stability by measuring the evolution
of the Jaccard coefficient (Equation 7) as we change the bud-
get. We test budgets that lead to complete layers for layers 1
to 3, as well as budgets that do not: {10, 20, 30, 40, 50, 60,
70, 80, 90, 100, 200, 500, 1000, 2000}.

Results
For the sake of conciseness, we refer to Kernel SHAP as
SHAP in all the charts. Figure 2a presents the results ob-
tained on the Boston dataset. We report the average Jaccard
coefficient among the 10 instances for each of the studied
budgets. Layers 1, 2 and 3 become complete when the bud-
gets are 26, 182 and 754 respectively. We can see that, for
ST-SHAP, the Jaccard coefficient equals 1.0 when the bud-
get corresponds to complete layers. This indicates a com-
plete absence of variability in the process to compute the
explanation. We also notice that ST-SHAP’s stability out-
performs Kernel SHAP’s as we approach budgets with com-
plete layers. In addition to these observations, we highlight
in Figure 2b with the Dry Bean dataset that ST-SHAP is gen-
erally more stable than Kernel SHAP, even on incomplete
layers. Figure 2d showcases results for Spambase dataset, a
larger dataset. For complete layers, only layers 1 and 2 have



(a) Boston (b) Dry Bean

(c) HELOC (d) Spambase

Figure 2: Evolution of the Jaccard coefficient for SHAP and ST-SHAP on Boston, DryBean, HELOC, and Spambase datasets.
The vertical lines represent the budgets that result in a complete layer.

been calculated, as layer 3 requires a budget of 61826 coali-
tions. Budgets for incomplete layers remain unchanged, ex-
cept with the addition of a budget of 3500 coalitions. We ob-
serve the same trends as in the previous datasets. The results
presented here cover one regression and three classification
datasets. The results for the other datasets can be found in
(Kelodjou et al. 2024, Appendix 2). Similar observations ap-
ply to these datasets.

Since stable explanations of low fidelity are as useless as
unstable explanations, we examine the impact of our method
on the fidelity of the explanations. To assess fidelity, we
compare the outputs of the black-box model with those of
the Kernel SHAP and ST-SHAP linear approximation mod-
els. For this purpose, we use the R2 statistic for regression
tasks (using the Boston and the Movie datasets) and the ac-
curacy for classification tasks (for other datasets). In both
cases the metrics assess the quality of the linear approxima-
tion provided by Kernel SHAP or ST-SHAP at “adhering” to
the black box’s outcomes – so the higher they are the better.
This form of fidelity is referred as adherence in the litera-
ture (Visani, Bagli, and Chesani 2020; Gaudel et al. 2022).

Figure 3a was produced by taking the average R2-score
obtained for each budget. Each R2-score is obtained by com-
paring the results of Kernel SHAP (resp. ST-SHAP) on the
set of coalitions used to train the linear explainer. From this
figure, it can be observed that the fidelity of ST-SHAP is

comparable to Kernel SHAP’s. It is also noteworthy that the
fidelity is generally high, even for small budgets (e.g., by
considering only the neighbors in Layer 1). Figure 3b il-
lustrates the fidelity comparison between Kernel SHAP and
ST-SHAP on the Dry Bean dataset. The results demonstrate
a generally good fidelity for both methods, with ST-SHAP
sometimes outperforming Kernel SHAP. Furthermore, for
both methods, fidelity tends to decrease with an increasing
budget. This trend can be attributed to the fact that, as the
budget increases, we sample neighbors from upper layers,
which confronts the linear regression with are more diverse
set of coalitions. Depending on the black box, this diversity
can make the optimization problem more challenging, re-
sulting in lower fidelity compared to a regression trained on
the first layers. In Figure 3d, where we present the results
for the Spambase dataset, it can be observed that ST-SHAP
generally exhibits better fidelity than Kernel SHAP.

The results for the remaining datasets are provided in
(Kelodjou et al. 2024, Appendix 2). These datasets yield
the same conclusions. Additional experiments comparing
the exact SHAP values with the coefficients obtained with
ST-SHAP show that the approximation of the SHAP values
provided by ST-SHAP is as good as that of Kernel SHAP
(Kelodjou et al. 2024, Appendix 2).

Our experiments on stability and fidelity led us to con-
clude that our layer-wise strategy to complete layers of



(a) Boston (b) Dry Bean

(c) HELOC (d) Spambase

Figure 3: Adherence (R2-Score for Boston and Accuracy for others) vs. budget size for Boston, DryBean, HELOC, and Spam-
base dataset.

coalitions in Kernel SHAP reduces variability satisfactorily,
leading to stability. This stability is maximal (Jaccard score
equals 1.0) when the budget guarantees fully complete lay-
ers. Moreover, our methods do not have an impact on the ad-
herence of the explanations. This means that users can now
choose which layers to use depending on the available time
and computing resources, since a larger number of coalitions
translates into longer execution times. After examining the
stability and fidelity results, we note that learning a surrogate
on the coalitions of Layer 1 not only offers complete stabil-
ity and interesting fidelity, but it is also very fast to compute
because there are only 2M of such coalitions (where M is
the total number of features). This makes Layer 1 a poten-
tially interesting choice when learning attribution scores. In
the following, we conduct a theoretical study of the attribu-
tion scores obtained with such a strategy.

6 FIRST LAYER ATTRIBUTION
ANALYSIS

In this section, we investigate the attribution values obtained
using exclusively the coalitions from Layer 1. These attri-
bution values are of particular interest because they are the
cheapest to compute and guarantee stable explanations. We
first characterize these attribution values, and demonstrate
their good theoretical properties, then we show to which ex-
tent they align with the exact SHAP values on real datasets,

and finally we compare the execution times.

Theoretical Analysis
In order to simplify the notations, we denote by N =
{1, · · · ,M} the set of all features and we define f on P(N)
as shown by Equation (8). 1S ∈ {0, 1}M is defined by
(1S)i = 1 if i ∈ S and 0 otherwise, with S being a coalition
of features:

f : P(N) → R
S 7→ fx(1S).

(8)

Coalitions of Layer 1 are of two types: coalitions with a
single feature present (a single 1) and coalitions with a sin-
gle feature absent (a single 0). In terms of marginal contri-
bution, this amounts to averaging the individual contribution
f({j}) − f(∅), and the effect of removing the feature from
the input: f(N)− f(N\{j}), ∀j ∈ N .

By also satisfying the local accuracy constraint (Lund-
berg and Lee 2017), i.e.,

∑M
i=1 ϕi = f(x)−f(∅), we obtain

Theorem 1, which expresses a closed form for the attribution
values of ST-SHAP when restricted to Layer 1.
Theorem 1 (Attribution values with Layer 1). For any fea-
ture j, the attribution value ϕj computed by ST-SHAP when
filling exactly Layer 1 is

ϕj = ϕ̃j +
1

M

(
f(N)− f(∅)−

M∑
i=1

ϕ̃i

)
(9)



where for any i, ϕ̃i =
f({i})−f(∅)+f(N)−f(N\{i})

2 .

Proof. We provide below a summary of the main steps of
the proof, with some intermediate steps omitted. For a de-
tailed proof of this theorem refer to Kelodjou et al. (2024,
Appendix 1).
Given the following terms:

• f({j})− f(∅) denoted by ∆j∅
• f(N \ {j})− f(∅) denoted by ∆j̄∅
• f(N)− f(N \ {j}) denoted by ∆Nj̄

• f(N)− f(∅) denoted by ∆,

determining the attribution values ϕj when restricting to
coalitions of layer 1 is equivalent to solving the optimiza-
tion problem formulated in Equation 5, without the weight-
ing kernel πx. This is so, because all coalitions in layer 1
have the same weight. The formulation of the minimization
function then becomes:

argmin
ϕ

∑
z′∈{0,1}M

(g(z′)− fx(z
′))2. (10)

Coalitions z′ of layer 1 are characterized by |z′| = 1 or
|z′| = M − 1.

• When |z′| = 1 with j ∈ N being the only present feature,
we obtain the equation:

g(z′) = ϕ0 + ϕj

• When |z′| = M − 1, with j ∈ N being the only feature
absent, we get:

g(z′) = ϕ0 +

M∑
i=1
i̸=j

ϕi

This is tantamount to solve the following minimization prob-
lem on the ϕj scores:

argmin
ϕ

L(ϕ) (11)

where L(ϕ) is defined by:

L(ϕ) =
M∑
j=1

(
ϕj −∆j∅

)2
+

M∑
j=1




M∑
i=1
i ̸=j

ϕi

−∆j̄∅


2

(12)

=

M∑
j=1

(
2ϕ2

j − 2(∆Nj̄ +∆j∅)ϕj +∆2
Nj̄ +∆2

j∅

)
(13)

Because of the additional constraints (local accuracy), solv-
ing this problem requires using the method of the Lagrange
multiplier, which leads us the following alternative opti-
mization problem:

argmin
ϕ,λ

L′(ϕ, λ) = L(ϕ) + λ(

M∑
j=1

ϕj −∆) (14)

This function is minimized when
∂L′

∂ϕ
= 0 and

∂L′

∂λ
= 0.

For a given ϕj the new equations are:

∂L′

∂ϕj
= 0 = 4ϕj − 2∆Nj̄ − 2∆j∅ + λ (15)

∂L′

∂λ
= 0 = ∆−

M∑
j=1

ϕj (16)

Adding up the M variants of Equation (15), we can solve for
λ:

λ =

∑M
j=1 (2∆Nj̄ + 2∆j∅)− 4

∑M
j=1 ϕj

M
(17)

We can now plug Equation (17) into Equation (15), leading
to our definition of ϕj for any j ∈ N :

ϕj = ϕ̃j +
1

M

(
f(N)− f(∅)−

M∑
i=1

ϕ̃i

)
. (18)

It can be noted that with such a formula, the three
properties: Linearity, Symmetry, and Efficiency are veri-
fied (Kelodjou et al. 2024, Appendix 1). Therefore, the
proposed attribution method belongs to the LES family of
attribution scores (Ruiz, Valenciano, and Zarzuelo 1998;
Chameni Nembua and Andjiga 2008; Radzik and Driessen
2013), which also includes the Shapley values. LES values
are based on marginal contributions, providing feature con-
tributions and interpretations very close to the Shapley val-
ues (Condevaux, Harispe, and Mussard 2022).

Layer 1 versus Shapley values
We observed that the attribution values derived solely from
the coalitions within Layer 1 are more straightforward to cal-
culate and fulfill the three axioms of the LES family of attri-
bution scores, also called LES values (Ruiz, Valenciano, and
Zarzuelo 1998; Condevaux, Harispe, and Mussard 2022).
We now compare these values with the actual SHAP val-
ues (computed by materializing all coalitions) using various
datasets. This comparison is based on the following consid-
erations:
• We include all the features in the explanation, meaning

that the explanation size is M , i.e., the number of features
in the target dataset.

• We use the Kendall rank correlation coefficient to compare
the rankings of the features within the explanation. This
coefficient ranges from -1 to 1. Values close to 1, indicate
that the Layer 1’s attribution ranks are in agreement with
the actual SHAP values.

• To compare the disparity between the actual SHAP values
and the Layer 1 attribution scores, we use the coefficient
of determination, R2. While mainly used to evaluate well-
ness of fit for machine learning models, we remark that it



is suitable in our context. If we consider the SHAP values
as the “real” values and the Layer 1 scores as the “pre-
dicted” values designed to fit the real values, the R2 mea-
sures the proportion of the variance of the real SHAP val-
ues “explained” by the Layer 1 attribution scores. When
the R2 coefficient is 1 then both sets of scores agree,
whereas values closer to 0 suggest that our approximation
is as good as the naive attribution that assigns the same
value to all features. Values smaller than 0 denote a per-
formance below the naive baseline.

Our experiments are conducted on a subset of the datasets
discussed in Section 5, where computing the exact SHAP
values is feasible. For black-box models, we employ the
same models as described in Section 5. The experiments are
conducted on the whole test set (except for Credit dataset, in
which only 10 random instances on the test set are used, due
to high execution time required to compute the actual SHAP
values) and we report averages and medians. Table 4 re-
ports the corresponding results. We observe from Kendall’s
coefficient that the features ranks are almost the same be-
tween Layer 1’s attribution scores and the exact SHAP val-
ues. The magnitudes of those scores also remain very similar
as shown by the R2 scores in a majority of cases. This makes
Layer 1 attribution scores a very appealing choice for very
large datasets: they are stable and very fast compute to while
still agreeing with the exact SHAP values.

Kendall τ R2-Score

SVM RF MLP SVM RF MLP

Boston Mean 0.95 0.91 0.959 0.98 0.99 0.99
Median 0.97 0.92 0.97 0.99 0.99 0.99

Adult Mean 0.7 0.68 0.87 1.0 0.65 0.41
Median 0.6 0.7 0.9 1.0 0.77 0.69

Dry Bean Mean 0.86 0.75 0.84 −0.07 0.74 0.75
Median 0.9 0.76 0.88 0.51 0.79 0.8

Movie Mean 1.0 0.89 0.85 1.0 0.99 0.95
Median 1.0 0.96 0.86 1.0 0.99 0.95

Credit Mean 0.84 0.64 0.79 0.94 0.02 0.81
Median 0.89 0.71 0.81 0.98 0.21 0.83

Table 4: Kendall’s τ and R2-Score between the SHAP val-
ues and the attributions scores of ST-SHAP from the coali-
tions of Layer 1.

Execution times
The runtime of ST-SHAP Layer 1 is significantly smaller,
compared to the computation of exact SHAP values, with
complexities of O(M) and O(2M ) respectively.

Considering that the standard Kernel SHAP is recom-
mended with a budget of 2000 (2 ∗M + 211), utilizing ST-
SHAP Layer 1 shows to be up to one order of magnitude
faster than Kernel SHAP7. This is so because the budget is
significantly lower than 2000 as outlined in (Kelodjou et al.
2024, Appendix 2).

7It is also up to three orders of magnitude faster than computing
the exact SHAP values.

7 CONCLUSION
In this paper, we have investigated the instability issues of
the Kernel SHAP estimator and proposed a novel neighbor
selection approach that achieves full stability. Our experi-
mental results demonstrate that our approach does not com-
promise fidelity. We have also conducted a theoretical anal-
ysis of the coefficients obtained by applying ST-SHAP on
the neighbors of Layer 1. We define those scores formally
and show experimentally that they remain very close to the
actual SHAP values. This makes this approach an attribution
method in itself, that incurs faster computation while retain-
ing most of the desirable properties of attribution scores.

In the future we are interested in understanding the prop-
erties of black-box models that guarantee good approxima-
tions of the SHAP values when trained on subsets of the
coalitions space. This could include the definition of other
attribution methods, and the relationship between the bud-
get and the complexity of the target black box we aim to
explain.
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