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Diagnosis of parotid gland tumours rely on magnetic res-
onance examination, fine-needle aspiration biopsy, or in some
cases, invasive surgery that can damage facial nerves. In this
work, we propose a machine learning model that can discrim-
inate parotid tumours into histopathological subtypes from
magnetic resonance imaging (MRI) scans, and further evalu-
ate its impact on the diagnostic decisions of radiologists. We
aim at improving the diagnosis of parotid neoplasms while
avoiding any physical harm to patients. The radiologists im-
proved their performance after observing the predictions of
the algorithm. We conclude that machine-learning-based ra-
diomics classification can assist radiologists.

1. DATA

The cohort gathers patients that underwent an MRI exami-
nation for parotid tumours at Gustave Roussy Cancer Cam-
pus (France) between 2012 and 2021. All the patients subse-
quently underwent surgery, with histopathologic examination
performed in the same center. The data includes four MRI se-
quences (T1w, T1ce, T2w, DWI) of 134 patients, along with
histopathological subtypes categorized into pleomorphic ade-
nomas (benign), Warthin’s tumour (benign) and carcinomas
(malignant) (see Fig. 1(b)).

2. METHODS

Parotid gland tumours were manually segmented using the
software Olea Sphere on the four different MRI sequences
(see Fig. 1(a)). Using the same software, 108 radiomic fea-
tures were extracted from the MRI sequences. Harmoniza-
tion steps at the image and feature levels compensate the high
variability of the data. A feature selection step based on the
F-test method sorts out variables that are independent of the
target. The classification is perform through random forest
algorithm, with a five-fold cross-validation, using an 80:20
ratio between training and test samples.

This work was supported by the European Research Council Starting
Grant MAJORIS ERC-2019-STG-850925.

3. RESULTS

Radiologists and the proposed machine learning model were
exposed to the MRI data to classify the tumors. The machine
learning technique reached an accuracy of 0.720 and a mean
AUC of 0.838 on test set when considering all classes (see
Fig. 1(c)). Senior radiologists displayed worse performance
compared to the juniors and to the algorithm. Finally, all ra-
diologists were given the opportunity to change their decision
by observing the algorithm prediction. Seniors improved their
accuracy in a 5.6% and juniors in a 6.3%.
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Figure 2. Examples of segmentation on the four acquired sequences: T1w, T1ce, DWI and T2w (clockwise).

which was sampled after the new 3 T Signa Premier was put into operation, comprised data from the three devices. This was
motivated by [13] which uses different MRI devices for training and validation, but keeps the same magnetic field strength
for both. Such a set-up allows us to verify the generalisation to new MRI systems of similar power while avoiding significant
bias. Class distribution of the whole dataset was preserved in a stratified manner while creating both training and test sets: the
frequency of appearance of each histopathological subtype was kept.

Model building Random forests are more robust than other machine learning models when dealing with high-dimensional
feature sets, and are also more polyvalent [20, 21]. Moreover, this family of algorithms is quite often used to classify radiomics
[10, 22, 23] and tends to be less inclined to overfitting [24], a property that could help the algorithm to generalise to MR
images from the new device considered in the test set. Hence, the random forest model was retained in our work. In order to
compensate the imbalanced class repartition, classes were given different weights to increase the influence of the least populated
ones.

Model training A five-fold cross-validation was employed to estimate model performances while keeping an 80:20 ratio
between training and test samples. This method consists in subsampling the training dataset into five folds. A model with
fixed parameters is then used to predict the classes associated with four of them, and further tested on the fold that was kept
aside. The performance metrics are subsequently averaged along those groups, effectively smoothing the high variability of
data. To avoid overfitting, Z-score standardisation and parameters tuning were performed inside the cross-validation loop, as
recommended in [25]. Analysed random forest parameters were maximum depth of the trees, splitting criterion and associated
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Figure 1. Flowchart showing how relevant data were chosen. The red box indicates malignant tumours, the green ones
correspond to benign tumours.

different MRI sequences (see section 1.1, MRI protocol). Studied MR images are 3-dimensional, but we chose to segment 2D
regions of interest (ROI) using the axial slice with the largest tumour surface area. Within this slice, the entire tumour region
was segmented, including its core and eventual necrosis. Figure 2 presents an example of such segmentation. This task was
performed using Olea Sphere software from Olea Medical1. Output ROIs were double-checked by a radiologist with 10 years
of experience (S.A.).

Features extraction Radiomic features were computed from all four considered sequences using Olea Sphere software with
the following settings: 1 mm3 voxel resampling, 64 gray level bins to compute the histogram. A total of 108 radiomics per
sequence were extracted and complied with the IBSI standard [17]. They were sampled as follows: 16 shape-based features, 19
first-order features, 23 gray level co-occurrence matrix (GLCM) features, 16 gray level run length matrix (GLRLM) features,
15 gray level size zone matrix (GLSZM) features, 5 neighbouring gray tone difference matrix (NGTDM) features and 14 gray
level dependence matrix (GLDM) features. Appendix A summarises the computed features. Hence, a single tumour was
represented by 4⇥108 = 432 real numbers.

Radiomics are also subject to high heterogeneity. ComBat normalisation [18, 19] can be used to reduce variability across
devices, but several safety checks performed on our data suggested no significant improvement when applying this method to
our problem. Here again, no normalisation technique was used.

From the medical records of the patients, phenotypic variables age and sex were retrieved, as they are often linked to
different types of tumours [1, 2]. Those two variables were concatenated to the computed radiomic features and used as input to
the machine learning system.

1.3 Machine learning task
Our goal was to discriminate parotid gland tumours according to their histopathological subtype. This corresponds to a
classification task, where each type of tumour is a different class. The goal was to classify images summarised by their
radiomics features.

Separation into training and test sets The data were divided into a training group and a test group, composed of respectively
86 and 25 patients. Our machine learning model was developed using the training set and its performance assessed on the test
set. The training group comprised data acquired from both 1.5 T Optima MR450w and 3 T MR750w whereas the test group,
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Predicted diagnosis
Pleomorphic adenomas Warthin’s tumours Carcinomas

G
ro
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h Pleomorphic adenomas 3 1 2
Warthin’s tumours 0 6 1

Carcinomas 1 2 9
Table 4. Confusion matrix of test set: histopathological subtype classification.
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Figure 3. OvR ROC curves calculated from the algorithm predictions for each histopathological subtype class represented in
the experiment, along with points corresponding to the metrics of the 9 radiologists. Some points are coinciding, resulting in
only 6 of them being distinguishable on the graph (their corresponding overlapping symbols are displayed).(c)

Fig. 1: (a) Segmentation of MRI image. (b) Dataset description. (c)
One-Versus-All ROC curves of the algorithm predictions for each
tumor class and performance metrics of the radiologists.


