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• A consistent comparison of various methods for detecting COVID-19 active cases.
• UMD-CTIS data for six countries and two periods were used to compare detection methods.
• Detection methods were evaluated for countries with different test-positive rates.
• Explainability analysis is conducted to quantify the relevance of symptoms in COVID-19 detection.
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A B S T R A C T
Background: During the global pandemic crisis, various detection methods of COVID-19-positive
cases based on self-reported information were introduced to provide quick diagnosis tools for
effectively planning and managing healthcare resources. These methods typically identify positive
cases based on a particular combination of symptoms, and they have been evaluated using different
datasets.

Purpose: This paper presents a comprehensive comparison of various COVID-19 detection
methods based on self-reported information using the University of Maryland Global COVID-19
Trends and Impact Survey (UMD-CTIS), a large health surveillance platform, which was launched in
partnership with Facebook.

Methods: Detection methods were implemented to identify COVID-19-positive cases among
UMD-CTIS participants reporting at least one symptom and a recent antigen test result (positive or
negative) for six countries and two periods. Multiple detection methods were implemented for three
different categories: rule-based approaches, logistic regression techniques, and tree-based machine-
learning models. These methods were evaluated using different metrics including F1-score, sensitivity,
specificity, and precision. An explainability analysis has also been conducted to compare methods.

Results: Fifteen methods were evaluated for six countries and two periods. We identify the best
method for each category: rule-based methods (F1-score: 51.48% - 71.11%), logistic regression
techniques (F1-score: 39.91% - 71.13%), and tree-based machine learning models (F1-score: 45.07% -
73.72%). According to the explainability analysis, the relevance of the reported symptoms in COVID-
19 detection varies between countries and years. However, there are two variables consistently relevant
across approaches: stuffy or runny nose, and aches or muscle pain.

Conclusions: Regarding the categories of detection methods, evaluating detection methods using
homogeneous data across countries and years provides a solid and consistent comparison. An
explainability analysis of a tree-based machine-learning model can assist in identifying infected
individuals specifically based on their relevant symptoms. This study is limited by the self-report
nature of data, which cannot replace clinical diagnosis.

1. Introduction
In December 2019, the coronavirus disease 2019 (COVID-

19) emerged in China caused by the severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2) [1]. Within a few
months, the expansion of this disease triggered a global
pandemic crisis that stressed national healthcare systems.
In this context, the management of the healthcare resources
(hospital beds or intensive care units) was determined by
the availability of efficient instruments for tracking the pan-
demic evolution [2]. In this regard, the antigen test based on
reverse transcriptase polymerase chain reaction (RT-PCR)
was the standard diagnostic tool for identifying infected
people [3]. However, RT-PCR tests required material and
human resources that were not always available. These
limitations hindered the control of disease expansions and
the timely implementation of corrective measures [4].
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To overcome these drawbacks, various COVID-19 de-
tection methods based on self-reported health information
were developed [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17, 18]. In general, these methods identify positive cases
based on the most predictive combination of symptoms.
Other methods build machine-learning models that evaluate
a set of individual features such as symptoms, age groups,
and gender. Notice that the techniques have been evaluated
using datasets of different sizes and types. In April 2020,
the University of Maryland Global COVID-19 Trends, and
Impact Survey (UMD-CTIS), in partnership with Facebook,
launched the largest health surveillance platform to date
[19]. More precisely, this project recorded, daily, the re-
sponses of invited Facebook users about topics related to
the COVID-19 pandemic. This instrument was launched in
56 languages, and it recorded tens of millions of responses
from 114 countries or territories worldwide.

This paper presents a consistent comparison of differ-
ent COVID-19 detection methods based on self-reported
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information. More precisely, we compare the performance
of the various detection methods using data extracted from
UMD-CTIS for six countries: Brazil, Canada, Israel, Japan,
Turkey, and South Africa, and for two periods: 2020 and
2021. We selected countries based on their geographical
diversity and the availability of sufficient data samples. In
addition, we analyze the performance for 2020 and 2021,
which represent different periods during the pandemic: with
and without vaccination. Some methods provide either the
prediction rules or model parameters [9, 10, 5, 20, 12, 16,
6, 7, 21], so the training phase is not necessary. On the
contrary, other methods require a training phase to optimize
the detection engines based on machine-learning models
[11, 14, 13, 15]. The performance of each method is eval-
uated using four metrics: F1-score, sensitivity, specificity,
and precision. Since imbalanced classes affect the estimation
of the F1-score, in addition to our comparative analysis on
each country and period, we also evaluate the methods for
three groups of countries: the entire set of the six countries,
the countries with a high-test positive rate (TPR), and the
countries with a low TPR. Lastly, an explainability analysis
is conducted on the best detection method per category.

There are few studies comparing COVID-19 detection
techniques with self-reported data. Yalçın and Ünaldı [22]
examined the performance of various machine-learning
models using a dataset with symptoms (e.g., fever, dry
cough, and breathing problems) and other features such as
contact with infected people, and mask-wearing. Specifi-
cally, Yalçın and Ünaldı built detectors based on the K-
nearest neighbor, multilayer perceptron neural networks,
logistic regression, gated recurrent unit, support vector
machines, long short-term memory, and deep learning al-
gorithms. This approach is limited by the fact that it does
not elaborate on the optimization of the machine learning
models or model architectures. In contrast to [22], our
approach compares the performance of methods widely
used for COVID-19 detection at early pandemic stages.
Moreover, we analyze the explainability of the most relevant
features for detecting COVID-19 positives. Moreover, Sedik
et al. [23] proposed two data-augmentation models to study
the learnability of both Convolutional Neural Networks
and Convolutional Long Short-Term Memory-based deep
learning models. The method proposed by Sedik et al.
detects positive cases by applying deep learning techniques
to different medical imaging modalities. Unlike [23], our
approach compares the performance of various COVID-19
detection methods based on self-reported information.

In this paper, we perform a comparative study of var-
ious detection methods based on self-reported information
using the UMD-CTIS data [24]. The main contributions are
twofold:

• We compare the performance of COVID-19 detec-
tion techniques based on self-reported information
using UMD-CTIS data extracted from six countries
for 2020 and 2021. These methods are consistently
examined using quality metrics (F1-score, sensitivity,
specificity, and precision).

• The comparison includes an explainability analysis
that considers the response provided by the best de-
tection technique of each category (rule-based ap-
proaches, regression techniques, and tree-based clas-
sifiers). The explainability analysis identifies the rele-
vant features in COVID-19 detection.

In general, the detection methods exhibiting the best
performances across different groups and metrics are Smith
[10] (F1-score: 56.59%), Astley [15] (F1-score: 55.97%),
Menni [9] (F1-score: 55.45%), Mika [13] (F1-score: 53.98%),
and Shoer [14] (F1-score: 53.35%). Individual features
associated with the best detection methods are loss of smell,
loss of taste, cough, and fever.

The article is organized as follows. Section 2 describes
the information to carry out the experiments (datasets, qual-
ity metrics, and the experimental protocol). Section 3 shows
the results yielded by each method using the same datasets,
as well as an explainability analysis of the best detection
technique per category. Finally, Section 4 makes a general
analysis of the achievements, and summarizes conclusions
and future work.

2. Experiments
2.1. Dataset

From April 23, 2020, Facebook worldwide users outside
the USA were invited to participate in the UMD-CTIS by
displaying a banner on the user page. Users who accepted the
invitation were moved to a web-survey platform, where po-
tential participants must report age ≥ 18 and consent of data
use before responding to the survey. The survey, designed
by the University of Maryland, consists of a questionnaire
collecting information on gender, age groups, symptoms,
and COVID-19 testing, among others. These questionnaires
were translated into 56 languages for 114 countries and terri-
tories. Furthermore, the survey instrument was continuously
updated. Finally, UMD organized and stored daily microdata
that was further processed to develop our comparative study.

Based on the UMD-CTIS data, we compare the per-
formance of different COVID-19 detection methods in six
countries: Brazil, Canada, Israel, Japan, Turkey, and South
Africa. These countries are selected based on geographical
diversity and a large amount of available data. Furthermore,
we compare the performance yielded by the various methods
for two periods: (2020) from April 23 to December 31,
2020, and (2021) from January 1 to December 31, 2021.
Notice that the end of 2020 matches the start of the first
COVID-19 vaccination campaigns. Therefore, we analyze
the detection methods without and with information on vac-
cination acceptance. We extract samples from respondents
who reported at least one symptom within 24 hours and a test
result (positive or negative) within the preceding 14 days.
As can be seen in Table 1, 83, 238 respondents from Brazil
reported a test outcome and at least one symptom in 2020.
In this cohort, 44, 963 participants reported a positive test
result, and 38, 275 respondents had a negative test outcome.
Table 1 also includes the test positive rate (TPR) where
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Table 1
Characteristics of the study population for the various countries and for two non-overlapped periods (2020 and 2021).

Characteristic Brazil Canada Israel Japan Turkey South Africa
2020 2021 2020 2021 2020 2021 2020 2021 2020 2021 2020 2021

1. Tested symptomatic, N 83238 262683 8927 33997 5944 19063 4698 41010 15952 28896 7883 23038
2. Test outcome

(a) Positive, N 44963 106471 838 3433 1238 2869 532 4011 6167 9228 2866 8459
(b) Negative, N 38275 156212 8089 30564 4706 16194 4166 36999 9785 19668 5017 14579
(c) TPR, % 54.02 40.53 9.39 10.10 20.83 15.05 11.32 9.78 38.66 31.94 36.35 36.71

3. Gender
(a) Female, N 45357 130235 5438 19472 2941 9290 1679 14283 3939 7185 3923 11291
(b) Male, N 24928 76689 2315 9824 2199 6746 2388 20791 8920 15292 2525 6730

4. Age groups
(a) 18-24, N 8270 27474 1136 3248 583 1498 179 871 1716 2267 739 1580
(b) 25-34, N 19596 56227 2337 7172 1144 3069 577 3797 4375 5756 2252 4889
(c) 35-44, N 21061 57452 1750 6688 1041 3333 997 7527 4043 7110 1801 4721
(d) 45-54, N 13776 39122 1210 5215 933 3115 1216 10413 2071 4594 1141 3878
(e) 55-64, N 6968 22190 954 4478 880 2634 828 8724 862 2400 491 2124
(f) 65-74, N 140 6016 308 2421 510 1957 479 3529 158 719 1667 799
(g) 75+, N 233 1025 126 825 143 627 66 846 21 134 27 230

5. Average number of symptoms 5.37 5.16 5.25 5.27 4.99 5.13 4.38 4.45 5.39 5.36 5.51 5.61among positive
6. Symptoms among positive

(a) Fever, % 22.56 21.92 22.43 22.63 22.70 24.22 39.28 38.49 22.86 25.12 32.55 30.77
(b) Cough, % 54.73 57.46 63.01 67.46 54.93 59.99 61.65 64.47 51.55 55.93 58.89 65.96
(c) Difficulty breathing, % 30.72 28.17 23.74 22.80 24.47 22.55 18.79 16.62 24.58 24.65 29.03 27.61
(d) Fatigue, % 60.51 57.58 69.33 71.13 72.78 73.20 51.50 57.06 69.66 67.51 65.24 67.88
(e) Stuffy or runny nose, % 57.86 57.33 62.29 68.62 50.89 62.39 49.24 47.31 56.22 59.44 55.02 62.59
(f) Aches or muscle pain, % 58.90 58.01 55.13 53.10 55.17 53.29 41.35 44.45 65.02 62.82 57.43 58.73
(g) Sore throat, % 35.06 34.37 34.84 39.67 32.79 33.04 37.21 35.27 40.21 39.04 36.14 38.78
(h) Chest pain, % 32.00 30.03 22.19 21.52 26.90 25.27 20.67 22.88 32.16 30.57 39.25 35.57
(i) Nausea, % 29.94 28.34 26.61 25.08 25.04 24.33 11.65 10.17 26.53 24.60 27.84 28.41
(j) Loss of smell or taste, % 54.15 46.25 53.34 42.67 49.35 49.11 40.22 39.99 52.21 48.41 51.70 45.89
(k) Headache, % 65.74 63.73 60.14 58.86 58.08 56.81 41.35 44.40 58.81 57.26 64.68 65.72
(l) Chills, % 34.96 33.31 32.21 33.46 26.17 28.76 25.56 24.28 39.13 40.86 33.67 33.75

7. Average number of symptoms 3.12 2.88 3.19 2.83 2.69 2.55 2.73 2.28 3.10 3.01 2.85 2.99among negative
8. Symptoms among negative

(a) Fever, % 6.12 5.79 4.61 4.58 4.99 4.59 19.23 11.61 5.65 6.57 10.94 12.13
(b) Cough, % 34.17 32.75 38.45 32.24 33.09 28.05 37.57 28.55 31.32 32.21 33.57 35.98
(c) Difficulty breathing, % 13.71 11.50 12.34 10.10 11.58 9.52 4.70 3.25 14.62 14.49 10.94 11.10
(d) Fatigue, % 33.46 30.02 53.05 48.95 54.63 57.42 35.29 30.48 44.34 42.29 36.06 38.81
(e) Stuffy or runny nose, % 48.86 47.88 55.09 49.82 42.65 40.31 46.35 44.60 41.79 44.39 40.82 44.61
(f) Aches or muscle pain, % 41.67 40.19 39.85 37.05 26.86 27.58 34.28 35.19 42.10 39.76 33.59 35.87
(g) Sore throat, % 23.76 21.83 27.83 21.90 23.06 18.33 28.11 20.40 26.78 23.81 22.06 22.30
(h) Chest pain, % 15.11 12.97 10.97 8.09 10.43 9.97 10.01 7.24 16.52 14.62 15.15 15.34
(i) Nausea, % 15.37 13.42 16.27 12.99 13.15 12.54 7.97 6.47 14.64 12.87 13.85 14.94
(j) Loss of smell or taste, % 10.70 5.97 4.56 3.54 3.74 3.50 3.48 2.10 8.70 6.60 8.11 7.33
(k) Headache, % 50.90 49.47 43.92 42.75 36.00 34.40 34.49 30.58 43.73 41.76 48.79 47.52
(l) Chills, % 18.15 16.31 11.82 10.77 9.12 8.73 12.00 7.78 20.37 21.34 11.36 12.66

TPR = (100 × positive)∕(Tested symptomatic). For exam-
ple, the TPR for Brazil 2020 is 54.02%. For Brazil 2021,
the dataset was extracted from 262, 683 participants. In this
case, 106, 471 respondents reported a positive test result,
and 156, 212 individuals informed a negative test outcome
with a TPR of 40.53%. The number of tested symptomatic,
positive cases, negative cases, and the TPR in % for the
remaining countries in 2020 and 2021 are displayed in Table
1. Additionally, Table 1 provides information on other char-
acteristics such as gender, age groups, the average number of
reported symptoms among positives and negatives, and the
frequency of symptoms among positives and negatives.
2.2. Experimental Protocol

For every country and period, we build a dataset by
picking the answers reporting a lab test done in the last
14 days and at least one potential COVID-19 symptom,
i.e., we select the tested and symptomatic cases. We select
symptomatic cases because rule-based methods typically
aim at finding the most predictive combination of symptoms.

In addition, we choose the tested individuals with the aim of
obtaining the ground truth that allows us to build machine-
learning models. Since questionnaires contain categorical
data, we apply binary encoding such that every potential
choice aggregates a column to the dataset. This leads to
datasets with 201 features (attributes, columns, or vari-
ables) for 2020, and the datasets have between 431 and
452 columns for 2021 depending on the selected country.
For each dataset, this study obtains the performance of the
various COVID-19 detection methods under test. A brief
description of each method is included in the Supplementary
Material A. It is important to mention that references to
most methods under test provide the parameters to build the
detection models [10, 20, 16, 7, 21, 9, 12, 6]. On the other
hand, other methods (such as Zoabi [5]) have repositories
containing the codes and files to reproduce the reported
detection engines. For the remaining methods [14, 11, 15],
we carefully follow the procedures outlined in the references
to build the detection models, including the hyperparameter
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Figure 1: F1 score in % and the corresponding 95% confidence interval obtained by the various COVID-19 detection methods for
the selected countries and for 2020 and 2021.

optimization stage to avoid overfitting. Our study divided
every dataset into 100 partitions. For each trial, 80% of the
dataset rows (questionnaires or samples) were randomly se-
lected as training samples, and the remaining 20% were used
to test the detection methods. On the other hand, verification
was made to self-assess the quality of our contribution in
the field of machine learning applied to the medical area,
using the checklist proposed in [25]. This self-assessment is
presented in section C of the supplementary material.

2.3. Metrics
We use the F1-score to quantitatively assess the perfor-

mance of the various detection methods. To this end, our
procedure first obtains the predictions over the test set for
each trial. From the predicted estimates and the ground truth
data, the procedure identifies the number of true positives
TP, false positives FP, true negatives TN, and false negatives
FN. Then, the F1-score is obtained as follows:

𝐹1 =
2TP

2TP + FP + FN
. (1)
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We also compute for each trial the sensitivity, specificity,
and precision. These metrics are defined as follows:

sensitivity = TP
TP + FN

(2)
specif icity = TN

TN + FP
(3)

precision = TP
TP + FP

(4)
In this work, laboratory test results provided by survey

respondents are used as gold standard outcomes to obtain
either TP or TN samples. In particular, sensitivity measures
the ability of a detection method to correctly identify in-
fected individuals. Furthermore, specificity quantifies the
ability of the detection method to identify healthy individ-
uals correctly. Moreover, precision basically provides the
proportion of positive results. For example, a high value of
precision indicates that an important proportion of the de-
tected positives are true positives (infected people). Finally,
F1-score merges precision and sensitivity by computing the
harmonic mean to compare the combined performance of
them [26, 27, 28].

3. Results
3.1. General Results

Figure 1 displays the F1 in % scores and the 95%
confidence intervals (CIs) yielded by COVID-19 detection
methods for the six countries and for 2020 and 2021. Table
SM1 in the supplemental material B also shows the F1scores and their 95% CIs for the six countries and for
2020. Specifically, every value in this table is obtained
by averaging 100 realizations of the corresponding exper-
iment, where for each realization a different test set is
evaluated. For 2020, the methods generating the best F1scores for each country are: Brazil (Astley: 73.72%), Canada
(Menni_1: 54.33%), Israel (Bhattacharya: 62.78%), Japan
(Menni_1: 46.33%), Turkey (Bhattacharya: 67.67%), and
South Africa (Roland: 67.32%). Additionally, the meth-
ods that produce the lowest F1 scores for each country
are: Brazil (Akinbami_1: 12.85%), Canada (Akinbami_2:
9.41%), Israel (Akinbami_2: 9.59%), Japan (Akinbami_2:
13.16%), Turkey (Akinbami_2: 10.81%), and South Africa
(Akinbami_2: 17.14%). The F1 score in % and the CIs
obtained for 2021 are displayed in Table SM5 in the sup-
plemental material B. For 2021, the best F1 scores for each
country are: Brazil (Menni_2: 66.54%), Canada (Smith:
50.28%), Israel (Bhattacharya: 58.76%), Japan (Mika:
52.41%), Turkey (Bhattacharya: 64.61%), and South Africa
(Menni_2: 66.50%). In 2021, the worst F1 scores for ev-
ery country are: Brazil (Akinbami_1: 12.02%), Canada
(Akinbami_2: 8.03%), Israel (Akinbami_1: 10.60%), Japan
(Akinbami_2: 9.10%), Turkey (Akinbami_2: 11.80%), and
South Africa (Akinbami_2: 13.61%). Fig SM1 in the sup-
plemental material B shows the F1 score yielded by each
detection method across the six countries for 2020 and 2021.
As can be seen in this figure, detection methods generally

are better for Brazil, Turkey, and South Africa compared to
those yielded by Canada, Israel, and Japan.

It is worth noting that in Table 1, the TPR values ex-
hibited by Brazil, Turkey, and South Africa are at least two-
fold those shown by Canada, Israel, and Japan. Since the F1score is highly affected by imbalanced classes [29], we also
evaluate the performance of the various detection methods
for three groups: the broad set of the six countries, the set of
countries with high TPR (Brazil, Turkey, and South Africa),
and the countries with low TPR (Canada, Israel, and Japan).
Table 2 displays the average of the F1 score for the overall
five countries (overall), for the countries with high TPR
(High TPR), and for the countries with low TPR (Low TPR)
for 2020, 2021, and the entire interval 2020-2021. As can be
observed, countries with low TPR exhibit lower F1 scores
than countries with high TPR: (a) 2020 (𝛽 = −2.32, 𝑝 <
0.05), and (b) 2021 (𝛽 = −2.06, 𝑝 < 0.05). The detection
techniques generating the best F1 scores for the overall six
countries are 2020 (Astley: 60.49%), 2021 (Mika: 58.35%),
2020-2021 (Mika: 59.33%). The methods that yield the best
F1 scores for the countries with low TPR are 2020 (Smith:
53.67%), 2021 (Smith: 53.25%), and 2020-2021 (Smith:
53.46%). Finally, the methods with the best performance
according to the F1 score for the countries with high TPR
are 2020 (Astley: 69.34%), 2021 (Menni_2: 65.25%), and
2020-2021 (Astley: 66.95%).

Radar charts of sensitivity, specificity, and precision in%
for the different detection methods are shown in Fig 2. Radar
charts are presented for each country and for 2020 and 2021.
Among the most relevant things to highlight from the radar
figures, it can be observed that there is no method that is
simultaneously better in all three metrics. On the other hand,
the precision values are much better than those obtained with
sensitivity and specificity. In the supplementary material B,
Tables SM2, SM3, and SM4 show the averages and the CI for
2020 for sensitivity, specificity, and precision, respectively.
In addition, the averages and CI for sensitivity, specificity,
and precision for 2021 are displayed in the supplementary
material B, in Tables SM6, SM7, and SM8, respectively.
Note that blue lines, orange lines, and green lines correspond
to sensitivity, specificity, and precision, respectively.

Specifically, the highest values in terms of sensitivity
for each country and 2020 are: Brazil (Zoabi_65: 90.68%),
Canada (CDC: 88.44%), Israel (CDC: 85.84%), Japan (CDC:
86.99%), Turkey (CDC: 89.11%), and South Africa (CDC:
88.57%). In addition, the lowest sensitivity values for each
country and 2020 are: Brazil (Akinbami_1: 6.94%), Canada
(Akinbami_2: 5.07%), Israel (Akinbami_2: 5.11%), Japan
(Akinbami_2: 7.21%), Turkey (Akinbami_2: 5.77%), and
South Africa (Akinbami_2: 9.51%). For 2021, the highest
sensitivity values for each country and 2021 are: Brazil
(Shoer: 87.72%), Canada (CDC: 88.39%), Israel (CDC:
85.05%), Japan (Bhattacharya: 88.79%), Turkey (CDC:
87.19%), and South Africa (Astley: 89.09%). Furthermore,
the lowest sensitivity values for each country and 2021
are: Brazil (Akinbami_2: 6.49%), Canada (Akinbami_2:
4.29%), Israel (Akinbami_1: 5.82%), Japan (Akinbami_2:
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Table 2
F1 score (in %) and its 95% confidence interval for three different groups of countries: the overall five countries (overall), the
countries with high TPR (High TPR: Brazil and South Africa), and the countries with low TPR (Low TPR: Canada, Germany,
and Japan) for 2020, 2021, 2020-2021.

2020 2021 2020-2021
Method Overall Low TPR High TPR Overall Low TPR High TPR Overall Low TPR High TPR
Menni_1 58.55 53.47 63.63 55.52 51.98 59.06 57.03 52.73 61.34
Menni_2 58.61 48.91 68.30 55.27 45.29 65.25 56.94 47.10 66.78
Roland 59.64 51.35 67.92 56.76 48.75 64.77 58.20 50.05 66.34
Smith 60.25 53.67 66.82 58.19 53.25 63.12 59.22 53.46 64.97

Zoabi_55 49.72 36.89 62.54 47.04 36.88 57.20 48.38 36.89 59.87
Zoabi_65 49.67 36.85 62.48 46.91 36.70 57.13 48.29 36.78 59.81

CDC 49.13 32.22 66.05 45.86 31.58 60.14 47.50 31.90 63.10
Shoer 60.44 52.64 68.23 55.86 46.73 64.99 58.15 49.69 66.61

Bhattacharya 59.72 51.36 68.08 57.66 51.27 64.06 58.69 51.32 66.07
WHO 26.02 25.35 26.68 28.68 29.33 28.04 27.35 27.34 27.36
Perez 51.50 43.47 59.53 50.96 45.23 56.68 51.23 44.35 58.11
Mika 60.30 52.96 67.64 58.35 52.22 64.48 59.33 52.59 66.06

Akinbami_1 12.83 11.64 14.01 12.48 11.05 13.91 12.65 11.35 13.96
Akinbami_2 12.47 10.72 14.21 11.02 9.54 12.51 11.75 10.13 13.36
Akinbami_3 23.99 20.29 27.69 23.97 20.94 27.01 23.98 20.62 27.35

Salomon 30.33 27.76 32.89 32.59 32.02 33.16 31.46 29.89 33.03
Astley 60.49 51.63 69.34 57.96 51.36 64.56 59.22 51.50 66.95

4.79%), Turkey (Akinbami_2: 6.36%), and South Africa
(Akinbami_2: 7.41%). Observe that CDC produces the
highest sensitivity values. Specifically, the average sensitiv-
ities obtained by CDC along countries in 2020 and 2021
are 87.84% in 2020 and 79.53%, respectively. In addition,
Akinbami_2 yields the lowest sensitivity results, with only
6.78% and 5.92% for 2020 and 2021. In contrast to the sensi-
tivity metric, the Akinbami_2 method produces the highest
specificity values, whereas the CDC method yields the
lowest specificity results. For 2020 and 2021, the specificity
averages along countries obtained by Akinbami_2 exceed
99 percent. Instead, the specificity averages along countries
obtained by CDC are 42.81% and 54.85% in 2020 and
2021, respectively. Regarding precision, the Akinbami_2
method also yields the highest values, while the CDC
method also obtains the lowest results. In summary, in
terms of sensitivity, CDC provides the best performance,
whereas Akimbami_2 produces the worst. Contrarily, in
terms of specificity and precision, Akimbami_2 yields the
best performance, while CDC generates the worst. For this
study, we use the F1-score to rank the detection methods
under test. Notice that this metric offers a better trade-off
between sensitivity and specificity.

In terms of the F1-score, the most efficient methods
by category are Smith for rule-based methods, Menni for
regression-based methods, and Astley for tree-based ML
models. The Smith method developed a clinical prediction
rule to diagnose COVID-19 in symptomatic patients [10].
A multivariable logistic regression method was used to
identify independent predictors of COVID-19 and estimate
a weighted prediction rule. In this case, the multivariate
logistic regression approach was decisive in the development
of the diagnostic rule. In the context of logistic regression
techniques, the Menni method exhibits high performance

because the detection engine is built using a large dataset
collected from many users (more than 2.5 million partici-
pants) who reported COVID-19 symptoms and a COVID-
19 antigen test result [9]. Notice that the developed model
combines these symptoms to predict infected people. For
the development of the model, the Menni method used a
stepwise modeling process with logistic regression. This
was done to identify the symptoms strongly correlated with
COVID-19 active cases, for which multiple adjustments
were made. Due to the combination of the dataset and the
logistic regression modeling process, the model yields good
performance. Finally, the work of Astley et al. uses the
UMD-CTIS, which is the largest global health survey to date
[15]. This work performed deep data analysis of these data
(multivariate analysis, Pearson, and Spearman correlations,
etc.). Then, this method built a prediction model using the
machine learning technique based on decision trees known
as Light Gradient Boosting Machine (LightGBM). For the
construction of the prediction model, the Astley method used
different data samples grouped according to different criteria
(region, age, etc.) to predict COVID-19 trends. The high
performance of this approach is due to the combination of
different samples to build the model using LightGBM. In
summary, in terms of the F1-score, both the Smith method
and the Astley method yield similar performances, while the
Menni method has worse quality.
3.2. Explainability Analysis

For the explainability analysis, we focus on three meth-
ods: Smith for rule-based methods, Menni for regression-
based methods, and Astley for tree-based models. The meth-
ods chosen were those that gave the best results in each
category.

In particular, the Smith method defines a prediction rule
to identify COVID-19 positives in symptomatic individuals
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Figure 2: Radar chart of sensitivity (blue circles), specificity (orange circles), and precision (green circles) in % exhibited by the
various methods for the entire set of countries and for 2020 and 2021. The closer the distance to the center, the worse the
performance of the corresponding method.

using the following symptoms and their respective weights:
loss of smell/taste (2), fever and cough (1) and chest pain
(-1). Thus, odor/taste loss has a higher weight, while chest
pain has a negative score because they consider it to be
caused by another virus. In the case of Menni, the variables
considered by the best logistic regression model are age
(0.01), gender (0.44), odor/taste loss (1.75), cough (0.31),
fatigue (0.49) and skipped meals (0.39). We see that in
Menni, the one with the greatest weight/relevance is loss of
smell/taste and then fatigue.

In the case of Astley, they used a LightGBM technique,
so we can use the ranking of feature importance given by this
technique for explainability analysis. In this case, Figures 3
and 4 show the most relevant variables for the six countries
and for 2020 and 2021. For this case, there is no common
most relevant variable for all cases, or in one year, or even for
the same country for different years. That made us create a
table to establish the 5 most relevant characteristics provided
by this model for each year for all countries (see Table 3).

Among the most relevant things of Table 3 and Figs
3 and 4 is that there are variables with a very different
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Table 3
Most relevant characteristics in the Astley method

Variables 2020 2021
Cough 0.074 0.071

Stuffy or runny nose 0.084 0.082
Aches or muscle pain 0.077 0.078

Headache 0.076 0.073
Sore Throat 0.077 0.073

Fever 0.063 0.073

behavior between countries (for example, Fever), sometimes
being among the most relevant and in others with very little
relevance. Also, there are two variables that are consistently
among the most relevant which are Stuffy or runny nose
and Aches or muscle pain. There are some variables that
sometimes appear on the list and then never appear, such
as nausea, or that appear rarely in the top 5 list but always
appear as Difficulty breathing.

Regarding the symptoms by country, the same order of
relevance is different between countries for the same year,
but many of the most relevant variables coincide in some
cases (for example, see the first 5 most relevant characteris-
tics between Canada and Israel). Nor do the 5 most relevant
characteristics for the same country coincide between dif-
ferent years, although almost always for all countries their 5
most relevant characteristics are very similar for each year,
although in a different order (for example, see Canada and
Turkey).

Table 4 summarizes information about methods under
test. In that table, low refers to a variable with poor impor-
tance, high denotes significant importance, and so on for the
rest. These labels are determined by the weight/importance
the method assigns to the variable. We can see that Loss
of smell/taste and Cough are common symptoms for the
methods, although in some cases they appear with low
importance. We can also see that the most relevant charac-
teristics are very different between the methods, but Cough
coincide among the most important of all of them. In general,
we can observe that Loss of smell/taste, Fever, Cough, Chest
pain and Fatigue appear in at least two methods.

Regarding the methods, the main individual features
considered by these methods are (a) Smith: Loss of taste
and smell (b) Menni: Loss of smell and taste, and (c) Astley:
Stuffy or runny nose and Aches or muscle pain. Thus, there
is also no complete coincidence between the methods. Also,
we observe that the number of symptoms reported with
the Astley method is very large. LightGBM gives a lot of
information about the relevance of the characteristics, even
by country, which allows a better decision-making process
considering the specific relevance in each context. Thus, it
allows a detailed analysis by country and year. We can also
see that there is not a great common characteristic/symptom
between the models, but that is highly variable, which is also
the case for LightGBM when the analysis is done by country
and year.

Table 4
Methods vs used variables

Used variables vs Methods LightGBM Smith Menni
Gender Normal
Age Low

Stuffy or runny nose High
Loss of smell/taste Low High High

Fever Normal Normal
Cough Normal Normal Normal

Chest pain Low Normal
Fatigue Low Normal

Skipped meals Normal
Aches or muscle pain High

Headache Normal
Sore Throat Normal

If we consider the explainability allowed by year and/or
country as the main criterion for comparing the explain-
ability analysis that the methods studied in the work allow,
the best technique is LightGBM. So, a great conclusion of
this section is that methods like LightGBM allow better
explainability, being able to be used to give more details and
better reason for the decisions. The other methods are more
general and are more difficult to consider if it is necessary to
reason a decision in a specific context.

4. Discussion
First, it is worth noticing that the TPR of the study pop-

ulation is a parameter to be considered to evaluate the per-
formance of the various detection methods. More precisely,
the TPR affects performance metrics such as the F1 score
and precision that assess the performance of the detection
method for the positive class. In essence, prediction rules
will likely detect more active cases and therefore will exhibit
larger F1 scores and precision values, when the TPR of
the dataset is high. For example, as can be seen in Tables
SM1, SM5, and 2, the F1 scores generated by the different
detection techniques for the countries with high TPR are, in
general, larger than scores obtained for the countries with
low TPR. Indeed, when assuming that all cases are positive,
the F1 scores yielded for the countries with high TPR are at
least two times larger than those obtained for the countries
with low TPR. Similarly, as can be observed in Tables SM4
and SM8 in the Supplementary Material B, the precision
values outputted by different methods for the countries with
high TPR are larger than those obtained for the countries
with low TPR. Hence, this comparative study considers the
TPR of every dataset as a source of bias that can introduce
confounding.

One may compare the performance of various methods
and select the best model for detecting COVID-19 active
cases. Nevertheless, as can be seen in Tables SM1, SM5,
and 2, none of the methods achieve an F1 score above 75%
indicating that no model has a good enough performance.
Although no single method exhibits outstanding perfor-
mance, we attempt to extract the techniques showing the
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Figure 3: Feature importances of the Astley method for 2020 and for the entire set of countries.

best indicators among the considered metrics. Notice that
the knowledge of the TPR influences the selection of the
best detection method. For example, if the TPR is unknown,
the Smith method provides the best performance (Table 2,
Overall and 2020-2021: 56.59%). Instead, if the TPR is
known, the best performances are provided by Menni_1 and
Astley methods for low TPR (Table 2, 2020-2021: 51.67%)
and high TPR (Table 2, 2020-2021: 67.64%), respectively.

For 2020, when there was no vaccination yet, the best de-
tection methods are Mika (Table 2, Overall, 2020: 58.47%),
Menni_1 (Table 2, Low TPR, 2020: 53.77%), and Astley
(Table 2, High TPR, 2020: 70.28%). In particular, the Mika
method detects a COVID-19 active case by considering
fever, cough, loss of taste and smell, and gastrointestinal
problems. As can be seen, positive cases have a strong
association with loss of smell and taste, cough, and fever
for 2020. On the other hand, the best methods for 2021
(when vaccination started and new variants have appeared)
are Smith (Table 2, Overall, 2021: 54.99%), Smith (Table
2, Low TPR, 2021: 49.98%), and Shoer (Table 2 High TPR,
2021: 65.39%). Notice that the Shoer method considers indi-
vidual features such as age, gender, prior medical conditions,
and self-reported symptoms. It is important to note that
both F1 scores and precision values are lower for 2021 than
those obtained for 2020. In 2021, new variants of COVID-19
appeared and the intensity of symptoms in vaccinated people
was reduced. Therefore, the effectiveness of the methods
under test is affected by the presence of new variants and
the exponential increase in the number of vaccinated people.

Consequently, for the overall period 2020-2021, we can
choose Smith, Astley, Menni_1, Mika, and Shoer methods
as the best detection techniques under the F1 score criterion.

A comprehensive review of the benefits and limitations
of UMD-CTIS data has been reported in [19, 15]. Note that
the countries were selected based on geographical diversity
and the availability of sufficient samples per country. Fur-
ther, the countries were selected to observe the response of
different detection methods in countries with low and high
TPR. A limitation of the dataset for this study lies in the
fact that UMD-CTIS data do not collect all the symptoms
needed by the different methods under test. For example, the
Zoabi method uses one feature indicating ages older than 60,
and the UMD-CTIS records ages older than 55 and 65. To
overcome this drawback, we evaluate two versions of the
Zoabi method, one version using a feature with ages older
than 55 (Zoabi_55) and the other version using a feature
with ages older than 65 (Zoabi_65). In a similar manner,
we evaluate two versions of the Menni method and three
versions of the Akimbami method (see Appendix A). These
and other limitations will be studied in future works.

Also, in future work, a selection of different machine
learning techniques will be made for the use of the different
variables included in the CTIS database, which are not
present in these studied methods. The main goal of future
work is to attempt to improve the methods studied in this
"Consistent Comparison of Symptom-based Methods for
COVID-19 Infection Detection" by improving the F1 score
and presenting the ROC curves for each model. In addition,
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Figure 4: Feature importances of the Astley method for 2021 and for the entire set of countries.

a study of the most important variables based on the models
obtained previously will be carried out for the same coun-
tries as in this report: Brazil, Canada, Israel, Japan, Turkey,
and South Africa.

5. Summary table
What was already known on the topic?
• Several COVID-19 detection methods based on in-

formation collected from patients have been proposed
during the global pandemic crisis.

• Normally, these methods have been developed and
evaluated using specific datasets.

What does this study add to our knowledge?
• This paper provides a solid and consistent comparison

among multiple COVID-19 detection methods using
homogeneous data across six countries and two years.

• This comparison is based on a wide variety of perfor-
mance metrics and the explainability analysis of the
different COVID-19 detection methods.

6. Ethical Declaration
The Ethics Board (IRB) of IMDEA Networks Insti-

tute gave ethical approval for this work on 2021/07/05.
IMDEA Networks has signed Data Use Agreements with

Facebook, Carnegie Mellon University (CMU), and the Uni-
versity of Maryland (UMD) to access their data, specifically,
UMD project 1587016-3 entitled C-SPEC: Symptom Sur-
vey: COVID-19 and CMU project STUDY2020_00000162
entitled ILI Community-Surveillance Study. The data used
in this study was collected by the University of Maryland
through The University of Maryland Social Data Science
Center Global COVID-19 Trends and Impact Survey in part-
nership with Facebook. Informed consent has been obtained
from all participants in this survey by this institution. All the
methods in this study have been carried out in accordance
with relevant ethics and privacy guidelines and regulations.

7. Availability of Data and Materials
The data presented in this paper (in aggregated form)

and the programs used to process it will be openly accessible
at https://github.com/GCGImdea/coronasurveys/. The micro-
data of the CTIS survey from which the aggregated data was
obtained cannot be shared, as per the Data Use Agreements
signed with Facebook, Carnegie Mellon University (CMU),
and the University of Maryland (UMD).
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Supplemental Materials: Consistent
Comparison of Symptom-based Methods for

COVID-19 Infection Detection

A. Materials and Methods
A.1. Estimation Detection Methods

Detection methods were grouped into three types. More
precisely, the rules-based methods give weights to the symp-
toms using some criteria (physician, from some organiza-
tion, etc.) to identify positive cases. In addition, machine-
learning-based techniques build tree-based classifiers to de-
tect infected people from datasets containing information on
symptoms. Finally, the regression-based approaches build
prediction models using logistic regression techniques.
A.1.1. Rule-based methods

The rule-based methods used in this works are:
• Smith

This work builds a clinical prediction rule to identify
COVID-19 active cases in symptomatic individuals
[10]. To this end, this method implemented a mul-
tivariable logistic regression analysis to identify the
independent predictors of COVID-19 active cases.
Specifically, the Smith method selects a few symp-
toms associated with positive cases and assigns them
different coefficients: loss of smell/loss of taste (2),
fever and cough (1), and chest pain (-1). The chest pain
variable has a negative score because this symptom
being likely caused by another virus. The dataset used
was obtained from a standardized clinical question-
naire that was administered to patients before applying
the RT-PCR test. Moreover, the performance of the
Smith method was tested using a dataset with 120
SARS-CoV-2-positive cases and 120 SARS-CoV-2-
negative cases for training, and 40 cases for validation
of the classification model.

• Centers for Disease Control and Prevention (CDC)
In August 2020, the Centers for Disease Control and
Prevention approved the COVID-like illness (CDC)
metric [20]. This metric declares a COVID-19 positive
case if an individual presents at least two of the follow-
ing symptoms: fever, chills, rigors, myalgia (muscle
aches and pain), headache, sore throat. This metric
also identifies an active case if the individual has at
least one of the following symptoms: cough, shortness
of breath, difficulty breathing, loss of smell, or loss
of taste. Notice that the UMD-CTIS survey does not
register myalgia and rigors. Hence, we estimate the
CDC metric without those symptoms.

• WHO
Under the context of continuous monitoring of the
COVID-19 pandemic, the World Health Organization
(WHO) published a COVID-like illness1 metric that

1Aka UMD CLI WHO in [17]

declares a potential active case when individuals re-
port the following symptoms: fever, cough, and fa-
tigue [16]. This metric was used in [17] to estimate
COVID-19 active cases in various coutries such as
Spain, Peru, Ecuador, UK, Greece, and India consid-
ering the information extracted from the UMD-CTIS.

• Akinbami
The Akinbami method uses a combination of three
symptoms to declare a COVID-19 positive case [7].
To this end, the study built three classification models
depending on the combination of the symptoms: 1)
Akinbami_1 which uses fever, shortness of breath,
and chills, 2) Akinbami_2 which uses fever, shortness
of breath, and anosmia/ageusia, and 3) Akinbami_3
which uses fever, shortness of breath, and headache.
The dataset was provided by a serologic survey col-
lected in Detroit and New York from May 17 to July
2, 2020. The extracted dataset contains 40,938 tested
individuals of which 6, 631 are positive.

• Salomon
This method defines a metric also referred to as
COVID-like illness (CLI)2 different from those speci-
fied in [20] and [17]. Specifically, this metric identifies
a positive case if the participant reports fever, cough,
or shortness of breath/difficulty breathing [21, 18,
17]. This method was evaluated on datasets obtained
from the CMU-CTIS survey that was collected in
the United States from April 2020 to April 2021 by
the Delphi Group at the Carnegie Mellon University
(CMU) and the CTIS in partnership with Facebook.
Like the UMD-CTIS project, the CMU-CTIS survey
also obtained information about individual features
(such as age groups, gender, testing, and vaccination)
and COVID-19 symptoms.

A.1.2. Machine Learning methods
The machine learning techniques usedn in this work are:
• Astley

This study focused on building COVID-19 diagnostic
models based on machine learning techniques [15].
More precisely, this approach selected the Light Gra-
dient Boosting Machine (LightGBM) engine to build
the COVID-19 diagnostic models considering two
individual features (age groups and gender) and twelve
symptoms. Furthermore, this method extracted the
datasets from the UMD-CTIS collected in 114 coun-
tries from April to December 2020. Note that the
training set used to build the classification models
for each country is a subset of rows derived from
questionnaires reporting a laboratory test.

• Zoabi
The Zoabi method considers eight features: gender,
age (≥ 60), cough, fever, sore throat, shortness of

2Aka CLI in [21, 18] and UMD CLI in [17]
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breath, headache, and known contact with an indi-
vidual COVID-19 confirmed positive case. It builds a
classification model based on a machine learning ap-
proach [5]. In essence, this method builds a gradient-
boosting classification model with decision-tree base-
learners. This approach trained and evaluated the clas-
sification model from data released by the Israeli
Ministry of Health. This dataset contains information
on individuals with RT-PCR tests. Specifically, the
training set consists of 51,831 individuals of whom
4,769 are confirmed positive cases. On the other hand,
the test set consists of 47,401 individuals of whom
3,624 are positive cases. In this case, it is worth noting
that UMD-CTIS data ranges of ages does not have a
boundary at 60. The boundary is either at 55 or 65.
Hence, we have created 2 different models, one for
each range of age labeled Zoabi_55 and Zoabi_65,
to go around this difference in the data.

A.1.3. Regression-based methods
The regression-based methods used in this work are:
• Menni

This method performs logistic regressions to build the
optimal COVID-19 classification model for a set of
individual features such as age, gender, loss of smell
and taste, cough, fatigue, and loss of appetite [9]. The
building and evaluation of the classification model
used a dataset extracted from a symptom tracker based
on a smartphone app launched in the United Kingdom
and the United States in March 2020. Specifically, this
method was evaluated over responses from 2, 618, 862
participants voluntarily recording their symptoms. In
this study, the best classification model according to
the Akaike information criterion (AIC) was described
as

𝑥 = −1.32 − (0.01 × age) + (0.44 × gender)
+(1.75 × loss of smell and taste)
+(0.31 × cough) + (0.49 × fatigue)
+(0.39 × skipped meals),

where symptoms represent binary variables. More
precisely, every feature coded as 1 reports the pres-
ence of the symptom, while each variable coded as 0
indicates its absence. The gender variable also stands
for a binary variable, the one-value indicates a male,
and the zero-value represents a female. Afterward, this
method identified a COVID-19 active case whether
𝑒𝑥

1+𝑒𝑥 ≥ 0.5. It is worth noting that UMD-CTIS data
did not register the skipped meal variable. Therefore,
we modified the Menni method by computing the 𝑥
score with the skipped meals variable fixed to zero.
This approach is labeled as Menni_1. Furthermore,
we followed the procedure reported in [9] to build
the logistic regression model from individual features
available in our dataset (Menni_2). In other words,

we built a logistic regression model that considers the
features: age, gender, loss of smell and taste, cough,
and fatigue.

• Roland
This study performs logistic regression analysis to
build a classification model based on five symptoms:
loss of taste and smell, body aches, fever or chills,
shortness of breath, and sore throat [11]. This method
uses a dataset extracted from an anonymous electronic
survey publicized with ads on social networks (Face-
book, Twitter, Reddit, and Nextdoor) from March 31
to April 10, 2020. Specifically, the Roland method was
evaluated from a dataset provided by 620 participants
of whom 339 reported COVID test outcomes. This
work built a stepwise logistic model whose training
set was obtained by randomly extracting 25% of the
rows belonging to the COVID-tested individuals. The
remaining rows were used to examine the performance
of the classification model.

• Mika
This method is similar to the Roland method. In other
words, the Mika method fits a logistic regression
model with the following symptoms: fever > 38◦𝐶 ,
cough, loss of taste and smell, and gastro-intestinal
(GI) [13]. The data set consisted of 3114 participants
of which 778 were tested positive. The UMD-CTIS
survey does not have a question on GI symptoms.
Therefore, we use the answer for the presence of
nausea instead, as it is the closest related symptom.

• Shoer
This research builds two models based on logistic
regression analysis to estimate the probability of in-
dividuals testing positive for SARS-CoV-2 [14]. In
particular, this study obtained the datasets from two
surveys launched in Israel in 2020. On one hand, the
online survey registered various individual features
such as age, gender, prior medical conditions, and self-
reported symptoms. On the other hand, the shortened
survey captured the information by means of an inter-
active voice response (IVR) platform. Specifically, the
IVR version collected information on variables such
as age group, prior medical conditions, general feel-
ing, and a shortened list of symptoms. To generate the
first model, an integrated dataset is constructed from
both the features collected by the online version and
the reduced set of attributes acquired by the IVR ver-
sion. The second model used the information provided
by the online version only. The UMD-CTIS survey
does not have questions on prior medical conditions
and general feeling, and therefore, we do not include
them in the model.

• Bhattacharya
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The Bhattacharya method proposes a clinical symptom-
based score [12] given by
score = 41.7 × Fever(> 100◦F) + (13.5 × Cough)

+(15.8 × Headache) + (10 × Myalgia)
+(94.7 × Loss of smell). (SM1)

If the score is greater than 41.7, then the individual
is declared a COVID-19 positive case. The method
was examined on responses registered in a clinical
screening applied to individuals with suspicion of
having COVID-19. The number of participants in this
study was 378 of which 125 individuals reported a
positive COVID test result.

• Perez
This method builds a classifier based on logistic re-
gression that considers the following symptoms: anos-
mia (loss of smell), ageusia (loss of taste), short-
ness of breath, digestive symptoms, fever, tiredness,
sore throat absence, headache, and cough [6]. Then,
the Perez method defined different risk scores and
assigned them to four symptoms: severe tiredness
(1), absence of sore throat (1), fever (2), and anos-
mia/ageusia (5). This approach declares an individ-
ual COVID-19 positive case whether the number of
symptoms present is at least 4 and the cumulative
score is at least 3. This study considers the data
of the seroepidemiological study performed in Spain
from April to June 2020. More precisely, more than
61000 participants nationwide completed a question-
naire on symptoms along with SARS-CoV-2 antibod-
ies assays [30]. Notice that the number of positive
cases are 2669, out of which 781 (approx 30%) are
asymptomatic. The UMD-CTIS survey does not have
a question on digestive symptoms. Furthermore, we
consider that severe tiredness is equivalent to fatigue,
and shortness of breath is equivalent to difficulty in
breathing.

B. Results
The following tables present the quality of the methods

for the different studied metrics.
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Table SM1
F1 score and its 95% confidence interval for the selected countries for 2020, in %.

Method Brazil Canada Israel Japan Turkey South Africa

Menni_1 65.56 (65.48 - 65.64) 54.33 (53.66 - 54.99) 59.76 (59.16 - 60.36) 46.33 (45.33 - 47.33) 63.93 (63.68 - 64.17) 61.39 (61.07 - 61.70)
Menni_2 71.13 (71.01 - 71.24) 49.33(48.77 - 49.88) 57.50 (57.04 - 57.97) 39.91 (39.27 - 40.54) 67.41 (67.21 - 67.60) 66.36 (66.10 - 66.62)
Roland 69.38 (69.30 - 69.46) 51.44 (50.86 - 52.02) 61.93 (61.46 - 62.41) 40.68 (39.98 - 41.39) 67.06 (66.87 - 67.26) 67.32 (67.05 - 67.58)
Smith 71.11 (71.05 - 71.18) 53.43 (52.85 - 54.01) 62.47 (61.98 - 62.97) 45.12 (44.42 - 45.82) 67.30 (67.11 - 67.49) 62.06 (61.80 - 62.32)

Zoabi_55 70.71 (70.65 - 70.77) 32.96 (32.37 - 33.54) 47.76 (47.32 - 48.20) 29.95 (29.29 - 30.60) 57.86 (57.69 - 58.03) 59.05 (58.80 - 59.31)
Zoabi_65 70.73 (70.67 - 70.79) 32.86 (32.28 - 33.44) 47.79 (47.36 - 48.23) 29.91 (29.27 - 30.55) 57.72 (57.55 - 57.88) 59.00 (58.74 - 59.25)

CDC 73.42 (73.36 - 73.48) 23.43 (23.14 - 23.72) 45.84 (45.46 - 46.21) 27.38 (27.00 - 27.75) 62.60 (62.42 - 62.78) 62.13 (61.88 - 62.39)
Shoer 70.45 (70.39 - 70.52) 50.95 (50.37 - 51.54) 62.41 (61.93 - 62.89) 44.57 (43.86 - 45.28) 67.49 (67.30 - 67.69) 66.76 (66.52 - 67.00)

Bhattacharya 69.77 (69.70 - 69.83) 51.90 (51.31 - 52.50) 62.78 (62.30 - 63.26) 39.41 (38.84 - 39.97) 67.67 (67.48 - 67.87) 66.81 (66.52 - 67.10)
WHO 23.92 (23.83 - 24.01) 24.08 (23.45 - 24.70) 24.69 (24.15 - 25.24) 27.29 (26.52 - 28.06) 25.14 (24.90 - 25.38) 30.97 (30.59 - 31.35)
Perez 59.47 (59.39 - 59.55) 45.20 (44.56 - 45.83) 52.27 (51.71 - 52.82) 32.93 (32.23 - 33.64) 58.12 (57.89 - 58.35) 61.00 (60.70 - 61.30)
Mika 69.43 (69.37 - 69.49) 51.43 (50.86 - 52.01) 62.16 (61.68 - 62.63) 45.29 (44.65 - 45.94) 67.08 (66.89 - 67.28) 66.40 (66.13 - 66.68)

Akinbami_1 12.85 (12.77 - 12.94) 11.33 (10.72 - 11.93) 10.22 (9.82 - 10.62) 13.38 (12.58 - 14.18) 11.48 (11.26 - 11.70) 17.70 (17.34 - 18.07)
Akinbami_2 14.69 (14.60 - 14.78) 9.41 (8.89 - 9.92) 9.59 (9.16 - 10.01) 13.16 (12.35 - 13.98) 10.81 (10.60 - 11.03) 17.14 (16.80 - 17.49)
Akinbami_3 27.84 (27.73 - 27.94) 20.23 (19.66 - 20.81) 21.67 (21.14- 22.19) 18.98 (18.22 - 19.73) 26.31 (26.05 - 26.56) 28.93 (28.57 - 29.29)

Salomon 30.97 (30.87 - 31.07) 25.52 (24.84 - 26.20) 27.12 (26.58 - 27.66) 30.64 (29.93 - 31.35) 28.36 (28.10 - 28.61) 39.35 (38.98 - 39.72)
Astley 73.72 (73.65 - 73.78) 48.29 (47.58 - 49.00) 62.47 (61.98 - 62.97) 44.13 (43.32 - 44.93) 67.45 (67.24 - 67.65) 66.85 (66.61 - 67.09)

Table SM2
Sensitivity and its 95% confidence interval for the selected countries for 2020, in %

Method Brazil Canada Israel Japan Turkey South Africa

Menni_1 53.11 (53.02 - 53.21) 52.53 (51.78 - 53.28) 48.66 (48.02 - 49.30) 39.15 (38.09 - 40.21) 53.60 (53.30 - 53.90) 50.47 (50.13 - 50.81)
Menni_2 63.94 (63.72 - 64.16) 58.46 (57.75 - 59.16) 56.81 (56.05 - 57.58) 58.57 (57.32 - 59.81) 63.70 (63.43 - 63.98) 65.12 (64.82 - 65.43)
Roland 59.21 (59.08 - 59.33) 62.28 (61.55 - 63.00) 58.96 (58.36 - 59.56) 57.59 (56.31 - 58.87) 60.82 (60.55 - 61.09) 64.96 (64.65 - 65.27)
Smith 72.10 (72.02 - 72.17) 56.26 (55.54 - 56.98) 62.24 (61.65 - 62.84) 50.75 (49.86 - 51.65) 61.52 (61.05 - 61.98) 63.97 (62.01 - 65.93)

Zoabi_55 90.43 (90.18 - 90.67) 35.24 (34.00 - 36.47) 57.15 (56.26 - 58.04) 37.36 (35.86 - 38.86) 79.44 (78.45 - 80.43) 65.39 (64.72 - 66.07)
Zoabi_65 90.68 (90.50 - 90.87) 35.28 (33.87 - 36.69) 58.32 (57.55 - 59.09) 37.82 (36.26 - 39.38) 79.49 (78.34 - 80.63) 65.04 (64.50 - 65.57)

CDC 88.09 (88.03 - 88.16) 88.44 (88.03 - 88.85) 85.84 (85.43 - 86.24) 86.99 (86.36 - 87.63) 89.11 (88.96 - 89.25) 88.57 (88.35 - 88.79)
Shoer 61.40 (61.30 - 61.50) 61.75 (61.05 - 62.46) 58.22 (57.67 - 58.76) 58.24 (57.27 - 59.20) 62.13 (61.86 - 62.41) 64.24 (63.93 - 64.56)

Bhattacharya 60.08 (60.00 - 60.16) 61.97 (61.24 - 62.70) 58.45 (57.91 - 58.99) 60.72 (59.92 - 61.53) 61.40 (61.13 - 61.67) 63.50 (63.18 - 63.82)
WHO 13.88 (13.82 - 13.94) 16.63 (16.15 - 17.11) 15.26 (14.88 - 15.65) 23.66 (22.98 - 24.35) 14.91 (14.75 - 15.08) 19.32 (19.04 - 19.59)
Perez 45.71 (45.62 - 45.80) 46.14 (45.40 - 46.87) 42.38 (41.81 - 42.95) 39.22 (38.37 - 40.07) 46.18 (45.92 - 46.44) 50.64 (50.31 - 50.98)
Mika 59.17 (59.09 - 59.25) 62.25 (61.52 - 62.98) 58.85 (58.30 - 59.39) 55.67 (54.80 - 56.54) 61.08 (60.82 - 61.35) 61.18 (60.85 - 61.51)

Akinbami_1 6.94 (6.89 - 6.99) 6.51 (6.15 - 6.87) 5.53 (5.30 - 5.76) 7.70 (7.22 - 8.18) 6.18 (6.05 - 6.30) 9.93 (9.71 - 10.16)
Akinbami_2 7.99 (7.94 - 8.05) 5.07 (4.78 - 5.35) 5.11 (4.88 - 5.35) 7.21 (6.74 - 7.68) 5.77 (5.65 - 5.89) 9.51 (9.31 - 9.72)
Akinbami_3 16.88 (16.81 - 16.95) 15.28 (14.80 - 15.76) 13.56 (13.20 - 13.92) 15.49 (14.83 - 16.14) 16.31 (16.13 - 16.49) 17.95 (17.70 - 18.20)

Salomon 18.98 (18.91 - 19.05) 18.70 (18.14 - 19.26) 17.40 (16.99 - 17.81) 31.32 (30.58 - 32.05) 17.38 (17.20 - 17.56) 27.36 (27.05 - 27.68)
Astley 69.34 (69.24 - 69.44) 38.82 (38.04 - 39.59) 52.58 (52.04 - 53.12) 34.51 (33.71 - 35.31) 60.87 (60.58 - 61.16) 60.34 (60.01 - 60.67)

Table SM3
Specificity and its 95% confidence interval for the selected countries for 2020, in %

Method Brazil Canada Israel Japan Turkey South Africa

Menni_1 89.77 (89.71 - 89.84) 95.87 (95.79 - 95.96) 96.37 (96.26 - 96.48) 96.59 (96.48 - 96.70) 91.44 (91.31 - 91.57) 92.17 (91.99 - 92.34)
Menni_2 81.41 (81.23 - 81.58) 91.83 (91.71 - 91.94) 89.23 (88.83 - 89.63) 82.83 (82.32 - 83.34) 84.09 (83.91 - 84.27) 82.23 (82.00 - 82.45)
Roland 86.54 (86.44 - 86.64) 91.68 (91.56 - 91.81) 91.71 (91.45 - 91.97) 83.91 (83.16 - 84.66) 87.08 (86.90 - 87.25) 84.01 (83.81 - 84.21)
Smith 64.18 (64.09 - 64.27) 94.37 (94.28 - 94.47) 90.02 (89.68 - 90.36) 90.56 (90.39 - 90.72) 86.63 (86.22 - 87.04) 75.98 (73.43 - 78.53)

Zoabi_55 23.21 (22.64 - 23.79) 91.56 (90.65 - 92.48) 78.31 (77.69 - 78.93) 85.44 (84.14 - 86.73) 40.05 (38.43 - 41.67) 67.92 (66.89 - 68.95)
Zoabi_65 22.73 (22.31 - 23.15) 91.46 (90.45 - 92.47) 77.39 (76.93 - 77.85) 85.05 (83.71 - 86.38) 39.53 (37.65 - 41.41) 68.31 (67.53 - 69.08)

CDC 39.32 (39.21 - 39.42) 40.87 (40.68 - 41.06) 49.90 (49.59 - 50.22) 43.06 (42.75 - 43.37) 39.57 (39.38 - 39.77) 44.13 (43.84 - 44.41)
Shoer 84.86 (84.78 - 84.95) 91.60 (91.46 - 91.7)5 92.53 (92.35 - 92.71) 86.83 (86.39 - 87.27) 86.18 (86.02 - 86.34) 83.90 (83.67 - 84.14)

Bhattacharya 85.81 (85.74 - 85.88) 92.01 (91.88 - 92.13) 92.67 (92.52 - 92.83) 81.11 (80.89 - 81.33) 87.43 (87.28 - 87.58) 84.95 (84.73 - 85.16)
WHO 97.51 (97.48 - 97.54) 97.79 (97.74 - 97.85) 97.86 (97.78 - 97.94) 93.69 (93.55 - 93.84) 97.68 (97.62 - 97.73) 96.96 (96.88 - 97.05)
Perez 90.64 (90.58 - 90.70) 93.98 (93.88 - 94.08) 94.79 (94.66 - 94.92) 87.46 (87.26 - 87.66) 91.96 (91.84 - 92.08) 91.13 (90.96 - 91.30)
Mika 86.75 (86.68 - 86.82) 91.69 (91.57 - 91.82) 91.96 (91.81 - 92.11) 88.55 (88.37 - 88.74) 86.78 (86.64 - 86.93) 86.83 (86.57 - 87.10)

Akinbami_1 98.80 (98.78 - 98.82) 99.18 (99.14 - 99.21) 99.33 (99.29 - 99.38) 99.17 (99.11 - 99.22) 99.13 (99.09 - 99.16) 98.76 (98.69 - 98.82)
Akinbami_2 99.02 (99.00 - 99.04) 99.78 (99.75 - 99.80) 99.66 (99.62 - 99.69) 99.80 (99.77 - 99.83) 99.44 (99.42 - 99.47) 99.24 (99.19 - 99.29)
Akinbami_3 94.85 (94.81 - 94.89) 96.30 (96.21 - 96.40) 96.97 (96.87 - 97.06) 94.02 (93.88 - 94.17) 95.15 (95.06 - 95.23) 96.50 (96.41 - 96.59)

Salomon 95.80 (95.76 - 95.84) 97.14 (97.08 - 97.20) 97.17 (97.08 - 97.26) 90.72 (90.56 - 90.88) 96.74 (96.68 - 96.80) 93.36 (93.20 - 93.51)
Astley 77.93 (77.81 - 78.05) 97.75 (97.68 - 97.82) 95.86 (95.75 - 95.98) 97.26 (97.15 - 97.38) 87.67 (87.51 - 87.83) 88.50 (88.29 - 88.72)
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Table SM4
Precision and its 95% confidence interval for the selected countries for 2020, in %

Method Brazil Canada Israel Japan Turkey South Africa

Menni_1 85.64 (85.55 - 85.73) 56.41 (55.64 - 57.18) 77.58 (76.92 - 78.24) 57.27 (56.13 - 58.42) 79.22 (78.94 - 79.49) 78.42 (77.97 - 78.87)
Menni_2 80.17 (80.06 - 80.29) 42.76 (42.18 - 43.34) 58.58 (57.76 - 59.39) 30.51 (29.86 - 31.17) 71.59 (71.33 - 71.86) 67.69 (67.33 - 68.05)
Roland 83.80 (83.70 - 83.89) 43.89 (43.30 - 44.48) 65.41 (64.70 - 66.12) 32.00 (31.04 - 32.96) 74.77 (74.51 - 75.03) 69.90 (69.54 - 70.26)
Smith 70.17 (70.09 - 70.26) 50.99 (50.35 - 51.64) 62.45 (61.61 - 63.29) 40.75 (40.05 - 41.46) 74.46 (73.99 - 74.93) 63.42 (61.33 - 65.51)

Zoabi_55 58.07 (57.94 - 58.19) 32.48 (31.33 - 33.63) 41.25 (40.69 - 41.82) 26.07 (25.15 - 26.99) 45.70 (45.27 - 46.13) 54.01 (53.53 - 54.49)
Zoabi_65 57.98 (57.86 - 58.09) 32.55 (31.35 - 33.76) 40.62 (40.12 - 41.12) 25.84 (24.92 - 26.75) 45.57 (45.09 - 46.05) 54.09 (53.68 - 54.50)

CDC 62.94 (62.86 - 63.02) 13.51 (13.33 - 13.70) 31.28 (30.96 - 31.61) 16.26 (16.01 - 16.51) 48.25 (48.06 - 48.45) 47.87 (47.59 - 48.15)
Shoer 82.66 (82.58 - 82.75) 43.48 (42.84 - 44.11) 67.35 (66.74 - 67.96) 36.36 (35.54 - 37.17) 73.90 (73.65 - 74.14) 69.54 (69.17 - 69.91)

Bhattacharya 83.19 (83.11 - 83.27) 44.74 (44.13 - 45.36) 67.88 (67.31 - 68.45) 29.23 (28.73 - 29.74) 75.40 (75.16 - 75.64) 70.53 (70.15 - 70.91)
WHO 86.76 (86.60 - 86.92) 43.98 (43.01 - 44.95) 65.37 (64.37 - 66.36) 32.43 (31.45 - 33.41) 80.16 (79.76 - 80.55) 78.42 (77.85 - 79.00)
Perez 85.11 (85.01 - 85.20) 44.42 (43.73 - 45.12) 68.34 (67.67 - 69.01) 28.49 (27.80 - 29.17) 78.42 (78.14 - 78.70) 76.76 (76.36 - 77.16)
Mika 84.00 (83.92 - 84.08) 43.91 (43.32 - 44.50) 65.93 (65.38 - 66.48) 38.29 (37.65 - 38.94) 74.42 (74.19 - 74.64) 72.68 (72.25 - 73.11)

Akinbami_1 87.17 (86.95 - 87.39) 45.02 (43.20 - 46.84) 68.68 (66.88 - 70.48) 53.66 (51.23 - 56.09) 81.61 (80.88 - 82.33) 82.30 (81.48 - 83.13)
Akinbami_2 90.55 (90.37 - 90.73) 70.32 (68.01 - 72.64) 79.68 (77.85 - 81.52) 81.58 (79.19 - 83.97) 86.57 (85.93 - 87.22) 87.77 (87.04 - 88.50)
Akinbami_3 79.35 (79.20 - 79.51) 30.27 (29.42 - 31.13) 54.35 (53.29 - 55.41) 24.78 (23.78 - 25.77) 68.12 (67.66 - 68.58) 74.82 (74.21 - 75.43)

Salomon 84.15 (84.00 - 84.30) 40.49 (39.57 - 41.41) 61.96 (61.09 - 62.82) 30.12 (29.35 - 30.89) 77.02 (76.65 - 77.40) 70.22 (69.67 - 70.76)
Astley 78.69 (78.59 - 78.79) 64.33 (63.51 - 65.16) 77.06 (76.49 - 77.63) 61.82 (60.67 - 62.97) 75.65 (75.39 - 75.91) 75.02 (74.63 - 75.41)

Table SM5
F1 score and its 95% confidence interval for the selected countries for 2021, in %

Method Brazil Canada Israel Japan Turkey South Africa

Menni_1 59.24 (59.18 - 59.31) 49.38 (49.02- 49.74) 57.31 (56.96 - 57.65) 49.24 (49.16 - 49.83) 59.65 (59.44 - 59.87) 58.28 (58.06 - 58.50)
Menni_2 66.54 (66.49 - 66.59) 39.82 (39.59 - 40.05) 53.46 (53.21 - 53.70) 42.60 (42.37 - 42.84) 62.71 (62.56 - 62.85) 66.50 (66.33 - 66.68)
Roland 65.76 (65.71 - 65.82) 46.28 (46.03 - 46.53) 57.16 (56.86 - 57.46) 42.82 (42.62 - 43.03) 64.13 (63.96 - 64.31) 64.41 (64.23 - 64.59)
Smith 63.37 (63.32 - 63.42) 50.28 (49.99 - 50.57) 58.00 (57.68 - 58.33) 51.48 (51.23 -51.74) 64.38 (64.21 - 64.55) 61.62 (61.45 - 61.80)

Zoabi_55 59.83 (59.79 - 59.88) 37.31 (37.01 - 37.60) 39.63 (39.28 - 39.98) 33.71 (33.45 - 33.98) 52.14 (51.88 - 52.40) 59.62 (59.47 - 59.77)
Zoabi_65 59.78 (59.74 - 59.83) 37.10 (36.81 - 37.39) 39.64 (39.29 - 39.99) 33.36 (33.11 - 33.62) 52.06 (51.80 - 52.31) 59.54 (59.38 - 59.69)

CDC 63.22 (63.17 - 63.26) 27.41 (27.28 - 27.55) 38.78 (38.59 - 38.97) 28.54 (28.40 - 28.68) 55.96 (55.81 - 56.11) 61.25 (61.10 - 61.39)
Shoer 65.81 (65.76 - 65.87) 41.10 (40.84 - 41.36) 53.67 (53.37 - 53.97) 45.42 (45.07 - 45.78) 64.18 (64.01 - 64.35) 64.97 (64.80 - 65.15)

Bhattacharya 64.16 (64.11 - 64.22) 49.22 (48.96 - 49.49) 58.76 (58.48 - 59.03) 45.82 (45.59 - 46.05) 64.61 (64.44 - 64.78) 63.40 (63.22 - 63.59)
WHO 23.62 (23.56 - 23.68) 26.01 (25.66 - 26.35) 27.92 (27.59 - 28.24) 34.05 (33.74 - 34.37) 27.72 (27.49 - 27.94) 32.78 (32.58 - 32.98)
Perez 54.85 (54.79 - 54.90) 44.70 (44.40 - 45.00) 51.27 (50.93 - 51.61) 39.72 (39.45 - 40.00) 56.03 (55.86 - 56.21) 59.17 (58.98 - 59.35)
Mika 65.33 (65.28 - 65.38) 46.76 (46.40 - 47.12) 57.50 (57.22 - 57.79) 52.41 (51.73 - 53.09) 64.13 (63.96 - 64.31) 63.98 (63.81 - 64.15)

Akinbami_1 12.02 (11.96 - 12.07) 11.43 (11.17 - 11.70) 10.60 (10.33 - 10.88) 11.11 (10.82 - 11.39) 13.86 (13.69 - 14.03) 15.86 (15.66 - 16.06)
Akinbami_2 12.02 (12.05 - 12.16) 8.03 (7.79 - 8.27) 11.48 (11.20 - 11.75) 9.10 (8.83 - 9.31) 11.80 (11.64 - 11.96) 13.61 (13.44 - 13.79)
Akinbami_3 26.59 (26.00 - 26.11) 20.96 (20.64 - 21.27) 21.96 21.62 - 22.30) 19.90 (19.63 - 20.17) 26.35 (26.12 - 26.58) 28.08 (27.85 - 28.31)

Salomon 30.15 (30.11 - 30.24) 28.06 (27.70 - 28.43) 30.72 (30.39 - 31.05) 37.27 (36.97 - 37.57) 31.31 (31.09 - 31.53) 38.03 (37.83 - 38.23)
Astley 65.95 (65.90 - 66.01) 45.07 (44.74 - 45.40) 58.62 (58.29 - 58.94) 50.39 (50.08 - 50.70) 63.67 (63.50 - 63.85) 64.06 (63.88 - 64.24)

Table SM6
Sensitivity and its 95% confidence interval for the selected countries for 2021, in %

Method Brazil Canada Israel Japan Turquey South Africa

Menni_1 45.56 (45.49 - 45.62) 41.96 (41.59 - 42.33) 47.46 (47.11 - 47.81) 38.87 (38.53 - 39.22) 48.34 (48.09 - 48.59) 45.44 (45.20 - 45.68)
Menni_2 61.38 (61.33 - 61.43) 70.30 (69.94 - 70.65) 67.92 (67.50 - 68.33) 67.74 (67.46 - 68.02) 59.35 (59.11 - 59.58) 67.11 (66.88 - 67.34)
Roland 59.02 (58.96 - 59.09) 56.82 (56.49 - 57.15) 61.26 (60.81 - 61.72) 66.10 (65.82 - 66.38) 59.02 (58.81 - 59.24) 60.86 (60.60 - 61.12)
Smith 69.00 (68.94 - 69.05) 48.06 (47.73 - 48.39) 62.43 (62.09 - 62.78) 50.07 (49.78 - 50.37) 60.80 (60.25 - 61.35) 74.04 (73.85 - 74.24)

Zoabi_55 66.13 (65.66 - 66.59) 38.77 (37.62 - 39.91) 48.89 (48.07 - 49.71) 37.39 (36.37 - 38.40) 62.51 (62.14 - 62.88) 69.70 (69.44 - 69.96)
Zoabi_65 66.66 (65.75 - 67.57) 39.34 (38.05 - 40.62) 48.95 (48.16 - 49.74) 40.18 (38.51 - 41.86) 62.07 (61.71 - 62.42) 69.61 (69.30 - 69.92)

CDC 42.56 (42.51 - 42.61) 88.39 (88.18 - 88.61) 85.05 (84.82 - 85.29) 85.90 (85.69 - 86.12) 87.19 (87.06 - 87.32) 88.09 (87.96 - 88.23)
Shoer 87.72 (87.68 - 87.76) 66.90 (66.53 - 67.27) 66.13 (65.70 - 66.57) 67.12 (66.67 - 67.57) 59.08 (58.85 - 59.30) 82.11 (81.92 - 82.31)

Bhattacharya 54.12 (54.06 - 54.18) 53.51 (53.17 - 53.85) 57.80 (57.44 - 58.16) 88.79 (88.73 - 88.85) 59.01 (58.79 - 59.22) 84.16 (84.03 - 84.29)
WHO 13.84 (13.80 - 13.88) 17.97 (17.71 - 18.24) 17.95 (17.71 - 18.19) 26.08 (25.81 - 26.36) 17.08 (16.92 - 17.24) 20.99 (20.84 - 21.15)
Perez 41.39 (41.33 - 41.44) 42.56 (42.24 - 42.89) 43.68 (43.35 - 44.02) 41.14 (40.82 - 41.46) 45.31 (45.11 - 45.51) 48.66 (48.45 - 48.87)
Mika 57.42 (57.36 - 57.48) 57.87 (57.35 - 58.40) 61.65 (61.30 - 62.00) 56.97 (56.54 - 57.41) 59.02 (58.81 - 59.24) 83.17 (83.05 - 83.28)

Akinbami_1 6.49 (6.46 - 6.52) 6.58 (6.42 - 6.75) 5.82 (5.66 - 5.98) 6.10 (5.93 - 6.27) 7.65 (7.55 - 7.75) 8.87 (8.75 - 8.99)
Akinbami_2 6.50 (6.47 - 6.53) 4.29 (4.16 - 4.43) 6.18 (6.02 - 6.34) 4.79 (4.66 - 4.93) 6.36 (6.27 - 6.45) 7.41 (7.31 - 7.51)
Akinbami_3 15.91 (15.87 - 15.95) 14.98 (14.74 - 15.23) 14.16 (13.92 - 14.41) 14.67 (14.46 - 14.89) 16.77 (16.61 - 16.94) 17.61 (17.44 - 17.77)

Salomon 18.76 (18.71 - 18.81) 20.50 (20.20 - 20.80) 20.68 (20.43 - 20.94) 32.02 (31.73 - 32.32) 20.11 (19.93 - 20.28) 26.68 (26.50 - 26.86)
Astley 56.60 (56.53 - 56.67) 34.44 (34.12 - 34.76) 48.80 (48.42 - 49.19) 38.99 (38.67 - 39.32) 55.19 (54.96 - 55.41) 89.09 (88.96 - 89.21)
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Table SM7
Specificity and its 95% confidence interval for the selected countries for 2021, in %

Method Brazil Canada Israel Japan Turquey South Africa

Menni_1 94.67 (94.65 - 94.70) 96.88 (96.84 - 96.91) 96.98 (96.92 - 97.04) 98.12 (98.09 - 98.15) 93.73 (93.65 - 93.80) 93.61 (93.52 - 93.70)
Menni_2 84.24 (84.21 - 84.28) 79.32 (79.11 - 79.53) 84.77 (84.57 - 84.96) 83.62 (83.48 - 83.77) 85.95 (85.81 - 86.09) 79.86 (79.70 - 80.02)
Roland 86.03 (85.99 - 86.06) 89.97 (89.90 - 90.04) 90.61 (90.38 - 90.84) 84.46 (84.39 - 84.53) 88.24 (88.15 - 88.34) 83.69 (83.53 - 83.85)
Smith 67.04 (67.00 - 67.09) 95.14 (95.08 - 95.19) 90.65 (90.44 - 90.86) 95.15 (95.11 - 95.20) 86.82 (86.34 - 87.31) 61.61 (61.44 - 61.79)

Zoabi_55 62.52 (61.75 - 63.29) 92.17 (91.54 - 92.81) 85.42 (84.91 - 85.92) 90.86 (90.30 - 91.41) 70.58 (70.34 - 70.81) 62.74 (62.40 - 63.09)
Zoabi_65 61.52 (60.02 - 63.03) 91.75 (91.04 - 92.46) 85.40 (84.93 - 85.87) 89.05 (88.07 - 90.02) 70.91 (70.71 - 71.12) 62.68 (62.24 - 63.11)

CDC 85.62 (85.58 - 85.66) 48.56 (48.44 - 48.68) 55.38 (55.23 - 55.54) 54.73 (54.63 - 54.83) 42.38 (42.23 - 42.53) 42.44 (42.26 - 42.63)
Shoer 57.88 (57.81 - 57.94) 82.04 (81.80 - 82.28) 85.79 (85.51 - 86.07) 85.96 (85.63 - 86.29) 88.25 (88.13 - 88.38) 62.96 (62.68 - 63.23)

Bhattacharya 90.14 (90.12 - 90.17) 92.79 (92.73 - 92.85) 93.13 (93.04 - 93.22) 60.31 (60.00 - 60.61) 89.02 (88.93 - 89.12) 59.11 (58.88 - 59.35)
WHO 97.73 (97.72 - 97.74) 97.72 (97.68 - 97.75) 98.12 (98.08 - 98.17) 97.05 (97.01 - 97.08) 97.12 (97.07 - 97.17) 95.88 (95.81 - 95.94)
Perez 93.57 (93.54 -93.60) 94.60 (94.55 - 94.65) 95.30 (95.23 - 95.37) 92.82 (92.77 - 92.87) 92.41 (92.33 - 92.49) 90.86 (90.76 - 90.96)
Mika 87.47 (87.44 - 87.50) 89.78 (89.28 - 90.28) 90.67 (90.49 - 90.84) 93.26 (92.81 - 93.71) 88.24 (88.15 - 88.34) 60.61 (60.47 - 60.90)

Akinbami_1 98.97 (98.96 - 98.98) 99.04 (99.02 - 99.06) 99.31 (99.29 - 99.34) 99.60 (99.58 - 99.61) 98.73 (98.70 - 98.76) 98.24 (98.21 - 98.28)
Akinbami_2 99.38 (99.37 - 99.39) 99.70 (99.69 - 99.71) 99.75 (99.73 - 99.76) 99.90 (99.89 - 99.91) 99.33 (99.31 - 99.36) 99.16 (99.13 - 99.19)
Akinbami_3 95.80 (95.78 - 95.82) 96.84 (96.81 - 96.88) 97.41 (97.36 - 97.46) 96.43 (96.40 - 96.47) 95.13 (95.07 - 95.19) 95.50 (95.42 - 95.58)

Salomon 96.20 (96.18 - 96.22) 97.11 (97.07 - 97.15) 97.54 (97.48 - 97.59) 95.66 (95.62 - 95.70) 96.11 (96.06 - 96.17) 92.10 (92.01 - 92.20)
Astley 89.74 (89.70 - 89.78) 97.92 (97.88 - 97.96) 96.88 (96.82 - 96.94) 98.28 (98.25 - 98.31) 91.48 (91.40 - 91.57) 56.00 (55.76 - 56.24)

Table SM8
Precision and its 95% confidence interval for the selected countries for 2021, in %

Method Brazil Canada Israel Japan Turquey South Africa

Menni_1 84.66 (84.66 - 84.74) 59.99 (59.68 - 60.29) 72.38 (71.90 - 72.87) 67.16 (67.89 - 68.31) 77.92 (77.69 - 78.15) 81.23 (81.15 - 81.32)
Menni_2 72.65 (72.6 - 72.7) 27.78 (27.61 - 27.95) 44.12 (43.80 - 44.43) 31.07 (30.88 - 31.27) 66.50 (66.27 - 66.73) 65.90 (65.79 - 66.03)
Roland 74.24 (74.21 - 74.28) 39.04 (38.84 - 39.24) 53.71 (53.16 - 54.26) 31.67 (31.51 - 31.83) 70.23 (70.01 - 70.44) 68.40 (68.32 - 68.48)
Smith 58.59 (58.55 - 58.64) 52.72 (52.47 - 52.96) 54.26 (53.71 - 54.82) 52.97 (52.77 - 53.19) 68.70 (68.07 - 69.33) 52.77 (52.62 - 52.93)

Zoabi_55 54.70 (54.50 - 54.90) 37.09 (36.22 - 37.96) 33.59 (33.05 - 34.13) 31.67 (30.82 - 32.52) 44.75 (44.47 - 45.03) 52.11 (51.90 - 52.32)
Zoabi_65 54.44 (54.05 - 54.84) 36.51 (35.55 - 37.46) 33.55 (33.03 - 34.07) 30.17 (29.16 - 31.18) 44.85 (44.58 - 45.12) 52.04 (51.80 - 52.29)

CDC 50.14 (50.10 - 50.18) 16.22 (16.14 - 16.31) 25.12 (24.96 - 25.28) 17.11 (17.02 - 17.20) 41.21 (41.05 - 41.36) 46.95 (46.81 - 47.07)
Shoer 52.66 (52.61 - 52.72) 29.66 (29.46 - 29.86) 45.25 (44.80 - 45.71) 34.32 (34.04 - 34.62) 70.27 (70.02 - 70.52) 53.75 (53.60 - 53.91)

Bhattacharya 78.77 (78.75 - 78.83) 45.57 (45.37 - 45.78) 59.80 (59.44 - 60.15) 30.88 (30.68 - 31.08) 71.42 (71.21 - 71.62) 50.86 (50.67 - 51.05)
WHO 80.52 (80.48 - 80.56) 47.07 (46.56 - 47.45) 62.91 (62.25 - 63.57) 49.04 (48.70 - 49.37) 73.59 (73.25 - 73.93) 74.79 (74.61 - 74.84)
Perez 81.28 (81.25 - 81.31) 47.07 (46.79 - 47.33) 62.09 (61.64 - 62.55) 38.39 (38.17 - 38.64) 73.44 (73.20 - 73.67) 75.47 (75.36 - 75.55)
Mika 75.77 (75.74 - 75.80) 39.23 (38.96 - 39.49) 53.95 (53.50 - 54.41) 48.53 (47.67 - 49.37) 70.23 (70.01 - 70.44) 51.99 (51.81 - 52.17)

Akinbami_1 80.80 (80.48 - 81.13) 43.47 (42.94 - 43.87) 59.89 (58.75 - 61.02) 62.18 (61.69 - 62.77) 73.71 (73.20 - 74.22) 74.83 (74.47 - 75.20)
Akinbami_2 87.91 (87.60 - 88.23) 61.62 (61.14 - 62.10) 81.22 (80.28 - 82.16) 83.71 (83.45 - 83.98) 81.64 (81.09 - 82.18) 83.73 (83.26 - 84.20)
Akinbami_3 71.91 (71.89 - 71.93) 34.89 (34.42 - 35.25) 49.06 (48.39 - 49.73) 30.93 (30.55 - 31.25) 61.52 (61.15 - 61.90) 69.26 (69.09 - 69.58)

Salomon 77.08 (77.07 - 77.08) 44.45 (44.06 - 44.9) 59.81 (59.19 - 60.43) 44.58 (44.28 - 44.86) 70.84 (70.51 - 71.16) 66.19 (66.08 - 66.29)
Astley 79.01 (78.99 - 79.04) 65.49 (64.96 - 66.02) 73.47 (73.04 - 73.90) 71.21 (71.04 - 71.35) 75.27 (75.06 - 75.49) 50.01 (49.83 - 50.19)

Figure SM1: F1 scores in % obtained by each COVID-19 detection method across the six countries for 2020 and 2021.
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C. Checklist for assessment of requirements
and recommendations for sound medical
ML contributions.
I. Problem understanding

1. Is the study population described, also in terms of
inclusion/exclusion criteria (e.g., patients older than
18 tested for COVID-19; all inpatients hospitalized
for 24 or more hours)?
Response: Yes. In section 2.1 (Dataset), we first de-
scribe the data collection process for the UMD-CTIS
data. This description mentions that Facebook users
were invited to participate in a web-based survey in
which participants must report an age above or equal
to 18 years. We describe that the performance compar-
ison is performed using datasets extracted from UMD-
CTIS for six countries (Brazil, Canada, Israel, Japan,
Turkey, and South Africa) and two periods (2020 and
2021). Furthermore, we indicate that for each country
and period, we select answers reporting a lab test done
in the last 14 days and at least one potential COVID-
19 symptom (tested symptomatic). In addition, Table
1 shows quantitatively the characteristics of the study
population such as gender, test positivity rate, and age
groups.

2. Is the study design described? (e.g., retrospective,
prospective, cross-sectional, observational, random-
ized control trial)
Response: We use previously collected datasets. Datasets
have their characteristics and the UMD-CTIS collec-
tion process is detailed in the citation below. In this
work, we compare the performance of various state-
of-the-art methods for detecting COVID-19-infected
people using UMD-CTIS datasets for six countries
and two periods. We describe the experimental pro-
tocol to compare detection methods from UMD-CTIS
datasets in Section 2.2.
Kreuter, N. Barkay, A. Bilinski, A. Bradford, S. Chiu,
R. Eliat, J. Fan, T. Galili, D. Haimovich, B. Kim, et al.,
Partnering with Facebook on a university-based rapid
turn-around global survey, Survey Research Methods:
SRM 14 (2020) 159–163.

3. Is the study setting described? (e.g., teaching tertiary
hospital; primary care ambulatory, nursing home,
medical laboratory, R&D laboratory)
Response: In section 2.1, it is explained that it is
a direct survey carried out through Facebook where
its users were invited to participate, and those who
accepted were transferred to a web platform.

4. Is the source of data described? (e.g., electronic spe-
cialty registry; laboratory information system; elec-
tronic health record; picture archiving and communi-
cation system)
Response: Yes. Section 2.1 describe the source of
data.

5. Is the medical task reported? (e.g., diagnostic de-
tection, diagnostic characterization, diagnostic stag-
ing, prognosis (on which endpoint), event prediction,
risk stratification, anatomical structure segmentation,
treatment selection and planning, monitoring)
Response: UMD-CTIS was created as a surveillance
tool to track COVID-19 indicators trends among 114
countries/territories. To this end, this survey collects
information about multiple characteristics such as
symptoms, demographics, age groups, gender, isola-
tion measures, mental health, and vaccination accep-
tance. In this work, we compare the performance of
the various previously reported COVID-19 detection
methods using the UMD-CTIS information for six
countries and two periods. The methods under test
typically consider a reduced set of variables such as
symptoms, age, and gender (which are collected by
the UMD-CTIS).

6. Is the data collection process described, also in terms
of setting-specific data collection strategies (e.g.,
whether body temperatures are measured only in the
morning; whether some blood tests are performed
only in light of a specific diagnostic hypothesis)? Any
consideration about data quality is appreciated, e.g.,
in regard to completeness, plausibility, and robustness
with respect to upcoding or downcoding practices.
Response: The reference below describes the data
collection strategy :
Kreuter, N. Barkay, A. Bilinski, A. Bradford, S. Chiu,
R. Eliat, J. Fan, T. Galili, D. Haimovich, B. Kim, et al.,
Partnering with Facebook on a university-based rapid
turn-around global survey, Survey Research Methods:
SRM 14 (2020) 159–163.
II. Data understanding

7. Are the subject demographics described in terms of
average age (mean or median); age variability (stan-
dard deviation (SD) or inter-quartile range (IQR));
gender breakdown (e.g., 55% female, 44% male, 1%
not reported); main comorbidities; ethnic group (e.g.,
Native American, Asian, South East Asian, African,
African American, Hispanic, Native Hawaiian or
Other Pacific Islander, European or American White);
socioeconomic status?
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Response: For each country and period, we report the
number of tested symptomatic from gender and age
groups (see Table 1). For some COVID-19 detection
methods under test, gender and age groups are input
variables.

8. If the task is supervised, is the gold standard de-
scribed? (e.g., “100 manually annotated clinical notes
and pain scores recorded in EHR, Death, re-admission
and International Classification of Disease (ICD)
codes in discharge letters”). In particular, the authors
should describe the process of ground truthing de-
scribed in terms of: Number of annotators (raters)
producing the labels; Their profession and expertise
(e.g., years from specialization or graduation); Partic-
ular instructions given to annotators for quality control
(e.g., which data were discarded and why); Inter-rater
agreement score (e.g., Alpha, Kappa, Rho); Labeling
technique (e.g., majority voting, Delphi method, con-
sensus iteration).
Response: Notice that, for each country and period,
we extracted answers reporting a lab test done in the
last 14 days. We also extract answers reporting at least
one potential COVID-19 symptom. As mentioned in
Section 2.2 (Experimental Protocol), we selected an-
swers from tested symptomatic individuals to obtain a
ground truth set to build the machine learning models.
Ground truth selection using responses from tested
people has been used in various methods under test.

(a) C. Menni, A. M. Valdes, M. B. Freidin, C. H.
Sudre, L. H. Nguyen, D. A. Drew, S. Ganesh, T.
Varsavsky, M. J. Cardoso, J. S. E.-S. Moustafa,
et al., Real-time tracking of self-reported symp-
toms to predict potential COVID-19, Nature
medicine 26 (2020) 1037–1040.

(b) C. M. Astley, G. Tuli, K. A. M. Cord, E. L.
Cohn, B. Rader, T. J. Varrelman, S. L. Chiu, X.
Deng, K. Stewart, T. H. Farag, K. M. Barkume,
S. LaRocca, K. A. Morris, F. Kreuter, J. S.
Brownstein, Global monitoring of the impact of
the covid-19 pandemic through online surveys
sampled from the facebook user base, Proceed-
ings of the National Academy of Sciences 118
(2021).

(c) J. A. Salomon, A. Reinhart, A. Bilinski, E. J.
Chua, W. La Motte-Kerr, M. M. Rönn, M. B.
Reitsma, K. A. Morris, S. LaRocca, T. H. Farag,
et al., The US COVID-19 Trends and Impact
Survey: Continuous real-time measurement of
COVID-19 symptoms, risks, protective behav-
iors, testing, and vaccination, Proceedings of the
National Academy of Sciences 118 (2021).

9. In the case of tabular data, are the features described
(also in regard to how they were used in the model in
terms of categories or transformation)? This descrip-
tion should be done for all, or, in the case that the

features exceed 20, for a significant subset of the most
predictive features in the following terms: name, short
description, type(nominal, ordinal, continuous), and

• If continuous: unit of measure, range (min, max),
mean and standard deviation (or median and
IQR). Violin plots of some relevant continuous
features are appreciated. If data are hemato-
chemical parameters, also mention the brand and
model of the analyzer equipment.

• If nominal, all codes/values and their distri-
bution. Feature transformation (e.g., one-hot
encoding) should be reported if applied. Any
terminology standard should be explicitly men-
tioned (e.g., LOINC, ICD-11, SNOMED) if
applied.

Response: Note that every method under test con-
siders a subset of variables that includes gender, age
groups, or symptom. Therefore, the characteristics of
the variables used are defined in Table 1, which are
described in either numbers or percentages. Anyway,
in the cases that were required, an explanation was
added (See section 2.2): “Since questionnaires contain
categorical data, we apply binary encoding such that
every potential choice aggregates a column to the
data”.
III. Data preparation

10. Is outlier detection and analysis performed and re-
ported? If the answer is yes, the definition of an outlier
should be given and the techniques applied to manage
outliers should be described (e.g., removal through
application of an Isolation Forest model).
Response: This dataset does not require an outlier
detection method since the input variables are cate-
gorical with a limited number of possible responses.

11. Is missing-value management described? This de-
scription should be reported in the following terms:

• The missing rate for each feature should be re-
ported;

• The technique of imputation, if any, should be
described, and reasons for its choice should be
given. If the missing rate is higher than 10%, a
reflection about the impact on the performance
of a technique with respect to others would be
appreciable.

Response: This dataset does not require a missing
value detection method since the input variables are
categorical with a limited number of possible re-
sponses. Non-reported categorical variables encode
all possible responses as zero after one-hot encoding.
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12. Is feature pre-processing performed and described?
This description should be reported in terms of scaling
transformations (e.g., normalization, standardization,
log-transformation) or discretization procedures ap-
plied to continuous features, and encoding of cate-
gorical or ordinal variables (e.g., one-hot encoding,
ordinal encoding).
Response: We do not implement a feature engineering
process.

13. Is data imbalance analysis and adjustment performed
and reported? The authors should describe any im-
balance in the data distribution, both in regard to the
target (e.g., only 10% of the patients were affected
by a given disease); and in regard to important pre-
dictive features (e.g., female patients accounted for
less than 10% of the total cases). The authors should
also report about any technique (if any) applied to
adjust the above mentioned imbalances (e.g., under-
or oversampling, SMOTE).
Response: Yes. We reported imbalances in the test
positivity rate (TPR) across countries for the two
periods. In Section 3, we indicate that the TPR values
exhibited by Brazil, Turkey, and South Africa are
at least twofold those shown by Canada, Israel, and
Japan. Furthermore, we point out that F1 scores are
highly affected by imbalanced classes. To address this
issue, we evaluate the performance of the various
detection methods for three groups: the broad set of six
countries, the set of countries with high TPR (Brazil,
Turkey, and South Africa), and the countries with low
TPR (Canada, Israel, and Japan). Table 2 displays the
average of the F1 score for the overall five countries
(overall), for the countries with high TPR (High TPR),
and for the countries with low TPR (Low TPR) for
2020, 2021, and the entire interval 2020-2021.
IV. Modeling

14. Is the model task reported? (e.g., classification, multi-
label classification, ordinal regression, continuous
regression, clustering, dimensionality reduction, seg-
mentation).
Response: Yes. We compare various methods for
detecting COVID-19-positive cases. These methods
attempt to solve a binary classification problem.

15. Is the model output specified? (e.g., disease positivity
probability score, probability of infection within 5
days, postoperative 3-month pain scores).
Response: Yes. The output of every model under test
obtains a binary detection for each valid data sample.

16. Is the model architecture or type described? (e.g.,
SVM, Random Forest, Boosting, Logistic Regression,
Nearest Neighbors, Convolutional Neural Network).
Response: Yes. Supplemental Material describes all
COVID-19 detection methods under comparison with
the corresponding references.
V. Validation

17. Is the data splitting [60] described (e. g., no data
splitting;, k-fold cross-validation (CV); nested k-fold
CV; repeated CV; bootstrap validation; leave-one-
out CV; 80%/10%10% train/validation/test)? In the
case of data splitting, the authors must explicitly
state that splitting was performed before any pre-
processing steps (e.g., normalization, standardization,
missing value imputation, feature selection) or model
construction steps (training, hyper-parameter opti-
mization), so to avoid data leakage and overfitting.
Response: In section 2.2 is explained this process:
Our study divided every dataset into 100 partitions.
For each trial, 80% of the dataset rows (questionnaires
or samples) were randomly selected as training sam-
ples, and the remaining 20% were used to test the
detection methods.

18. Is the model training and selection described? In par-
ticular, the training procedure, hyper-parameter opti-
mization or model selection should.

• Range of hyper-parameters;
• Method used to select the best hyper-parameter

configuration (e.g., Hyper- parameter selection
was performed through nested k-fold CV based
grid search);

• Full specification of the hyper-parameters used
to generate results;

• Procedure (if any) to limit over-fitting, in partic-
ular as related to the sample size.

Response: Supplemental Material A describes this
information. Specifically, the references provide the
parameter set of the majority of the detection mod-
els under comparison (Smith, Menni, WHO, CDC,
Zoabi, Solomon, Akimbami, Solomon, Bhattacharya,
and Perez). For the remaining detection methods,
we carefully follow the procedure outlined in the
corresponding reference to build the corresponding
model. For example, Atsley et al describe both the
input variable set and the training stage.
C. M. Astley, G. Tuli, K. A. M. Cord, E. L. Cohn,
B. Rader, T. J. Varrelman, S. L. Chiu, X. Deng, K.
Stewart, T. H. Farag, K. M. Barkume, S. LaRocca,
K. A. Morris, F. Kreuter, J. S. Brownstein, Global
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monitoring of the impact of the covid-19 pandemic
through online surveys sampled from the facebook
user base, Proceedings of the National Academy of
Sciences 118 (2021).

19. (classification models) Is the model calibration de-
scribed? If the answer is yes, the Brier score should
be reported, and a calibration plot should be presented.
Response: No. We do not include a model calibration.
The idea is to compare various previously reported
COVID-19 detection methods. On one hand, refer-
ences provide the parameter set of the majority of
detection models. On the other hand, references do not
include model calibration to enhance performance or
explainability.

20. Is the internal/internal-external model validation pro-
cedure described (e.g., internal 10-fold CV, time-
based cross-validation)? The sets have been split
before normalization, standardization and imputa-
tion, to avoid data leakage (also refer to item 17 of
this guideline). If possible, the authors should also
comment on the adequacy of the available sample
size for model training and validation. Moreover, the
authors should try to choose the test set so that it
is the most diverse with respect to the remainder of
the sample [66] (w.r.t. some multivariate similarity
function) and how this choice relates to conservative
(and lower-bound) estimates of the model’s accuracy
(and performance).
Response: No. We do not include an internal/external
model validation. The idea is to compare various
previously reported COVID-19 detection methods.
On one hand, references provide the parameter set of
the majority of detection models. On the other hand,
references do not include model validation.

21. Has the model been externally validated? If the answer
is yes, the characteristics of the external validation
set(s) should be described. For instance, the authors
could comment about the heterogeneity of the data
with respect to the training set (e.g., degree of corre-
spondence Ψ, Data Representativeness Criterion) and
the cardinality of the external sample. If the perfor-
mance on external datasets is found to be comparable
with (or better than) that on training and internal
datasets, the authors should provide some explanatory
conjectures for why this happened (e.g., high hetero-
geneity of the training set, high homogeneity of the
external dataset).
Response: This paper is an effort to externally vali-
date the models under comparison. More precisely, we
aim to evaluate the performance of different COVID-
19 detection methods using the same UMD-CTIS data

extracted from six countries.
22. Are the main error-based metrics used?

• Classification performance should be reported in
terms of: Accuracy, Balanced accuracy, Speci-
ficity, Sensitivity (recall), Area Under the Curve
(if the positive condition is extremely rare – as in
case of stroke events – authors could consider the
“Area under the Precision-Recall Curve” [70]).
Optionally also in terms of: positive and negative
predictive value, F1 score, Matthew coefficient
[71], F score of sensitivity and specificity, the
full confusion matrix, Hamming Loss (for multi-
label classification), Jaccard Index (for multi-
label classification).

• Regression performance should be reported in
terms of: R2; Mean Absolute Error (MAE); Root
Mean Square Error (RMSE); Mean Absolute
Percentage Error (MAPE) or the Ratio between
MAE (or RMSE) and SD (of the target);

• Clustering performance should be reported in
terms of: External validation metrics (e.g., mu-
tual information, purity, Rand index), when
ground truth labels are available, and Internal
validation metrics (e.g., Davies-Bouldin index,
Silhouette index, Homogeneity). The reported
results of internal validation metrics should be
discussed [72]

• Image segmentation performance, depending on
the specific task, should be reported in terms of
metrics like [73]: accuracy-based metrics (e.g.,
Pixel accuracy, Jaccard Index, Dice Coefficient),
distance-based metrics (e.g., mean absolute, or
maximum difference), or area-based metrics
(e.g., true positive fraction, true negative frac-
tion, false positive fraction, false negative frac-
tion). 5. Reinforcement learning performance,
depending on the specific task, should be re-
ported in terms of metrics like [74]: Fixed-
Policy Regret, Dispersion across Time, Disper-
sion across Runs, Risk across Time, Risk across
Runs, Dispersion across Fixed-Policy Roll- outs,
Risk across Fixed-Policy Rollouts.

The above estimates should be expressed, 90%) con-
fidence intervals (CI), or with other indicators of
variability, with respect to the evaluation metrics
reported. In this case, the authors should report which
methods were applied for the computation of the con-
fidence intervals (e.g., whether k-fold CV or bootstrap
was applied, normal approximation). When compar-
ing multiple models, the authors should discuss the
statistical significance of the observed differences
(e.g., through CI comparisons, or hypothesis testing).
When comparing multiple regression models, a Taylor
diagram could be reported and discussed.
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Response: Section 2.3 describes the quality metrics
used to compare the performance of the various
COVID-19 detection methods: specificity, sensitivity,
F1 score, and area under the curve (AUC). Notice
that the results are estimated with a 95% confidence
interval (see Section 3).

23. Are some relevant errors described? characteristic
of some noteworthy classification errors or cases for
which the regression prediction was much higher
(>2×) than the MAE. If these cases represent statis-
tical outliers for some covariates, the authors should
comment on that. To detect relevant cases, the authors
could focus on those cases on which the inter-rater
agreement (either re ground truth or by comparing
human vs. model’s performance) is lowest.
Response: Section 3.1 presents a general description
of the results, but also highlights some values of
interest.
VI. Deployment

24. Is the target user indicated? (e.g., clinician, radiolo-
gist, hospital management team, insurance company,
patients)
Response: Does not apply.

25. (classification models) Is the utility of the model
discussed? The authors should report the performance
of a baseline model (e.g., logistic regression, Naive
Bayes). Additionally, the authors could report the Net
Benefit or similar metrics and present utility curves. In
particular, the authors are encouraged to discuss the
selection of appropriate risk thresholds; the relative
value of benefits (true positives/negatives) and harms
(false positives/negatives); and the clinical utility of
the proposed models.
Response: The article makes an in-depth comparison
of various COVID 19 detection techniques, so the
objective is to comparatively analyze the behavior
between them.

26. Is information regarding model available [80] (e.g.,
feature importance, interpretable surrogate models,
information about the model parameters)? Claims
of “high” or “adequate” model interpretability (e.g.,
by means of visual aids like decision trees, Variable
Importance Plots or Shapley Additive Explanations
Plots (SHAP)) or model causability should always
be supported by some user study, even qualitative
or questionnaire-based. In the case surrogate models
were applied, the authors should report about their
fidelity.

Response: There is a whole section (section 3.2) ded-
icated to an analysis of the explainability of the best
models by category of detection technique considered
in the work.

27. Is there any discussion regarding model fairness,
ethical concerns or risks of bias (for a list of clinically
relevant biases, refer to)? If possible, the authors
should report the model performance stratified for
particularly relevant population strata (e.g., model
performance on male vs. female subjects, or on mi-
nority groups).
Response: The study considers two fundamental di-
mensions of analysis: year and country. There is a
discussion of the quality of the models for these two
dimensions.

28. Is any point made about the environmental sustain-
ability of the model, or about the carbon footprint,
of either the training phase or inference phase (use)
of the model? If the answer is yes, then such a
footprint should be expressed in terms of carbon
dioxide equivalent (CO2eq) and details about the
estimation method should be given. Any efforts to
this end will be appreciated, including those based
on tools available online, as well as any attempts to
popularise this concept, e.g., through equivalences
with the consumption of everyday devices such as
smartphones or kilometers traveled by a fossil-fuelled
car.
Response: We do not make any analysis on the
environmental sustainability or carbon footprint of the
model.

29. Is code and data shared with the community? § If not,
are reasons given? If code and data are shared, institu-
tional repositories such as Zenodo should be preferred
to private-owned repositories (arxiv, GitHub). If code
is shared, specification of dependencies should be
reported and a clear distinction between training code
and evaluation code should be made. The authors
should also state whether the developed system, either
as a sand-box or as fully-operating system, has been
made freely accessible on the Web.
Response: Section 7 describes where the data and
code are available.

30. Is the system already adopted in daily practice? If
the answer is yes, the authors should report on where
(setting name) and since when. Moreover, appreciated
additions would regard: the description on the digi-
tized workflow integrating the system; any comment
about the level of use; a qualitative assessment of the
level of efficacy of the system’s contribution to the
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clinical process; any comment about the technical and
staff training effort actually required. If the answer
is no, the authors should be explicit in regard to the
point in the clinical workflow where the ML model
should be applied, possibly using standard notation
(e.g., BPMN). Moreover, the authors should also
propose an assessment of the technology readiness
of the described system, with explicit reference to
the Technology Readiness Level framework or to any
adaptation of this framework to the AI/ML domain.
In either above cases (yes/no), the authors should
report about the procedures (if any) for performance
monitoring, model maintenance and updating.
Response: Does not apply
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