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Reduced Order Modeling for Parameterized
Electromagnetic Simulation Based on Tensor

Decomposition
Xiao-Feng He, Liang Li, Stéphane Lanteri, Kun Li

Abstract—We present a data-driven surrogate modeling for
parameterized electromagnetic simulation. This method extracts
a set of reduced basis (RB) functions from full-order solutions
through a two-step proper orthogonal decomposition (POD)
method. A mapping from the time/parameter to the principal
components of the projection coefficients, extracted by canonical
polyadic decomposition (CPD) , is approximated by a cubic
spline interpolation (CSI) approach. The reduced-order model
(ROM) is trained in the offline phase, while the RB solution of
a new time/parameter value is recovered fast during the online
phase. We evaluate the performance of the proposed method
with numerical tests for the scattering of a plane wave by a 2-D
multi-layer dielectric disk and a 3-D multi-layer dielectric sphere.

Index Terms—electromagnetic simulation, model order re-
duction, proper orthogonal decomposition, canonical polyadic
decomposition, cubic spline interpolation

I. INTRODUCTION

ELECTROMAGNETIC scattering problems are generally
described as the parameterized time-domain Maxwell

equations [16],where the parameters may represent geometric
shapes, material properties, system configurations and so on.
Solving the full-order model (FOM) repeatedly for varying
parameter values by high-fidelity simulations is often required
in many applications such as real-time system control, weather
forecast and structure design, leading to great CPU time and
memory demands. It is urgent to study the parametric surrogate
modeling to accelerate the solution of the partial differential
equations (PDEs) in an efficient and accurate way. Model order
reduction (MOR) techniques have been proposed to solve
this problem in the past decades. The main idea of MOR is
to replace a high-dimensional FOM with a surrogate model,
which has a lower dimensionality and acceptable accuracy loss
[20].

Some techniques such as the fast multipole method (FMM)
[29], subdomain multilevel approach (SMA) [30] and char-
acteristic basis functions method (CBFM) [25] have been
proposed to accelerate the solution of scattering problems.
For example, CBFM has been developed for an efficient
solution of Method of Moments matrix equations. Compared
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to conventional RWG basis functions [28] bounded by the
λ/20 domain discretization, this approach is based on high
order basis functions over enlarged blocks, thus reducing the
number of degrees of freedom (DoFs). A reduced basis (RB)
method adopted in this work reduces the dimensionality of
FOM in a completely different manner. In general, repeated
simulations are usually not necessary because intrinsic sim-
ilarities among the solutions of different parameters can be
used to predict the solutions for new parameter values [11].
The RB method with an offline-online procedure, is one of
the most widely used techniques for the surrogate modeling
of time-dependent parameterized problems. In the offline
phase, a reduced space representing the main dynamics of
the FOM is constructed from full-order snapshots of different
time/parameter values. There are several methods to extract
the reduced basis functions, such as the proper orthogonal
decomposition (POD) [14], [21], [22], greedy algorithms [18],
[24] and an autoencoder [8], [10]. As the most widely-used
technique, POD is used in this paper to generate the RB
functions with a singular-value decomposition (SVD) [11]. As
an approximation to the full-order solution, the RB solution,
also named the reduced-order solution is recovered as a linear
combination of the RB functions, where only the combina-
tion coefficients, also named projection coefficients will be
calculated in the online phase [20]. It is advised that the
methods mentioned above can be combined to accelerate the
solution of parameterized electromagnetic scattering problems.
For example, we could build a data-driven ROM based on
snapshots generated by CBFM offline, then recover the RB
solution for a new parameter online.

RB methods are divided into intrusive and non-intrusive
(or data-driven) ones according to the methodology of calcu-
lating the projection coefficients. The former determines the
projection coefficients by solving a low dimensional linear
system, i.e., a projection of the full-order model onto the
reduced space. And the Galerkin procedure is often used for
the projection [7], [26]. However, the main drawback is that
intrusive ROMs require access to the high dimensional model,
and provide limited computational gain especially for complex
nonlinear problems [1].The non-intrusive ROMs approximate
the projection coefficients over the parameter domain by using
a database of reduced order information [5]. The high-fidelity
solvers such as FEM, FDM, DGTD are only used to generate
snapshots, leading to a full decoupling of the online stage and
the high-fidelity scheme. Many excellent non-intrusive ROMs
are proposed in the past. For instance, a feed-forward neural
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network (FNN) has been designed for parameterized unsteady
flows [15], [31], where a FNN is trained to approximate the
projection coefficients. Interpolation and regression methods
such as cubic spline interpolation (CSI) [3], [20], radial basis
functions (RBF) [33] and Gaussian process regression (GPR)
[11], [34] have also been adopted to approximate the pro-
jection coefficients. By combining an FNN-based regression
model with a physics-informed neural network (PINN) [23],
[27], a hybrid surrogate model is devised in [6], which requires
less training data.

Data-driven reduced-order modeling based on RB method
has been applied to electromagnetic scattering simulations
[20], [34] recently. These related works use the POD technique
to extract a set of time-/parameter-independent orthogonal
basis functions and compute a series of projection coefficient
matrices, then perform SVD for each projection matrix to
extract the dominating temporal and parametric modes. In-
terpolation or regression models are built to approximate the
temporal and parametric modes respectively. These methods
are accurate enough for time-dependent parametric problems,
but require to build a large number of interpolation or re-
gression models (determined by the number of basis func-
tions and the number of truncated singular values of each
projection coefficient matrix), which increases the test time
online. Motivated by the above problem, a ROM composed of
two-step POD, canonical polyadic decomposition (CPD), and
cubic spline interpolation (CSI) is developed for parameterized
electromagnetic simulation. We employ a canonical polyadic
decomposition (CPD) [17] to extract the principal components
of the projection coefficients tensor, instead of repeated SVD
for all projection coefficient matrices, which significantly
reduces the number of interpolation or regression models,
thus reducing the test time online with an acceptable loss of
accuracy. The proposed method, named POD-CPD-CSI ROM
is validated to be efficient and accurate for parameterized
electromagnetic scattering problems.

The symbols and notations used in this paper are introduced
as follows. Notations t and µ denote time and parameter
respectively. Sju is the time trajectory matrix and Su is the
snapshot matrix. Nh is the geometric DoFs, Nt and Np
are the number of time and parameter samples respectively.
uh(t,µ) and urh(t,µ) are the full-order solution and reduced-
order solution respectively. αu(t,µ) denotes the projection
coefficient vector and V is the POD basis matrix. P`u is
the projection coefficient matrix and Gu is the projection
coefficient tensor.

II. TWO-STEP POD METHOD

Assume that Ptrh = {µ1,µ2, · · · ,µNp
} is a parameter

sampling that we’re interested in. For each µj ∈ Ptrh , we
have a time trajectory matrix

Sj
u =

[
uh(t1,µj) | uh(t2,µj) | · · · | uh(tNt ,µj)

]
∈ RNh×Nt ,

(1)
with u ∈ {E,H}, which could be obtained either from high-
fidelity solutions or from experiments, for a time sampling
T trh = {t1, t2, · · · , tNt

}. Here, Nh denotes the number of

geometric DoFs. A snapshot matrix for all parameters in Ptrh
is then formed

Su =
[
S1
u | S2

u | · · · | S
Np
u

]
∈ RNh×Ns , (2)

with Ns = Nt ·Np. To reduce the dimensionality of FOM, we
seek a low-rank decomposition to the snapshot matrix and con-
struct a reduced space Vu,rb = span {vu,1,vu,2, · · · ,vu,du}
of dimension du � min{Nh,Ns}, where {vu,i}dui=1 are
time- and parameter-independent orthogonal RB functions
[11], [34].

For the large snapshots matrix Su, i.e. when Ns is large,
it will be very computationally expensive to directly perform
POD on Su. So, we adopt a two-step POD method [20] shown
in Algorithm 1 to reduce the demands on computational cost.
Details of the computational complexity and error analysis of
this method can be found in [20]. The RB solution urh(t,µ), an
approximation to the full-order solution uh(t,µ), is recovered
as

urh(t,µ) = Vuαu(t,µ) =

du∑
i=1

αu,i(t,µ)vu,i, (3)

where Vu ∈ RNh×du is the POD basis matrix gen-
erated by the two-step POD and vector αu(t,µ) =
[αu,1(t,µ), · · · , αu,du(t,µ)]

T is called the coefficient vector
[34]. After calculating the POD basis functions, we need
to build a mapping between the time/parameters and the
projection coefficients.

Algorithm 1: Two-step POD approach

input : S1
u,S

2
u, · · · ,S

Np
u and truncation parameters

ρt and ρµ
output: POD basis matrix Vu

1 Calculate matrices Tj
u =POD (Sju, ρt) for

j = 1, 2, · · · ,Np;
2 Assemble matrix Tu = [T1

u | T2
u | · · · | T

Np
u ];

3 Compute matrix Vu =POD (Tu, ρµ).

4 Function V=POD (A, ρ)
5 Compute the eigenvalues {λi}ri=1 and the

eigenvectors {ui}ri=1 of matrix ATA with
r = rank(A);

6 Determine the number of basis functions d based
on d = arg min{π(d) : π(d) > 1− ρ} and
π(d) =

∑d
i=1 λi/

∑r
i=1 λi;

7 Calculate the RB functions vi = 1√
λi
Aui for

i = 1, 2, · · · , d, d� r;
8 Assemble matrix V = [v1,v2, · · · ,vd].
9 end

III. CP-DECOMPOSITION-BASED INTERPOLATION

Each vector in the snapshot matrix (2) can be approximated
by a linear combination of the RB basis vectors (3) [34].
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In such a way, we create training data and rewrite all the
projection coefficients with a matrix form

P`
u =


αu,`(t1,µ1) αu,`(t1,µ2) · · · αu,`(t1,µNp

)
αu,`(t2,µ1) αu,`(t2,µ2) · · · αu,`(t2,µNp

)
...

...
. . .

...
αu,`(tNt ,µ1) αu,`(tNt ,µ2) · · · αu,`(tNt ,µNp

)


=
[
vT
u,`S

1
u; vT

u,`S
2
u; · · · ; vT

u,`S
Np
u

]T
∈ RNt×Np ,

(4)
with ` = 1, 2, · · · , du,u ∈ {E,H}. Instead of dealing with
matrix P`u directly [20], [34], we concatenate the coeffi-
cient matrices to form a coefficient tensor Gu of dimension
(Nt,Np, du). The CP decomposition [17] illustrated in Fig. 1
factorizes Gu into a sum of component rank-one tensors

Gu ≈ Ĝu =

Ru∑
r=1

ϕu,r ◦ψu,r ◦ ζu,r, (5)

where Ru is a positive integer and determines the error of
CP decomposition. The symbol ◦ represents the vector outer
product and ϕu,r ∈ RNt ,ψu,r ∈ RNp , and ζu,r ∈ Rdu for
r = 1, . . . , Ru are vectors. Our goal is to compute a CP

Fig. 1. CP decomposition of a three-order tensor Gu.

decomposition with Ru components that best approximates
Gu, i.e., to find

min
Ĝu
‖Gu − Ĝu‖ with Ĝu =

Ru∑
r=1

ϕu,r ◦ψu,r ◦ ζu,r. (6)

We adopt an alternating least squares (ALS) method [4], [12]
restated in Algorithm 2 to find the CP decomposition in
this work, where Gu(n) is the mode-n unfolding of tensor
G, and notation � and ~ denote the Khatri-Rao product
and Hadamard product respectively. A† denotes the Moore-
Penrose pseudoinverse of A. Readers are referred to [17] for
more details.

With the discrete data set, a cubic spline interpolation-based
model $̂u is trained to approximate the continuous modes as

t 7−→ ϕ̂u,r(t) with {(ti, (ϕu,r)i), i = 1, 2, · · · ,Nt},
µ 7−→ ψ̂u,r(µ) with {(µj , (ψu,r)j), j = 1, 2, · · · ,Np},

(7)

for r = 1, 2, · · · , Ru. Elementwise, we have

(Gu)ijk ≈ (Ĝu)ijk ≈
Ru∑
r=1

ϕ̂u,r(ti)ψ̂u,r(µj)(ζu,r)k, (8)

with 1 ≤ i ≤ Nt, 1 ≤ j ≤ Np, 1 ≤ k ≤ du. For a new
time/parameter value (t∗,µ∗), the RB solution is recovered as

urh(t∗,µ∗) = Vuα̂u(t∗,µ∗) = Vu

Ru∑
r=1

ϕ̂u,r(t
∗)ψ̂u,r(µ

∗)ζu,r.

(9)

Algorithm 2: ALS method for CP decomposition of
the projection coefficient tensor Gu
input : projection coefficient tensor Gu ∈ RNt×Np×du

and a truncation parameter Ru.
output: factor matrices Φu = [ϕu,1, · · · ,ϕu,Ru

],
Ψu = [ψu,1, · · · ,ψu,Ru

] and
Σu = [ζu,1, · · · , ζu,Ru

].

1 Initialize Φu ∈ RNt×Ru , Ψu ∈ RNp×Ru and
Σu ∈ Rdu×Ru ;

2 repeat
3 Φu = Gu(1)(Σu �Ψu)(ΣTuΣu ~ ΨT

uΨu)†

4 Ψu = Gu(2)(Φu � Σu)(ΦTuΦu ~ ΣTuΣu)†

5 Σu = Gu(3)(Ψu � Φu)(ΨT
uΨu ~ ΦTuΦu)†

6 until fit cases to improve or maximum iterations
exhausted;

The procedure of POD-CP ROM is decoupled into of-
fline/online phases, which is shown in Algorithm3, Fig. 2
and Fig. 3. Compared to previous works [20], [34],fewer
interpolation or regression models are built in the offline stage,
thus reducing the test time to evaluate the RB solution online.
Specifically, for each EM field component, 2du

∑du
`=1Qu,`

interpolation-based models are built in [20], where Qu,` de-
notes the number of singular values truncated of coefficient
matrix P`u , while only 2Ru interpolation-based models are
built in POD-CP ROM.

The recovery error the POD-CPD-CSI ROM at (t∗,µ∗) will
be written as

ε = ‖uh(t∗, µ∗)− urh(t∗, µ∗)‖2

= ‖uh(t∗, µ∗)−Vuα̂u(t∗, µ∗)‖2

= ||uh(t∗, µ∗)−VuV
T
uuh(t∗, µ∗) + VuV

T
uuh(t∗, µ∗)

−Vuα̂u(t∗, µ∗)||2

6 ε2
POD + ‖Vu‖

∥∥VT
uuh(t∗, µ∗)− α̂u(t∗, µ∗)

∥∥2

= ε2
POD +

N∑
i=1

(αu,i(t
∗, µ∗)− α̂u,i(t

∗, µ∗))
2

= ε2
POD + ε2

coe,
(10)

where ε2
POD is the truncation error of the two-step POD. And

ε2
coe denotes the error of predicting the projection coefficients,

which includes the error of CP decomposition and the CSI
error of ϕ̂u,r(t

∗) and ψ̂u,r(µ
∗).

IV. NUMERICAL RESULTS

In this section, we present four numerical tests to evalu-
ate the performance of the proposed POD-CPD-CSI ROM.
Moreover we compare the proposed ROM with the POD-ANN
ROM [31] and POD-CSI ROM [20] both in time-efficiency
and errors. We consider non-magnetic materials (νr = 1) in
a vacuum for all numerical tests. The norm of a tensor G is
defined as

‖G‖ =

√√√√ Nt∑
i

Np∑
j

du∑
k

[(G)ijk]2. (11)
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Fig. 2. Offline satge of the proposed POD-CPD-CSI ROM.

Fig. 3. Online stage of the proposed POD-CPD-CSI ROM.

Algorithm 3: POD-CPD-CSI ROM

1 Function [Vu, $̂u]=Offline(P, T )
2 Prepare a training parameter sampling

Ptrh = {µ1,µ2, · · · ,µNp
} ⊂ P;

3 Compute the high-fidelity solutions uh(ti,µj) in
the time domain Th ⊂ T for each physical
parameter µj , j = 1, 2, · · · ,Np;

4 Prepare a training time sampling
T trh = {t1, t2, · · · , tNt

} ⊆ Th ⊂ T and assemble
a snapshot matrix Su;

5 Compute the POD basis matrix Vu via the
two-step POD method in Algorithm 1;

6 Perform CP decomposition of the projection
coefficient tensor Gu via the ALS method in
Algorithm 2;

7 Train the CSI-based model $̂u based on 7.
8 end

9 Function [urh(t∗,µ∗)] =Online(Vu, $̂u, (t
∗,µ∗))

10 Calculate the projection coefficient α̂u(t∗,µ∗)
through CSI-based model $̂u;

11 Evaluate the RB solution urh(t∗,µ∗) via formula 9.
12 end

We determine the truncation parameter Ru of the CP de-
composition by the relative error indicator eu,CP = ‖Gu −
Ĝu‖/ ‖Gu‖ . In the online phase, for a new time value t ∈ T teh
and physical parameter value µ ∈ Pteh , the relative projection
error

eu,Pro(t,µ) =

∥∥uh(t,µ)−VuV
T
uuh(t,µ)

∥∥
2

‖uh(t,µ)‖2
, (12)

provides a lower bound for the relative error of the POD-CPD-
CSI ROM

eu,POD−CPD−CSI(t,µ) =
‖uh(t,µ)−Vuα̂u(t,µ)‖2

‖uh(t,µ)‖2
. (13)

Furthermore, the average relative errors on a test set T teh ×Pteh
of size Nte are calculated to measure the accuracy of the POD-
CPD-CSI ROM, which are defined as

ēu,POD−CPD−CSI =

∑
(t,µ)∈T te

h ×P
te
h
eu,POD−CPD−CSI(t,µ)

Nte
,

(14)

ēu,Pro =

∑
(t,µ)∈T te

h ×P
te
h
eu,Pro(t,µ)

Nte
. (15)

We use the function cp_als in the MATLAB library
Tensor Toolbox [2] to decompose the coefficient tensor
Gu. The CSI-based approximation of the projection coef-
ficients is built via the MATLAB functions spline and
griddedInterpolant for single-layer cases and multi-
layer cases respectively. We refer to [13], [32] for more details
of the multivariate CSI method. The architecture of ANN used
in the POD-ANN ROM is listed in Table VI. All simulations
are run on a desktop with an Intel Core i9 10-core 2.8 GHz
× 20 CPU and 64 GB RAM.
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TABLE I
CONFIGURATION OF THE NUMERICAL TESTS.

Case Relative permittivity µi of each layer Radius of each layer (m)

1 2 3 4 1 2 3 4

disk [1,5] – – – 0.6 – – –
multi-layer disk [5.0, 5.6] [3.25, 3.75] [2.0, 2.5] [1.25,1.75] 0.15 0.3 0.45 0.6

sphere [2,6] – – – 1.0 – – –
multi-layer sphere [4.0,4.5] [8.0, 8.5] [2.0, 2.5] – 0.6 1.0 1.5 –

TABLE II
PARAMETERS SETTING IN THE TWO-STEP POD METHOD.

case ρt ρµ dHx dHy dHz dEx dEy dEz

disk 0.1 1e-5 20 35 – – – 22
multi-layer disk 0.1 1e-5 17 15 – – – 15

sphere 0.1 1e-6 45 44 39 43 37 36
multi-layer sphere 0.1 1e-6 48 47 43 45 44 40

TABLE III
PARAMETERS SETTING IN THE CP DECOMPOSITION OF POD-CPD-CSI

ROM.

case RHx RHy RHz REx REy REz

disk 50 50 – – – 50
multi-layer disk 60 60 – – – 60

sphere 60 60 60 60 60 60
multi-layer sphere 50 50 50 50 50 50

TABLE IV
NUMBER OF CSI MODELS BUILT IN THREE ROMS.

case POD-ANN POD-CSI POD-CPD-CSI

disk - 1330 300
multi-layer disk - 819 360

sphere - 2196 720
multi-layer sphere - 2423 600

TABLE V
SIZE OF TRAINING AND TEST DATA SETS.

Case Training data set Test data set

Np Nt Np Nt

disk 81 263 4 263
multi-layer disk 34 253 4 253

sphere 81 100 4 100
multi-layer sphere 53 100 4 100

TABLE VI
ARCHITECTURE OF THE ANN USED FOR THE POD-ANN ROM.

Case Layer

i h1 h2 h3 h4 h5 o

disk 2 20 40 60 - - 77
multi-layer disk 5 10 20 30 - - 47

sphere 2 50 55 60 65 70 242
multi-layer sphere 4 50 55 60 65 70 267

A. Scattering of a plane wave by a dielectric disk

First, we consider the scattering problem described by the
2D time-domain TM waves in the normalized form

νr
∂H

∂t
+ curlE = 0,

εr
∂E

∂t
− curlH = 0,

(16)

where the magnetic field H = (Hx, Hy)T and the electric
field E = Ez . An incident plane wave takes the form
H inc
x (x, y, t) = 0, H inc

y (x, y, t) = − cos(ωt − kx) and
Einc
z (x, y, t) = cos(ωt − kx) with a frequency f = 300

MHz [34]. The computational domain is a square Ω =
[−2.6λ0, 2.6λ0]2 and the radius of the inner disk is 0.6 m
(background wavelength λ0 = 1m). The range of the relative
permittivity εr is presented in TableI, i.e., the parameter
domain we are interested in is P = {µ = εr ∈ [1, 5]}.
To determine the number of sampling parameter points in
P , we create three training parameter sets uniformly with
different sampling intervals ∆p = 1, 0.5 and 0.05, resulting
in Np = 5, 9 and 81 points respectively. A DGTD solver
[19] is used to generate a collection of high-fidelity solutions
of the three training parameter sets with Nt = 263 samples
in the last period T trh = {49.0024, 49.006, · · · , 49.966}. We
evaluate the proposed method on a test parameter set Pteh =
{1.215, 2.215, 3.215, 4.215} and a test time set T teh = T trh .
Note that the truncation parameter Ru is selected carefully
such that the projection coefficient tensor Gu lose little in-
formation in the CP decomposition. Fig. 4 shows the average
relative errors ēu,Pro and ēu,POD−CPD−CSI on the training set
Ptrh × T trh with a fixed truncation parameter ρt = 0.1. The
performance of the POD-CP ROM mainly depends on the size
of training set as well as the truncation parameter ρµ used. So
the training parameter set Ptrh = {1, 1.05, · · · , 5} is adopted
in the following discussion.

The convergence curves of the average relative errors ēH,Pro

and ēE,Pro are plotted in Fig. 5, from which we can see that
the tolerance ρt has little impact on the performance of the
two-step POD method. By decreasing the tolerance ρµ from
1×10−1 to 1×10−5, there is a significant improvement of the
two-step POD performance. Therefore, we set ρt = 1× 10−1

and ρµ = 1 × 10−5. The number of POD basis functions du
generated by the two-step POD method are listed in Table??.
The relative errors eu,CP for different truncation parameters
Ru adopted in the CP decomposition are plotted in Fig. 6.
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TABLE VII
AVERAGE RELATIVE ERRORS OF THREE ROMS.

Case Projection POD-ANN POD-CSI POD-CPD-CSI

ēH ēE ēH ēE ēH ēE ēH ēE

disk 1.11e-2 1.36e-2 3.24e-2 4.27e-2 1.16e-2 1.36e-2 1.19e-2 1.36e-2
multi-layer disk 7.37e-3 8.23e-3 2.60e-2 3.03e-2 8.01e-3 8.26e-3 8.03e-3 8.86e-3

sphere 6.64e-4 1.44e-3 3.97e-2 3.21e-2 6.73e-4 1.49e-3 6.89e-4 1.50e-3
multi-layer sphere 7.34e-4 4.02e-3 3.10e-2 4.03e-2 7.50e-4 4.12e-3 7.58e-4 4.15e-3

TABLE VIII
COMPARISON OF THE CPU TIME OF FOM AND THREE ROMS. THE UNIT OF TIME IS SECOND.

Case FOM POD-ANN POD-CSI POD-CPD-CSI

DoFs CPU time training test training test training test

disk 30264 258 32450 0.02 9 0.25 19 0.04
multi-layer disk 37236 305 31784 0.03 7 0.19 16 0.05

sphere 91125 343 43287 0.03 23 0.34 35 0.07
multi-layer sphere 91125 3710 39749 0.03 27 0.39 38 0.06
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Fig. 4. The average relative errors of ēH,Pro and ēH,POD−CP (top), ēE,Pro

and ēE,POD−CP(bottom) on the training set with different sampling intervals
∆p and truncation parameters ρµ.

We take RHx
= RHy

= REz
= 50 to minimize the

information lost in CP decomposition while constructing as
few interpolation models as possible.
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Fig. 5. The average relative errors of ēH,Pro (top) and ēE,Pro (bottom)
with different truncation parameters ρt and ρµ.

For the parameter instance µ3 = 3.215, comparison of the
time evolution of the field Hy and Ez at a fixed point is
displayed in Fig. 7. Moreover, the total field of |Hx| calculated
by DGTD and the absolute errors between POD-ANN, POD-
CSI, POD-CPD-CSI and DGTD respectivily are shown in
Fig. 8. The time evolution of the relative error eu,Pro and
eu,POD−ANN, eu,POD−CSI and eu,POD−CPD−CSI is plotted in

10 15 20 25 30 35 40 45 50 55 60

10 -3

10 -2

10 -1

R
el

at
iv

e 
er

ro
r

Fig. 6. The relative errors ēu,CP with different truncation parameters Ru.

Fig. 9. The average projection error ēu,Pro and three ROMs
are listed in Table VII. It can be seen that the accuracy of
POD-CSI and POD-CP-CSI are similar, and both are better
than POD-ANN.

In addition, Table VIII shows the average computing time of
a time trajectory matrix (1) between DGTD and three ROMs.
The online test time of the ROM achieves 5520 times faster
than that of the DGTD solver, which demonstrates the high
efficiency of the proposed method. The non-intrusive ROMs
features an offline-online framework, i.e., offline training is
completely decoupled from online testing. Given a new param-
eter, the RB solution is rapidly recovered without an access
to the high-dimensional FOM, which greatly improves the
efficiency of the ROM. In addition, POD-CSI and POD-CPD-
CSI take less training time offline compared with POD-ANN
[31]. Finally, as shown in Table IV, POD-CPD-CSI generates
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less CSI models and takes less test time compared to POD-
CSI.
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Fig. 7. Comparison of the time evolution of the field Hy (top) and Ez

(bottom) at a fixed point.

Fig. 8. The DGTD solution of |Hx| (a) at t = 49.966 m and the absolute
errors between POD-ANN (b), POD-CSI (c), POD-CPD-CSI (d) and DGTD
respectively.
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Fig. 9. Comparison of the time evolution of the relative errors eu,Pro,
eu,POD−ANN, eu,POD−CSI and eu,POD−CPD−CSI for the field H and
E with the testing-parameter instances ε3 = 3.215.

B. Scattering of a plane wave by a multi-layer disk

Next, we consider the case of a multi-layer dielectric disk
as shown in Fig. 11. A square Ω = [−3.2λ0, 3.2λ0]2 is
the computational domain, and the radius and the range of
material parameters of each layer are presented in Table I.
The excitation is the same as the case in IV-A.

To determine the number of sampling parameter points in
P = P1 × P2 × P3 × P4 with µ = (εr,1, εr,2, εr,3, εr,4) and
εr,i ∈ Pi, we create two training parameter sets uniformly

withN∆p = 2 and 3 in each layer, resulting inNp = 16 and 81
points in total. For each parameter point, Nt = 253 snapshots
are calculated in time at the last period (4t = 0.0038 m
and T trh = {49.0002, 49.0041, · · · , 49.9669}). We evaluate
the proposed method on a test set Pteh ×T teh where T teh = T trh
and Pteh = {µ1,µ2,µ3,µ4} with µ1 = {(5.1, 3.3, 2.2, 1.3)},
µ2 = {(5.3, 3.5, 2.2, 1.5)}, µ3 = {(5.5, 3.4, 2.5, 1.7)} and
µ4 = {(5.6, 3.7, 2.4, 1.6)}.
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Fig. 10. The average relative errors of ēH,Pro and ēH,POD−CPD−CSI

(top), ēE,Pro and ēE,POD−CPd−csi(bottom) on the training set with differ-
ent number of sampling points N∆p and truncation parameters ρµ.

The average relative errors ēu,Pro and ēu,POD−CPD−CSI on
the training set Ptrh × T trh with a fixed truncation parameter
ρt = 0.1 are shown in Fig. 10, therefore we select N∆p =
3 parameter points uniformly in each layer. The parameter
setting in the POD-CPD-CSI ROM is listed in TableIII.

The average computing time of a time trajectory matrix and
average relative errors are presented in TableVIII and TableVII
respectively.

Fig. 11. Configuration and scattering of a plane wave by a multi-layer disk
(top) and multi-layer sphere (bottom).

C. Scattering of a plane wave by a dielectric sphere

We consider a plane wave that is polarized in the x direction,
propagates in the +z direction, and is scattered by a dielectric
sphere [9]. The plane wave is expressed as

Einc = e−jkzex, Hinc =
Einc
x

η
e−jkzey, (17)

where the magnitude of the electric part is 1 V/m with a
frequency f = 300 MHz. The computational domain is a
cube Ω = [−0.2λ0, 2.2λ0]3 with λ0 = 1 m, and the range
of material parameters is listed in Table I. During the offline
phase, high-fidelity solutions are calculated by the Mie series
method [9] on Nh = 91125 nodes at Np = 81 uniformly dis-
tributed parameter points (Ptrh = {2, 2.05, · · · , 5.95, 6}) with
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Nt = 100 points in a period. We evaluate the proposed method
on a test parameter set Pteh = {2.215, 3.215, 4.215, 5.215} and
test time set T teh = T trh = {0, 0.0101, · · · , 1}. The number of
basis functions and truncation tolerances of the two-step POD
and CP decomposition are presented in TableIII.

The average computing time and average relative errors are
presented in TableVIII and TableVII respectively.

D. Scattering of a plane wave by a multi-layer sphere

Finally, we consider a plane wave scattered by a 3-layer
dielectric sphere [9] as shown in Fig. 11. The computational
domain is Ω = [−0.2λ0, 2.2λ0]3, and the radius and range
of material parameters of each layer are listed in Table I.
The excitation is the same as the case in IV-C. In the offline
phase, full-order solutions are calculated by the Mie series
method on Nh = 91125 nodes at Np = 125 uniformly
distributed parameter points. A test parameter set Pteh =
{(2.1, 8.4, 4.2), (2.2, 8.3, 4.4), (2.3, 8.2, 4.1), (2.4, 8.1, 4.3)}
and test time set T teh = T trh = {0, 0.0101, · · · , 1} are
used to evaluate the proposed method. The number of basis
functions and truncation tolerances of two-step POD and CP
decomposition are presented in TableIII.

The computing time and average relative errors are pre-
sented in TableVIII and TableVII respectively.

V. CONCLUSION

A data-driven RB method based on POD, CP decomposition
and CSI is proposed to accelerate the solution of parameterized
time-domain Maxwell equations. RB solutions can be obtained
at a very low cost from the online phase. We verify the
performance of the proposed POD-CP ROM with scattering
by a medium disk and a dielectric sphere. As for scattering
problems with complex geometric objects, more POD basis
functions generated by the two-step POD might be required
to capture the main dynamics of the full-order system.

We remark that although data-driven ROMs are effective
and easy to implement when sufficient training data (exper-
imental or computational data) is available, it may be still
expensive to generate relatively large data in many application
fields. In addition, data-driven ROMs fit observed data well,
but generally have poor generalization performance for unseen
data. A possible approach to address these issues is to take
physical information into account. In fact, the governing
partial differential equations (PDEs) behind the training data
are clearly known, but often ignored by data-driven ROMs.
Future research direction is to combine the data and physical
information to improve the generalization capacity of ROMs
when training data is limited.
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Center of Université Côte d’Azur. He is also the scientific coordinator of
the development of the DIOGENeS software suite, which is dedicated to
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