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Automatic Approximation of Computer Systems
through Multi-Objective Optimization

Mario Barbareschi, Salvatore Barone, Alberto Bosio, and Marcello Traiola ∗

Abstract In this chapter, we address the automatic approximation of computer sys-
tems through multi-objective optimization. Firstly, we present our automatic design
methodology, i.e., how we model the approximate design space to be automatically
explored. The exploration is achieved through multi-objective optimization to find
good trade-offs between the system efficiency and accuracy. Then, we show how
the methodology is applied to the systematic and application-independent design
of generic combinational logic circuits, based on non-trivial local rewriting of and-
inverter graphs (AIGs). Finally, to push forward the approximation limits, we show-
case the design of approximate hardware accelerators for image-processing and for
common machine-learning-based classification models.

Keywords Approximate Computing, Genetic Algorithm, Design Space Exploration,
Multi-objective Optimization, Discrete Cosine Transform, Approximate Circuits,
Approximate Neural Networks, Approximate Decision Trees

1 Introduction
In this chapter, we foster an application-independent, unified methodology able

to automatically explore the impact of different approximation techniques on a given
application, while resorting to the Approximate Computing (AxC) design paradigm
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and Multi-objective Optimization Problem (MOP)-based Design-Space Exploration
(DSE). We also devote particular relevance to all the phases and steps of the pro-
posed methodology which can be automated. Our methodology is neither tailored to
a specific application nor to an approximation technique, it does not require the de-
signer to specify which part(s) of the application should be approximated and how,
and it only requires the definition of the acceptable output degradation from the user.
Moreover, it addresses the design problem as a MOP, which allows optimizing dif-
ferent figures of metrics, e.g., error and hardware-requirements, at the same time,
providing the designer with a set of equally good Pareto-optimal solutions, leaving
the designer free to choose the one that, according to his experience, best suits the
context or the requirements of the application considered. We also discuss the ap-
plication of the presented methodology to relevant applications in the scope of the
AxC paradigm.

This chapter is organized as follows: Section 2 provides the reader with a brief
introduction concerning the AxC design paradigm, including issues and challenges
to be addressed to exploit the AxC full potential. Section 3 discusses the automatic
design methodology exploiting AxC and MOP-based design methodology, includ-
ing the main steps of the method that we propose, and how the method helps in
addressing the challenges that the AxC paradigm poses to the designer. Section 4
applies the methodology to the design of combinational logic circuits, i.e., those
that typically constitute building-blocks for larger, more complex, designs. Section 5
presents the design of hardware accelerators for image-processing, while Section 6
discusses the approximation of two of the most common classification models in
the machine-learning domain, namely Deep Neural Networks (DNNs) and Decision
Tree basedMutiple Classifier Systems (DTMCSs). These applications are evenmore
challenging, since hardware-accelerators are utterly resource intensive, and reducing
the amount of induced error is very critical, because machine-learning systems pro-
cess a huge amount of data.

2 The Approximate Computing Design Paradigm and its
Application
This section provides the reader with a brief introduction concerning the AxC

design paradigm, including issues and challenges to be addressed to exploit the AxC
full potential.

2.1 Overview
The scientific literature demonstrated that inexact computation can be selectively

exploited to enhance computing system performance, defining theAxC paradigm [84].
It is based on the intuitive observation that, while performing exact computation, or
maintaining peak-level service performance, require a high number of resources, se-
lective approximation or occasional violation of the specification can provide quite
interesting gains in efficiency. In other words, the AxC paradigm exploits the gap be-
tween the level of accuracy required by the application or the end-users, and that pro-
vided by the computing system – with the former being often far lower than the latter
– for achieving diverse optimizations. Thus, this design paradigm has the potential
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to benefit a wide range of applications, including data analytic, scientific computing,
multimedia and signal processing, machine learning, etc [55].

Anyway, exploiting AxC requires coping with (i) the characterization of parts of
the considered software or hardware component, identifying those that are suitable
to be approximate; (ii) the approach to introduce actual approximation; (iii) the se-
lection of appropriate error metrics, which generally depend on the particular ap-
plication; (iv) the actual error-assessment procedure, to guarantee output quality
constraints are met [28], and, finally (v) the DSE, to select the best approximate
configurations among those generated by a certain approximation technique. As for
the first two of the aforementioned issues, pinpointing approximable code or data
portions may require the designer to have profound insights into the application.
Error-injection is quite common as an approach to find the data or operation that
can be approximated with little impact on quality of result [69, 67]. Once portions,
or data, to be approximate have been identified, being able to introduce approxima-
tion is not a straightforward matter, and may require coping with several technical
challenges [19]. Indeed, a naive approach – e.g., using uniform approximation – is
unlikely to be efficient.Moreover, nomethod can be universally applied to all approx-
imable applications. Therefore, the approximation strategy needs to be determined
on a per-application basis.

One of the most commonly adopted techniques to introduce approximation is
precision-scaling, also referred to as bit-width reduction. Essentially, it reduces the
number of bits used for representing input data and intermediate operands [75, 87].
Precision-scaling basically combines close values into a single value, which paves
the way for the memoization technique [44]. Memoization is based on storing the re-
sults of functions for later reuse with similar inputs. Finally, another quite widespread
approach is loop-perforation, that is based on skipping some iterations of a loop to
reduce computational overhead. It has proven to be effective when applied to several
computational patterns, such as the Monte Carlo simulation, iterative refinement,
and search space enumeration [73].

Concerning the approximation of circuits, the scientific literature distinguishes
between timing and functional techniques [68]. The former consists of forcing the
circuit to operate on reduced voltage or higher frequency than nominal ones, while
the latter includes altering the logic being implemented. Technology-independent
functional approximation currently represents the most popular technique to intro-
duce approximations within hardware components, and many libraries consisting of
thousands of elementary approximate circuits have been proposed in the scientific
literature, supplying hundreds of implementations of even a single arithmetic oper-
ation [57, 42].

As for error assessment, it typically requires the simulation of both exact and ap-
proximate applications. Nevertheless, Bayesian inference [76] or machine-learning
based approaches [58] have been proposed to reduce computation-demanding simu-
lations. However, these approaches can provide only an estimate of the error, mean-
ing that they do not offer any guarantees on the maximum value that the error can
yield. Hence, various analytical and formal approaches have been proposed and ap-
plied for exact quantification of the error. They do not make any assumption on the
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structure of the approximate circuits, and, albeit potentially time-consuming, they
can be applied to determine almost every error metric [78].

Finally, concerningDSE, initial approaches either combinemultiple design objec-
tives in a single-objective optimization problem or optimize a single parameter while
keeping the others fixed. Therefore, the resulting solutions are centered around a few
dominant design alternatives [31]. Recently published studies address the approxi-
mate design problem by using MOP to search for Pareto-optimal approximate cir-
cuit implementations [14]. Unfortunately, such approaches did not focus on complex
systems, rather on arithmetic components, such as adders and multipliers, since they
are building-blocks for more complex designs. Conversely, in the following section
we foster an application-independent, unified methodology able to automatically ex-
plore the impact of different approximation techniques on a given application, while
resorting to the AxC design paradigm and MOP-based DSE.

3 Automatic Application-driven, Multi-Objective Approximate
Design Methodology
This section addresses the automatic approximation of computer systems through

multi-objective optimization. We describe the main steps of the methodology, and
how the method helps in addressing the challenges that the AxC paradigm poses
to the designer. As discussed in Section 2.1, there are several challenges to be ad-
dressed to effectively exploit the AxC design paradigm. Although diverse research
articles in the scientific literature proposed well-founded approaches addressing the
above-mentioned challenges, there are still plenty of open ones holding AxC back
from wider employment. In particular, one of the key points is the lack of a gen-
eral and automatic DSE methodology. Indeed, existing AxC design tools consider
specific transformations and domains, and they are not fully automatic, providing
only a guided approach for approximation. Therefore, in the following we discuss a
generic, MOP-based and fully automatic methodology to design hardware accelera-
tors for error-resilient applications.

In particular, we break down our methodology into different phases: (i) how to
identify which part of the application is amenable for approximation and (ii) a suit-
able approximation technique, (iii) howMOP-basedDSE can be defined, and, finally,
(iv) how to pinpoint suitable fitness-functions for error assessment and performance
estimation to effectively drive the DSE toward Pareto-optimal approximate configu-
rations.

3.1 Identifying approximable portions and suitable approximation
techniques

The first challenge to be addressedwhen dealingwith theAxC is identifying error-
resilient – i.e., approximable – data or portions of a given algorithm/application, and,
consequently, a suitable approximation technique. Although it seems trivial, this step
of the methodology is rather quite crucial. Indeed, as we discuss in the following, an
improper design choice concerning either parts to be approximate, or the technique
to be adopted, impacts all the subsequent phases.
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Despite many of the methods from the scientific literature claiming to be generic,
they actually require the designer to have in-depth knowledge of the target applica-
tion to choose a suitable approximation technique. Unfortunately, this may not be
trivial, or even not possible: there are plenty of applications for which, albeit con-
ceptually simple, having profound understanding is very difficult indeed, e.g, DNNs
and DT MCSs. Furthermore, once portions to be approximated have been correctly
pinpointed, and a suitable approximate technique selected, the actual approximation
has to be performed. However, manual introduction of approximation within appli-
cations is definitely inconvenient, due to their complexity or due to the amount of
data/operations amenable for approximation.

Conversely, the methodology we are bound to discuss requires only minimal
knowledge of the target application and provides the designer with a systematic ap-
proach to automatically generate approximate variants. An approximation variant
is an implementation of a given application where approximable parts are imple-
mented by approximate components. In general, the goal is to automatically gener-
ate approximate variants while having control on the error. Therefore, it is needed
to collect information on the operations suitable for approximation. The gathering
process can be automated by analyzing the Abstract Syntax Tree (AST) of the given
an algorithm implementation. Then, AST manipulation using mutators [17] allows
automatic generation of approximate variants.

Mutators are defined as a set of search-and-modify rules on the AST; the rule
definition is generally application-independent, and does not require the designer to
know the algorithm or its specific implementation. Furthermore, mutators do not
depend on the specific approximation technique being adopted, and they effectively
allow introducing a suitable tuning knobs for approximation, replacing exact opera-
tions within the AST using their approximate counterparts. Consider, for instance, an
approximate multiplier designed using the precision-scaling technique: let the Num-
ber of Approximate Bit (NAB) be the parameter for such approximation and suppose
the approximate operation truncates the least =01 significant bits of operands, with
=01 being configurable. Setting a value for the =01 parameters tunes the approxima-
tion degree, resulting in an approximate configuration of the algorithm.Mutators can
be exploited, for instance, to implement the inexact-component technique. Indeed,
exact multiplications can be automatically replaced using a mutator that allows se-
lecting which implementation to be adopted among those provided by a given library,
e.g., the EvoApproxLib library [57]. In this case, the configuration parameter would
allow selection of an optimal multiplier implementation regarding a given error met-
ric, required silicon area, and power dissipation.

3.2 Optimization and design-space exploration
The number of approximate variants and, consequently, the number of approx-

imate configurations, grows quickly with the number of parts suitable for approx-
imation. Consider, for instance, an algorithm implementation with = approximable
operations, each allowing : different degrees of approximation:

(=
9

)
different approx-

imate variants can be defined by simultaneously approximating 9 operations, and : 9

different approximate configurations can be defined for each of the variants. There-
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fore, the total number of approximate configurations is
∑=

8=1 :
8 ×

(=
8

)
. At this point,

the main challenge is to find values for the approximation parameters leading to the
Pareto-optimal trade-offs between performance gains and accuracy losses.

In facts, each one of the introduced approximation parameters impacts both accu-
racy and performance. Hence, the automated design of approximate applications is
inherently a MOP in which variants satisfying user-defined constraints and showing
the desired trade-off between the quality and other performance-related parameters
is sought within all possible implementations [79]. As we mentioned, most of the
approximation approaches either combine multiple design objectives in a single-
objective optimization problem or optimize a single parameter while keeping the
others fixed. Therefore, the resulting solutions are centered around a few dominant
design alternatives [31]. We propose to find Pareto optimal configurations for ap-
proximation parameters through an automatic MOP-based DSE, which is not only
tailored to the target application, yet it considers the latter target as a whole. Indeed,
recent works addressing the circuit design problem as MOP, e.g., [72], did not focus
on complex systems, rather on arithmetic components, such as adders and multipli-
ers, since they are building-blocks for more complex designs.

In the following, we provide the reader with the required knowledge concerning
MOP.

3.2.1 Multi-objective Optimization Problems

Basically, a MOP is an optimization problem involving multiple objectives. More
formally, given the set of fitness-functions (1), or objective-functions, and the set of
constraints (2), a MOP can be formulated as in Equation (3). While the functions
of the former set assume values in R, or its subset, the constraint functions assume
either the value 1 or 0 to indicate that the constraint is or is not met, respectively.

Γ = {W8 : - → R, 8 = 1 · · · :}, - ⊆ R= (1)

Ψ = {k 9 : � → {0, 1}, 9 = 1 · · · ; }, � ⊆ R= (2)

<8=/<0G {W ∈ Γ}
B.C. k ∈ Ψ

(3)

The - ⊆ R=, which is defined by constraints (2), is the set of feasible solutions to
the MOP, or the feasible set. An element G ∈ - is a feasible-solution, while its image
through Γ, i.e. I = {W(G), W ∈ Γ}, is called the outcome of G.

Let us consider two solutions, G, H ∈ - : G ≠ H, G is said to dominate H i.f.f.
G ≺ H ⇐⇒ W8 (G) ≤ W8 (H) ∀8 ∈ [1, :] ∧ ∃ 9 ∈ [1, :] : W 9 (G) < W 9 (H) holds, i.e.,
G shows better or equally good objective values than H in all objectives and at least
better in one objective. If a solution is not dominated by any others, it is called a
Pareto-optimal solution.

Due to the rapid growth of the size of the solution space as the number of deci-
sion variables, fitness-functions and constraints increases, using exact solving algo-
rithms for MOPs turns out to be very computation-intensive and time-consuming.
Consequently, a variety of (meta-)heuristics aiming at producing an approximation
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of the Pareto-front have been proposed in the scientific literature: Genetic Algo-
rithm (GA) [52], Simulated Annealing (SA) [45] and particle swarm [30] are just
some of the most commonly adopted ones, and among the heuristics belonging to
the mentioned families, the Non-dominated Sorting Genetic Algorithm-II (NSGA-
II) [32] and Archived Multi-Objective Simulated Annealing (AMOSA) [8] are the
most common ones.

3.2.2 MOP modeling: identifying decision-variables and suitable fitness
functions

In the context of AxC, modeling a specific optimization problem is not trivial,
and no general rules exist. Anyway, considering the technique used to generate the
approximate variants definitely helps in at least in identifying the decision variables
of the problem. Indeed, the latter find natural correspondence in the configuration
parameters introduced to govern the degree of approximation.

As already discussed, the identification of suitable decision-variables is only the
first step to complete in order to define a MOP-based DSE. Indeed, we need to also
define fitness-function driving the DSE. In particular, we must assess the error en-
tailed by the approximations. Hence, we need to pinpoint an appropriate error met-
ric to define a suitable error fitness-function to minimize. Unfortunately, when using
the AxC paradigm, defining an appropriate error metric is of major concern, and it is
usually not a trivial task. Therefore, the error-metric is usually selected case-by-case.
Anyway, for some applications, the choice of error metric is obvious, if not outright
forced, by the application-domain. The classification accuracy-loss, for instance, is a
meaningful error metric for either DNNs and DTMCSs applications, while the Peak
Signal-to-Noise Ratio (PSNR) or the Structural SIMilarity (SSIM) are common error
metrics in the image-processing field [82].

For what pertains to performances in terms of either computational time, power
consumption or hardware overhead, to accurately consider the resource savings in
the DSE, we should measure area, power-consumption and maximum operating fre-
quency of the explored approximate configurations. Unfortunately, this would re-
quire the synthesis and simulation of each approximate configuration explored dur-
ing the DSE, which is definitely a time-consuming process. Therefore, we propose
a model-based estimation of performance increases to drive the DSE. This has to
consider the impact of the selected approximation technique on the final hardware
implementation, to provide a faithful estimation, albeit not accurate. Defining such a
model is not straightforward. Although removing some parts of an arithmetic circuit,
for instance, undoubtedly leads to specific gains in terms of area/energy, model-based
hardware-requirement estimation becomes trickier when the approximation has to be
tailored to the application, and performance to be evaluated in the application’s con-
text, since they depend on the specific implementation.

3.3 Summary
For the reader’s convenience, Figure 1 summarizes the proposed methodology.

Starting from the model of the application to be approximated, an automatic ap-
proximation engine generates configurable approximate variants. Variants may ei-
ther be generated from scratch starting from the model, or result from alterations
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of the model itself. Furthermore, for each approximate portions, approximate vari-
ants allow to selectively adjust the degree of introduced approximation, through the
use of convenient configuration parameters. The value for such parameters leading
to optimal trade-offs between quality of results and performance gains is searched
through a MOP-based DSE. The latter is performed using a suitable heuristic – e.g.,
either NSGA-II or AMOSA – minimizing the error entailed by the approximation
and, at the same time, a figure of merit that correlates to performances, e.g. com-
putational time, power consumption or hardware overhead. At the end of the DSE,
resulting non-dominated approximate configurations are adopted to suitably shape a
configurable implementation of the target application.

In the next sections we apply the proposed methodology to several applications
from different domains, including logic, image-processing and machine-learning ap-
plications.

Fig. 1: Workflow of the discussed automatic design methodology

4 Automatic approximation of combinational circuits
In this section we discuss the design of combinational logic circuits, that is partic-

ularly relevant since combinational circuits typically constitute building-blocks for
larger, more complex, designs. We resort to the catalog-based And-Inverter Graph
(AIG)-rewriting technique from [13], and to the pyALS framework [16] that imple-
ments it. Anyway, the method we discuss is not constrained to a specific approxima-
tion technique.

Figure 2 sketches the overall flow of the pyALS framework [16]: starting from
HDL source code describing the design under study, the approach goes through a first
phase of circuit analysis and synthesis, then, it deals with the DSE by defining aMOP
to obtain Pareto-optimal configurations in terms of error and hardware requirements.

Since the methodology is based on non-trivial local rewriting of AIGs and MOP,
in the following we provide the reader with essentials concerning these building
blocks.
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Fig. 2: Overview of the automatic workflow.

4.1 Approximate variants generation
The method from [13] exploits the AIG representation of digital circuits to intro-

duce approximation. An AIG is a structural representation, based on directed acyclic
graphs, for Boolean networks. In an AIG, nodes can be either Primary Input (PI)
nodes that have no fan-in, meaning that they have no incoming edges and hence,
there is no node driving them, or logic-AND nodes, which have two incoming edges.
Furthermore, nodes having no fan-out, i.e, nodes that do not drive any other node,
are called Primary Outputs (POs). For what pertains to edges, they represent physi-
cal connections between nodes, and they can be indicated as complemented or not.
Conventionally, the polarity of complemented edges is 0. The AIG is non-canonical
as a representation, which means that the same Boolean function can be realized
by multiple, different AIGs. Briefly, given the AIG of a combinational circuit, the
approach from [13] first enumerates k-feasible cuts, and then introduces approxima-
tion by superseding k-cuts with approximate ones. A k-cut of a node =, called root,
is a set of at most K nodes of the AIG such that each path from a PI to = passes
through at least one node of the set. Approximate k-cuts are generated by exploiting
the Exact Synthesis (ES). Being 5 the Boolean function implemented by a k-cut, ES
searches for those k-cuts implementing a function 5 ′ ≠ 5 that requires less resources
w.r.t. 5 , and yet complies with error constraints. The latter are expressed in terms of
the Hamming distance between 5 and 5 ′. The main challenge is hence to find re-
placements leading to Pareto-optimal trade-offs between the quality of results and
hardware requirements. This requires coping with two major concerns: (i) the num-
ber of approximate configurations grows exponentially with the size of the concerned
Boolean functions; (ii) preserving the quality of results while pursuing a reduction
in hardware requirements are conflicting design goals.

4.2 Design-space exploration
Once the catalog has been built, the main challenge is to find the combination

of cut-replacements leading to Pareto-optimal trade-offs between error and perfor-
mance, i.e., to perform a DSE.
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The pyALS framework adopts the AMOSA [8] searching algorithm to orchestrate
the DSE: k-Look-Up Table (LUT) nodes constitute the set of decision variables of the
MOP, their indexes are assigned according to the topological ordering defined by the
underlying graph, and their domain is given by catalog entries. Starting from a ran-
domly chosen archived solution, the AMOSA selects a random LUTs and replaces
it using a suitable element taken from the catalog, then fitness-functions are com-
puted to state the Pareto-dominance relationship between the altered configuration
and archived solutions.

As we mentioned, fitness-functions driving the DSE are error and silicon-area
minimization. As far as silicon-area is concerned, we resort to a model-based gain
estimation to drive the DSE. In particular, we estimate the silicon-area requirements
from the number of AIG nodes, since the relationship between the latter and hard-
ware requirements – in terms of critical path and LUTs or standard cells – has been
empirically proven in [53]. We evaluate both the number of nodes and the depth for
a given approximate configuration on Functionally-Reduced And-Inverter Graphs
(FRAIGs) [54].

For what pertains to error-metrics, the one to be used strictly depends on the final
target application. In the following, we discuss experimental results while targeting
generic combinational logic circuits and arithmetic circuits. In the former case, we
adopt the Error Probability (EP) metric, while in the latter case we resort to the
Absolute Worst-Case Error (AWCE) metric.

4.3 Experimental results
To evaluate the proposedmethodology, we first considered a subset of the LGSynt91

benchmark [85], including both logic and arithmetic circuits. We also considered
arithmetic circuits from [39] for further evaluation. At the end of the DSE, the
AMOSA heuristic provided several approximate configurations for each of the con-
sidered benchmark circuits. We synthesized resulting Hardware Description Lan-
guage (HDL) implementations targeting the 45 nm standard-cell library, to measure
actual hardware requirements.

Figure 3 plots silicon-area against EP for circuits from the LGSynth91 bench-
mark: the red star denotes the exact circuits, while blue dots denote approximate
configurations resulting from our workflow. As the reader can observe, a general
decreasing trend for silicon area can be observed while the error increase, and, de-
pending on the specific error-resiliency of the circuit being considered, our technique
allows achieving significant savings. Furthermore, although we do not report plots
for brevity’s sake, a similar trend can be observed for power consumption.

Figure 4, instead, plots the silicon-area against AWCE for various 8-bits and 16-
bits arithmetic circuits, including array-tree multipler (ATM), Dadda-tree multipler
(DTM),Wallace-treemultipler (WTM), carry-skip adder (CSkA), ripple-carry adder
(RCA) Han-Carlson adder (HCA) and carry-lookahead adder (CLA). Note that the
x-axis for Figure 4 is in semilogarithmic scale. Once again, the red star is the ref-
erence – i.e., the exact circuits – while the blue dots denote approximate configura-
tions resulting from our workflow. A general decreasing trend for silicon area can be
observed in these results too, denoting the overall approach allows effectively intro-
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ducing approximation also within arithmetic circuits, resulting in significant savings
as the allowed error increases.

5 Approximation of image-processing applications
In this section, we discuss the application of our methodology to the design of

hardware accelerators for image processing. Image processing is one of the main
fields of application for AxC, since imperceptible reduction of image quality can
lead to important computational resources savings [28]. Specifically, we address the
design of an accelerator for Discrete Cosine Transform (DCT), which is the most
resource-demanding step of the JPEG, one of the most commonly adopted lossy
image and video compression algorithms.

Before discussing the mentioned case-studies, we briefly describe the implemen-
tation of the methodology from Section 3 as a state-of-the-art approximation frame-
work, i.e., we present the Evolutionary-IIDEAA Is a Design Exploration tool for
Approximate Algorithm (E-IDEA) framework [17].

5.1 The E-IDEA framework
Evolutionary-IDEA (IIDEAA Is a Design Exploration tool for Approximate Al-

gorithm), which is an approximation framework for C/C++ applications. Figure 5
sketches the overall flow of E-IDEA. It consists of two main components, i.e., (i) a
source-to-source manipulation tool, the clang-Chimera, and (ii) an evolutionary
search engine, the Bellerophon. E-IDEA requires:
1. the original application, described as C/C++ code,
2. the set of approximate operators, i.e., mutators, and
3. the fitness-functions to select the appropriate approximation outcomes.

The green dotted box in Figure 5 highlights Clang-Chimera flow. Clang-Chimera is a
mutation engine for C/C++ code. It is based on the Clang compiler [7], used to rapidly
develop source-to-source C/C++ compilers. Clang-Chimera applies the set of muta-
tors (i.e., AxC Operators) to the input application code. It exploits Low Level Virtual
Machine (LLVM)/Clang facilities – e.g.,ASTMatcher andRewriter – to apply a given
mutator and to make systematic modifications to the code. This process generates a
set of mutated files that are the configurable approximate variants of the input appli-
cation code. Clang-Chimera analyzes and manipulates the input application source
code through its AST, which is a tree-based representation of the application code,
where each node of the tree denotes a language construct of the analyzed code. A
set of AST nodes defines an AST pattern, which corresponds to a specific structure
of the code. Altering the AST allows introducing constructs that enable the approx-
imation degree tuning. Clang-Chimera is already provided with a set of mutators
implementing common approximation techniques, such as (i) two loop-perforation
mutators, namely LOOP1 and LOOP2, (ii) two precision-scaling mutators for the
floating-point arithmetic, namely Variable Precision Arithmetic (VPA) and FLex-
ible Arithmetic Precision (FLAP), (iii) a precision scaling mutator for the integer
arithmetic, namely TRUNC, and (iv) a mutator supporting approximate arithmetic
operator models of circuits being part of the EvoApproxLib [57] and EvoApproxLib-
Lite [61] libraries.
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Fig. 3: Experimental results for LGSynt91 benchmark circuits.
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Fig. 4: Experimental results for arithmetic circuits. Kindly note that the x-axis is in
semilogarithmic scale.

The solid-red box in Figure 5 depicts the Bellerophon flow. The tool analyzes the
set of mutated files generated by Clang-Chimera and explores the different possible
configurations of mutator tunable parameters, i.e., decision variables for the MOP
driving the DSE. Therefore, Bellerophon explores the different approximate vari-
ants while ‘moving’ towards the Pareto front of the solutions, in terms of the defined
fitness-functions. Fitness-functionsmight be defined accordingly to the particular ex-
ploited AxC technique. In the case of precision-scaling technique, for instance, a fea-
sible fitness-function could be based on the NAB, since it translates in less hardware
resources. Bellerophon is based on the NSGA-II [32], but, since implementing a full-
featured NSGA-II may be cumbersome, it exploits the ParadisEO framework [50].
Furthermore, to be evaluated, each individual has to be compiled and executed. To
speed up the execution time, the compilation strategy adopted by Bellerophon allows
compiling just what it is necessary to retrieve information about approximate vari-
ants. Bellerophon uses the Just-in-Time engine provided by Clang-LLVM: each time
the software needs to be altered to test a new variant, Bellerophon does not invoke
the system loader, rather it alters the program image which is already loaded into the
memory.
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Fig. 5: E-IDEA flow, which includes Clang-Chimera and Bellerophon tool.

5.2 The DCT case-study
Most of the research work concerning image-processing applications focuses on

the JPEG compression, either considering the algorithms as a whole or its individual
computational steps. Concerning the design of hardware accelerators, researchers fo-
cused on the approximation of DCT accelerators, mainly targeting figures of merit
such as circuit complexity, delay, area and power dissipation. Unfortunately, the
effect of the different approximation techniques and relative configurations (i.e.,
approximation degrees) are only analyzed individually and without a supporting
methodology.

In [4], for instance, a framework relying on inexact computing to perform the
DCT computation for the JPEG has been proposed. The framework acts on three
levels: (i) at the application level, it exploits human insensitivity to high-frequency
variation to use a filter and discard high-frequency components; (ii) at the algorith-
mic level, multiplier-less fast algorithms are employed for the actual DCT computa-
tion on integer coefficients; (iii) at hardware level, rather than using a simple trun-
cation for adder circuits, authors used Inexact-Adder Cells (IACs) to compute less
significant bits instead of the Full-Adder Cells (FACs). Therefore, firstly, the JPEG
quantization step is performed only low-frequency components of an image block;
thus the high-frequency filter implementation comes down to simply setting some
DCT coefficients to zero. Then, at the algorithmic level, since the DCT is the most
effort-demanding step in JPEG, fast DCT algorithms have been used, reducing com-
plexity from $ (#2) to $ (#), and requiring only integer additions. Finally, at the
hardware level, different families ofIAC are considered to further reduce the power-
consumption.
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The framework in [4] mainly aims at assessing the joint impact of those three
levels of approximation. However, it presents one rather important shortcoming, i.e.,
approximation is introduced by manually tuning the individual approximation pa-
rameters. Conversely, in this case study, we assess the impact of approximation on the
DCT computation by performing a fully automated DSE. Applying our methodol-
ogy, we start from the DCT algorithm, and we perform an AST analysis to gather in-
formation on the operations suitable for approximation. Then, we generate paramet-
ric approximate versions which allow the approximation degree to be tuned through
approximation parameters. Finally, we build aMOP to find the Pareto-optimal values
for the aforementioned approximation parameters, using the NSGA-II to converge
towards the Pareto-front.

First, we provide the reader with an overview on computing the DCT using fast
algorithms in Section 5.2.1, as done for all the above-discussed case-studies. Then,
we discuss the generation of approximate variants in Section 5.2.2, and several as-
pects concerning MOP-based DSE in Section 5.2.3, including MOP-modeling and
fitness-functions to drive the DSE. Finally, in Section 5.2.4 we present experimental
results.

5.2.1 Towards approximate DCT

As we already mentioned, the DCT computation is known to have $ (#2) com-
plexity and requires resource-intensive functional units, such as floating-point arith-
metic modules. Cosine coefficients required by the DCT can be scaled and rounded
such that floating-point operations can be superseded by integer ones: the resulting
algorithms are significantly faster, and they find extensive use in practical applica-
tions. However, integer multiplication is still complex and resource intensive; thus,
many low-complexity multiplier-less algorithms have been proposed [20, 21, 22, 18,
29, 64, 65]. They all avoid computing DCT transformed coefficients separately or
iteratively, rather they extensively resort to matrix algebra and its properties.

The DCT-transform of an input image tile - , which is a 8 × 8 matrix, is given by
� = � ·- ·�′, where� contains the cosine function values at the needed frequencies,
and it is referred to as DCT matrix. Multiplier-less algorithms first split the � matrix
into two sub-matrices, namely ) and �, as reported in Equation (4). ) contains only
the values {0,± 1

2 ,±1,±2} and it is orthogonal – i.e. ) ′ = )−1 ⇒ )) ′ = ) ′) = �,
where � is the identity matrix – while � is a diagonal matrix consisting of values in
the [−1, 1] range, with { 1

2 ,
1√
2
, 1√

8
} being typical values.

� = � · - · �′ = � · () · - · ) ′) · � (4)

The multiplication of � in (4) still requires floating-point operations; nevertheless,
resorting to properties of diagonal matrices, the integer null-multiplicative part ) ·
- · ) ′ can be isolated from floating-point operations required by �, as reported in
Equation (5), where ◦ is the Hadamard product, i.e., an element-wise multiplication.

� = ) · - · ) ′ ◦ (3806(�) · 3806(�)′), (5)
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Afterward, floating-point operations can be performed outside the DCT, and em-
bedded into the JPEG quantization step, as shown in Equation (6), where &̂ is the
complete quantization matrix and the � operator is the Hadamard division, i.e., an
element-wise division.

�& = d� � &c = d) · - · ) ′ ◦ (3806(�) · 3806(�)′) � &c
= d) · - · ) ′ ◦ &̂c = d() · () · - ′)′) ◦ &̂c

&̂ = (3806(�) · 3806(�)′) � &,

(6)

Besides allowing the use of integer arithmetic for the calculation of coefficients,
Equation (6) also allows computing the two-dimensional DCT using the one-dimensional
DCT transform twice, reducing the computational complexity from quadratic to lin-
ear.

5.2.2 Generating of approximate variants

Once the addition-based equations for the DCT coefficients are defined, simple
implementations for the DCT computation algorithm can be derived. Within those,
we introduce further approximation by replacing exact sums by configurable approx-
imate ones. Such approximate sums allow setting two parameters, i.e., the NAB and
the type of adder cell to use (namely, a classic FAC or an IAC). We consider three
different IAC families, i.e., the Approximate Mirror Adder (AMA) [36], the Approx-
imate XOR-based Adder (AXA) [86] and the IneXact Adder (InXA) [3].

As mentioned, this is the same approach adopted in [4]. However, while in [4]
the approximation was manually introduced, we automate the replacement process
by considering the AST of the algorithm implementation, resorting to E-IDEA [17].
Thus, we model each of the above-mentioned multiplier-less DCT algorithms [20,
21, 22, 18, 29, 64, 65] by using C/C++ implementations, and starting from such im-
plementations, the generation of approximate variants is performed using the Clang-
Chimera tool [17]. For each DCT algorithm, the tool produces mutated sources
which allow configuring, for each of the sums, both the NABs and type of adder
hardware cell to use (i.e., either FAC or IAC).

5.2.3 Design-space exploration

Decision variables of the MOP are parameters introduced during the generation
step for approximate variants, i.e., the NAB value and the type of adder hardware
cell to be used for each of the approximate operations. Thus, if #>? is the number of
addition required by a given algorithm, each approximate configuration is identified
through the use of a vector, i.e., a chromosome, which is composed of 2·#>? different
elements, or genes. Chromosomes are provided with an additional gene representing
the approximation degree for the high-frequency filter. Hence, each chromosome is
composed of 2 · #>? + 1 genes.

As for error fitness-function, we resort to Structural DiSSIMilarity (DSSIM) [82]
to evaluate differences among images. The higher the DSSIM the higher the error
between X and Y sets. We compute the DSSIM between a standard JPEG com-
pressed image - and an image . which is obtained by using a certain approximate
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configuration of a given approximate algorithm, with both - and . originate from
the same non-compressed source image. We considered the SIPI image data set [1],
that consists of 44 different images, covering a wide set of common features, includ-
ing among others a flat gray scale, foreground subject with a messy background,
and high contrast images. Concerning silicon-area requirements, we again resort to
model-based estimation to drive the DSE, estimating the hardware overhead based
on the number of transistors required to implement one-bit adder cells, using the data
from [4].

5.2.4 Experimental results

To be able tomeasure the final gains, we encoded all the above-mentionedDCT al-
gorithms in VHDL. Such implementations guarantee high flexibility: they handle the
configuration of both the types of adder cells to use for each addition and the number
of bits to approximate (NABs). This allows the synthesis of any solution eventually
found as a result of the DSE process. VHDL implementations follow Equation (6),
and each of the partial sums is performed using a configurable approximate adder:
it allows computing the least significant bits of the sum using IACs, while the most
significant bits are computed by classical FACs. The number of approximate bits,
i.e. IACs, is configurable through the NAB parameter.

As we mentioned above, seven different DCT algorithms and ten types of IACs
are considered during this case study. As for the DCT algorithms, we considered
BAS08 [20], BAS09 [21], BAS11 [22], BC12 [18], CB11 [29], PEA12 [64] and
PEA14 [65]. As for the IACs families, we considered AMA [36], AXA [86] and
InXA [3]. All of these are encoded in the C++ language, and the generation of ap-
proximate variants is performed through the Clang-Chimera tool. The latter variants
are, then, evolved using the Bellerophon tool. After the DSE, to correctly evalu-
ate the final gains, we synthesized the obtained approximate configurations to both
Application-Specific Integrated Circuit (ASIC) and Field Programmable Gate Array
(FPGA) technologies.

Concerning ASIC, we synthesized all the obtained non-dominated approximate
configurations while targeting the 65 nm Fin Field-Effect Transistor (FinFET) tech-
nology through the Cadence Genus Synthesis Solution tool. We resorted to the syn-
thesis reports for the silicon-die area of the approximate configurations. In Figure 6,
we report the results. Pertaining to the power consumption, to determine whether
the synthesis power report provides a satisfying accuracy, we simulated the whole
workload for two algorithms (BAS08 and BAS09) and collected the resulting power
consumption. As a result, we realized that the difference between the power con-
sumption resulted from the workload simulation and that coming from the synthesis
tool only differed by 5%, on average. We considered the synthesis report accuracy
sufficient, thus in Figure 7 we show the power results from the synthesis report.
Kindly note that the scale on the left axis (static power) is different from the scale on
the right axis (dynamic power). Power savings are achieved due to both the reduced
area and the lower switching activity that IACs exhibit w.r.t FACs, as also reported
in [4].
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Fig. 6: silicon-die area requirements (in `<2)DCT hardware-resource requirements
while targeting the 65 nm FinFET technology

0 1
DSSIM

1.00

1.25

1.50

1.75

St
at

ic 
Po

we
r

1e6 BAS08

0 1
DSSIM

BAS09

0 1
DSSIM

BAS11

0 1
DSSIM

BC12

0 1
DSSIM

1.00

1.25

1.50

1.75

St
at

ic 
Po

we
r

1e6 CB11

0 1
DSSIM

PEA12

0 1
DSSIM

PEA14

4

5

6

Dy
na

m
ic 

Po
we

r1e6

4

5

6

Dy
na

m
ic 

Po
we

r1e6

Static
Dynamic
Reference

Fig. 7: Power-consumption requirements (in nW) DCT hardware-resource require-
ments while targeting the 65 nm FinFET technology

Regarding FPGA synthesis, we synthesized all the obtained non-dominated ap-
proximate configurations to a Xilinx Zynq-7020 MPSoC, using only its embedded
FPGA and inhibiting Digital Signal Processings (DSPs) usage, to get a fair esti-
mation of hardware requirements. Figure 8 reports the synthesis result in terms of
number of LUTs for all the considered algorithms. As expected, approximate solu-
tions require less resources than the precise implementation, as highlighted by the
decreasing general trend. To correctly evaluate energy savings, we performed a post-
synthesis timing simulation, using the Dynamic Power Analysis tool provided by the
Xilinx Vivado. In this case, since the synthesis report has a very low confidence level
for power consumption estimation, we resorted to a workload simulation for all the
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solutions the DSE provided, for all the algorithms. In this way, we achieved a high
confidence level of power estimation. Figure 9 shows static and dynamic power con-
sumption for all the algorithms. The static power of the FPGA is largely caused by
the fabric of the device and does not directly depend on used resources, while the
dynamic one is directly linked to the user design, due to the input data pattern and the
design internal activity. Being our hardware implementations of approximate DCT
characterized by low overhead, i.e., device resources usage falls between 6 and 13%,
it is necessary to split power consumption in static and dynamic since the former
turned out to be about an order of magnitude greater than the latter one for the target
FPGA device. Also, in this case, power savings are achieved thanks to both the re-
duced total area and the logical structure of IACs: FPGA LUTs implementing IACs
have a lower switching activity than those implementing FACs, as reported in [4].
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Fig. 8: LUTs requirements while targeting a Xilinx Zynq-7020 FPGA

Visual Test

Since JPEG belongs to the image processing domain, we also provide a visual test:
Figure 10 shows, from left to right, the standard JPEG-compressed image of Baboon,
as taken from the SIPI image database [1], the same image compressed using the ex-
act version of the BC12 algorithm [18] –which exhibit a DSSIMof 0.10, and requires
125473.92 `<2 and 5691946 `, when implemented on ASIC, or 5902 LUTs and
107933980 `, while targeting FPGA – and, finally, the ones compressed with its
approximate variant having 0.33 as DSSIM value, which correspond to 8362.64 `<2

and 352.711`, saved for ASIC and 1846 LUTs and 94506.744`, saved for FPGA.
As the reader can easily figure out, the quality differences are barely perceivable.
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Fig. 10: Visual test

6 Automatic approximation of artificial intelligence applications
This section discusses the automatic approximation of two common Artificial In-

telligence (AI) applications, namely DNNs and DT MCSs. These case studies are
particularly relevant since state-of-the-art hardware accelerators targeting both these
models are tremendously resource intensive, due to the massive amount of process-
ing elements needed to effectively accelerate computations [27, 56]. In either case,
the high demands in terms of both silicon area and power consumption utterly hinder
the spread of commercial devices. The desire to reduce the hardware overhead by re-
sorting to the AxC, however, cannot jeopardize more than half a century of efforts
to achieve the accuracy that modern models exhibit. Luckily, the scientific litera-
ture demonstrated that MOP-based DSE can provide a full Pareto-front consisting of
several trade-offs between considered fitness-functions to optimize [12, 15, 61].

In the following, we first provide the reader with a brief background concerning
DNNs and DT MCSs before discussing how to design approximate systems based
on that models.

6.1 Neural Networks
Recently, Artificial Neural Network (ANN) havewon numerous contests in pattern-

recognition, classification, object-recognition and so forth, imposing themselves on
everyone’s attention as one of the most successful learning techniques. The basic
processing element is the artificial neuron: input signals are multiplied with learned
weights at synapses, while dendrites carry the weighted input-signals to the neuron
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body, where partial-products are summed and biased. An output is produced along
the axon – i.e., the neuron “fires” – if the weighted sum is greater than a threshold,
defined by the neuron’s activation function. Synaptic weights, as well as biases, are
learned by exploiting the backpropagation algorithm [47].

It is worth mentioning that the model of artificial neurons is quite different from
that of biological ones: biological dendrites do not simply carry signals but, as well
as biological synapses, they perform very complex – and still partially unknown –
non-linear functions, and the exact instant in which the neuron “fires” encodes the
information, not the frequency of firing [71].

Instead of being modeled as an amorphous blob of connected neurons, DNNs are
organized in distinct layers, the number of which defines the network’s depth. Three
main types of layers are peculiar to Convolutional Neural Networks (CNNs), namely
the Convolutional Layer (CL), the Pooling Layer (PL) and the Fully-Connected Layer
(FCL). While PLs perform a single function, i.e., sub-sampling, CLs and FCLs per-
form computation that is not just function of the inputs, but also of learned synaptic-
weights and biases. PLs are placed in between CLs, to progressively reduce the spa-
tial size of the intermediate representation. In FCLs, neurons of the layer are con-
nected to all the preceding layer, while in CLs, neurons in a layer are connected
only to a small region of the previous layer. In any case, there is no connection be-
tween neurons within the same layer. In Recurrent Neural Networks (RNNs), cycles
are allowed, while they are strictly forbidden in feed-forward ANNs, such as CNNs.
Moreover, CNN architecture is constrained to be arranged in three dimensions, and
explicit assumptions are made on the input, which is images, unveiling a more ef-
ficient forward function implementation, and a reduction in the amount of learned
parameters.

6.1.1 Approximate DNNs

As we mentioned, the inner error-resiliency of ANN makes them the ideal field
of application for AxC; consequently, a significant amount of research focused on
both the training and the inference phase, attempting to further reduce resource re-
quirements of hardware accelerators. In the following, we briefly report some of the
most relevant contributions.

One of the approaches to identify approximation-resilient neurons in ANNs is dis-
cussed in [80]. It leverages the backpropagation algorithm [47] to obtain a measure
of the sensitivity of the output of the considered DNNs, to the output of each neu-
ron. The latter are sorted based on the magnitude of their average error contribution.
Depending on whether the latter falls below a predetermined threshold, they are la-
beled as resilient or sensitive. Resilient neurons are replaced using approximate ones,
which are designed using the precision-scaling technique, and allow modulating the
bit-widths of both inputs and weights based on resilience. A subsequent retraining
step suitably adjusts the learned parameters, alleviating the impact of approximation-
induced errors, and allowing further approximation.

As mentioned, multipliers are recognized as the most demanding component
within neurons. Therefore, as foreseeable, several contributions focus precisely on
them. Authors of [6] investigated on properties that an approximate multiplier should
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exhibit to maintain acceptable classification accuracy and, at the same time, reduce
the use of silicon area. They observed that multipliers having low values for the vari-
ancef�� and RootMean Squared Error (RMSE) do not deteriorate the classification
accuracy. Furthermore, they noted that when a multiplier underestimates or overes-
timates the exact product with equal probability, the classification accuracy tends to
increase, since such a multiplier prevents the errors from accumulating. However,
this is a necessary-but-not-sufficient condition.

To alleviate approximation-induced error, the mentioned contributions resort to
network-retraining. While, on one hand, this even allows for further approximation,
on the other hand, it increases the overall design time. Moreover, retraining might
not be possible, e.g., the dataset on which the network has been trained may not be
available. A way to overcome this limitation while using approximate multipliers
has been proposed in [59]: a weight-tuning algorithm adapts the learned weights
to the employed multipliers, allowing accuracy recovering. The proposed algorithm
exploits the fact that, for each of the multiplications, the value of the one operand –
the one holding the synaptic weight – is constant, while the second operand varies
with the input data. Thus, a map-function can be computed offline, and exploited
during approximation to determine the suitable weight-update.

In [60], the EvoApprox8b library of arithmetic components [57], designed through
Cartesian Genetic Programming (CPG) as in [72], is further evolved, and employed
to conduct a resiliency analysis targeting CNNs, specifically, different networks be-
longing to the ResNet [37] family whereby 8-bits quantization is exploited to pre-
emptively lower resource requirements. Further savings are pursued using approxi-
mate hardware components, selected as in [58]. In this regard, the EvoApprox8b is
expanded considering both standard = × = and < × = approximate multipliers, and
CNNs are approximated either considering a single layer at a time or the network as
a whole. As for the former, all multiplications of all layers are replaced using one
particular implementation taken from the mentioned library, regardless of layers’
resiliency.

6.1.2 Automatic approximation of DNNs applications

Reviewing the reported contributions, the following drawbacks can be easily rec-
ognized: (i) they are related to a specific approximation technique; (ii) they typically
require a re-training step to alleviate the impact of approximation on the classifica-
tion accuracy, which undoubtedly increases the design time; (iii) they either optimize
a single parameter (silicon area, for instance) under quality constraints, and (iv) al-
though they recognize that each neuron may contribute to error and performances
differently, depending on the layer it belongs to, the degree of introduced approxi-
mation does not consider these differences.

Conversely, the approach we discussed (i) supports different approximation tech-
niques; (ii) does neither leverage the backpropagation algorithm nor require retrain-
ing, to avoid lengthening the design time and make the method applicable even when
retraining is not possible; (iii) allows for the different degree of error resilience ex-
hibited by different parts of the same application to be considered; and (iv) is based
on multi-objective optimization, which allows for solutions that simultaneously op-
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timize multiple figures of merit, e.g., classification accuracy, ASIC silicon-area or
FPGA LUTs, power-consumption, etc.

In the following, we discuss a case-study concerning the automatic approximation
a DNN. To perform approximate variants generation and DSE, we use the E-IDEA
framework that we extensively discussed in Section 5.1; hence, through aMOP-based
DSE, we find the correct approximation degrees leading to non-dominated solutions
exhibiting near-Pareto trade-offs between accuracy-loss and hardware-efficiency. In-
deed, E-IDEA allows specifying multiple fitness-functions; for our scenario, we de-
fine the accuracy-loss and the hardware requirements to be both minimized. Fur-
thermore, this approach allows to selectively introduce approximation within layers
while considering the network as a whole, contextually analyzing error resiliency of
layers.

The precision-scaling technique, for instance, can be applied by carefully manip-
ulating the AST to supersede precise multiplications and/or additions in CL or FCL.
As discussed, such approximate operations should allow selecting the appropriate
degree of approximation to be introduced, through tunable parameters. Nevertheless,
the amount of such parameters can easily explode, since the number of operations
within layers. Structural properties of layers, however, can be exploited to reduce
the amount of introduced parameters while effectively introducing approximation.
In CLs, for instance, weights-sharing, which reduces the number of parameters to
be learned during the training phase by sharing synaptic weights among neurons
within the same layer, allows applying the same approximation degree to all neu-
rons belonging to the same CL. However, operations in different CLs must have
their approximation degree. Neurons belonging to FCLs usually do not share synap-
tic weights, yet they process the same input volume. Thus, neurons belonging to
the same FCL can share the same approximation degree. PLs can also be subject to
approximation. Their contribution in terms of calculation burden is, however, negli-
gible w.r.t. CLs and FCLs. Moreover, sub-sampling utilizing stride in convolutions
is progressively supplanting PLs. Therefore, we do not apply any approximation to
such types of layers. We configured Clang-Chimera to truncate input operands and
results of multiplications in CLs and FCLs. Thus, the Clang-Chimera tool produces
an approximate version which allows configuring, for each of the approximate lay-
ers, the approximation degree for the multiplications and additions involved in the
weighted sum, depending on the considered layer.

To estimate the error introduced by the approximation, we configuredBellerophon
to execute the approximate CNNon the training test data set, to assess the classification-
accuracy loss. Concerning hardware-requirements, we estimate savings by consider-
ing several parameters that definitely have some impact on the former, such as (i) the
input-volume of a neuron, which impacts the number of operations performed within
it; (ii) the number of neurons within a layer, i.e., the output volume size of a layer,
which impacts the hardware requirements of the whole layer.

In the following, we consider the LeNet5 network [48]. LeNet5 is a CNN that
performs well in large-scale image processing: it is basic CNN when compared to
the state-of-the-art architectures, but it is a common reference point. The network
being considered has been trained to classify images from the Modified National In-
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stitute of Standards and Technology (MNIST) test data set [49], which consists of a
training set of 60000 examples, and a test set of 10000 examples of handwritten dig-
its. The network has been trained using 64 bits floating-point, and exhibits a 99.07%
accuracy when classifying images from the mentioned data set. We performed 8-bit
quantization, without accuracy loss.

We configured the Clang-Chimera tool to supersede exact multiplications within
the three CLs and two FCLs of LeNet5 using approximate multipliers designed while
resorting to the precision-scaling technique. The latter allow selectively introducing
approximation through configurable parameters. As discussed in Section 3, such con-
figuration parameters constitute decision variables for MOP-based DSE; therefore,
the Bellerophon tool encodes each approximate configuration, i.e., each individual,
using a five-element-long vector, i.e., using a chromosome composed of five genes.
Each of the latter governs the NAB for multiplications within a given layer. Con-
cerning fitness-functions, we resort to simulations performed on the test dataset to
assess the classification accuracy-loss due to approximation. As far as hardware-
requirements are concerned, we estimate hardware requirements from the number
of bits being kept after the precision-scaling is applied. Furthermore, we set our GA
parameters as follows: initial population equals to 300 individuals, mutation, and
crossover probabilities both set 0.9, and 31 generation epochs. Finally, we set a max-
imum error threshold equals to 1% accuracy loss.

After the DSE, to correctly evaluate the final gains, we performed FPGA synthesis
of non-dominated configurations while targeting a Xilinx Virtex Ultrascale+. These
syntheses involve only one single neuron, to provide a fair estimation of hardware
requirements, i.e., as independent as possible from configuration parameters govern-
ing the structure of the accelerator. Furthermore, for the same reason, we disabled
advanced FPGA features, e.g. DSPs, during syntheses.

Figure 11a reports synthesis results: these stacked-bars graphs show, for each of
the layers, the amount of FPGA LUTs required by a single neuron. A significant re-
duction, actually up to 45%, of required resources in terms of FPGALUTs can be ob-
served. As foreseeable, savings achieved due to precision-scaling do not only concern
hardware requirements, but also energy consumption. Trivially, the less hardware a
circuit requires, the less energy is spent to power it, and since the least significant bits
of inputs, weights, and biases are always set to zero, the whole approximate circuit
is also expected to exhibit a lower switching activity w.r.t. its exact counterpart. To
evaluate potential power savings, we performed simulations on the exact neuron and
on approximate ones lying on the Pareto-front, resulting from the DSE. Simulations
involve 10000 input combinations, each consisting of an appropriate number of in-
puts, weights and bias vectors, depending on the input volume size of the considered
neuron. Figure 11b reports simulation results. Again, up to 35% savings in terms of
power consumption can be observed.

6.2 Decision-Tree based Multiple Classifier Systems
Decision Trees (DTs) stand out for their simplicity and high interpretability level,

placing them as one of the most widely used classifier models [83]. A DT is a white-
box classification model representing its decisions through a tree-like structure com-
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Fig. 11: Hardware requirements for 8-bits LeNet5 while targeting a Xilinx Virtex
Ultrascale+ FPGA

posed of an internal set of nodes containing test conditions, and leaf nodes which
represent class labels [26]. Nodes are joined by arcs symbolizing possible outcomes
of each test condition. Classes can be either categorical or numerical. In the former
case, we refer to classification trees, while in the latter case, we refer to regression
trees.

According to the number of attributes evaluated in each test condition – i.e., each
internal node – two DT types can be induced: univariate and multivariate [26]. In the
former, each test condition evaluates a single attribute to split the training set, while a
combination of attributes is used in multivariate DTs. Some advantages of univariate
DTs are their comprehensibility and the simplicity of their induction algorithms;
however, they may include many internal nodes when the training data set instance
distribution is complex. In such trees, test conditions are defined as G8 Q 2, where G8 is
the i-th attribute value, and 2 is a threshold value used to define a partition. Therefore,
test conditions represent axis-parallel hyper planes dividing the instance-space, so
they are also known as axis-parallel DTs. Anyway, when a categorical attribute is
evaluated, the training set is split into as many subsets as values exist in the attribute
domain.

In its essence, the procedure to construct DT MCS consists in using the training
data set – that is constituted of historical, labeled data – to determine its best splits.
These splits reduce the data set into smaller and smaller pieces, while aiming at splits
that best emphasize the differences between data points belonging to the different
partitions. The most widely adopted algorithms to construct DTs are CART [26] and
C4.5 [66]. Significant improvements in classification accuracy have resulted from
growing an ensemble of trees and letting them vote for the most popular class. Be-
sides bagging predictors [23], several other techniques have been proposed. Some
examples are random split selection [33], random feature selection [38], or searches
for over a random selection of features for the best split at each node [5], and random
error injection [24]. According to [25], all these procedures generate random forest
classifiers.
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6.2.1 Hardware accelerators targeting decision-tree based classifiers

As mentioned, their simplicity and understand-ability make DTs one of the most
popular machine-learning algorithms [83]. Though, at the beginning, they were not
considered for hardware accelerator, since they need only comparison to be per-
formed during the inference phase; thus, they were not viewed as being computa-
tionally expensive. Nevertheless, the need to accelerate the inference phase emerged
inherently in some application fields. Many real-time tasks require high prediction
speed. However, the software implementation of the inference phase cannot meet the
requirement even if the multi-threading technology is adopted. Hence, attention has
been paid to the hardware-based accelerators [43].

As pinpointed in [62]. General Purpose - Graphic Processing Unit (GP-GPU)
is an ill-fated choice for accelerating DT-based predictors since (i) high-precision
arithmetic circuit – e.g., single/double precision Floating-Point Units (FPUs) – is
inefficient both the amount of hardware and power consumption, since, during the
inference phase, each node in the tree is evaluated using an if-then-else statements,
which compare input values with constant values; (ii) DT-based predictors may con-
sist of trees with a different size and depth, that causes an unbalanced computation;
and (iii) all-to-all communication a DT-based predictor requires evaluating all the
trees will certainly lead to performance bottleneck, since communication between
near processing cores with the same local memory can be performed at a relatively
high speed, while communication-penalty is large for the all-to-all communications.
Authors of [77] compared performances of different implementations of hardware
accelerators for DT-based predictors, including CPU, GP-GPUs and FPGAs while
using off-line generated models. They empirically proved that FPGA implementa-
tions provide the highest performance, but may require a multi-chip / multi-board
system to execute even modest sized predictors.

According to [51], architectures of FPGA-based accelerators for DT-based pre-
dictors can be categorized as comparator-centric and memory-centric. The former
implements the model as a threshold network that consists of a layer of threshold
logic units and a layer of combinational logic units, while the latter accelerates the
model by introducing the pipeline in layers of the tree [70, 74, 63, 35, 2]. On the
other hand, comparator-based accelerators reduce the reliance on memory elements
by using custom comparators at each internal level [34, 41]. Comparator-centric ac-
celerators could achieve high throughput and low latency as well; however, since
designing such an accelerator requires all information of the model for the logic
design, the architecture is tightly coupled with the underlying model, meaning any
change in the model requires the accelerator to be reconfigured.

6.2.2 Approximate DTMCSs

Concerning DT MCSs, the wide-spread adoption of hardware-based accelera-
tors is actually hindered by scalability issue, as reported in [77]. Nevertheless, there
is very little research on both efficient architectures and methods to reduce their
hardware-resource consumption, as the effort is mainly devoted to other classifica-
tion systems, e.g., DNNs.
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One of the few contributions from the scientific literature concerning the improve-
ment of energy-efficiency of DT MCSs has been proposed in [81]. Authors noticed
that, usually, only a part of the data of a given data set really needs the full com-
putational power of a classifier. Therefore, they dynamically configure the classifier,
making it more or less accurate, according to the difficulty in classifying the inputs.
Hence, rather than building a single complex model, during the training phase they
construct a set of models with progressively increasing complexity. Then, during the
testing phase, the number of decision models applied to a given input varies depend-
ing on the difficulty of the considered input instance. To estimate the difficulty of
a certain input, a confidence level for each classification is computed. If the latter
confidence falls above a certain threshold, the classification process is terminated,
otherwise, a more accurate classifier is used.

6.2.3 Automatic approximation of DT MCSs applications

In this section, we discuss a case-study concerning the approximation of a DT
MCSs. In particular, we discuss the automatic approximation of some hardware ac-
celerators trained to tackle with the Spambase dataset from the UCI Machine Learn-
ing Repository [40], which contains 4601 emails, 1813 of which are SPAM. This
data set is freely available and makes use of 57 different features, expressed in the
floating-point notation, to characterize elements that are part of the dataset. Each of
the features specifies how often a word or a character appears in each element of
the data set, i.e., in an email. During the training phase, conducted using the KN-
IME [46] tool, 40 different random-forest classifiers with a number of DTs ranging
from 1 to 40 are trained.

Reference architectures

In the case studies discussed in this section, we consider the hardware implementa-
tion from [10]. In order to speed-up DTs visiting, the authors of [10] adopt a spec-
ulative approach, which consists in a DT flattening so that the visiting is performed
over every possible path. Predicates are performed concurrently, regardless of the
position and depth at which nodes are located, and a Boolean decision variable, that
indicates whether a condition is fulfilled, is produced for each one of the evaluated
predicates. To determine which leaf of the DT is reached, i.e., which class the input
belongs to, a Boolean function, called assertion, is defined for each different class.
Since a path that leads to a specific leaf is obtained by computing the logic-AND
between the Boolean decision variables along that path, and since it is possible to
compute the logic OR between the conditions related to different paths leading to
leaves belonging to the same class, assertions can be defined as a sum of products
Boolean functions. A majority-voter [11], combines the outcome of each tree to pro-
duce the outcome. The scalability of this approach has been formally demonstrated
in [9]. In particular, the number of literals in each assertion is always less or equal
to twice the size of the features set.
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To generate approximate variants and to perform DSE, the authors of [12], re-
sort to the E-IDEA framework, which we discussed in Section 5.1. Hence, through
a MOP-based DSE, they find the correct approximation degrees leading to non-
dominated solutions exhibiting near-Pareto trade-offs between accuracy-loss and
hardware-efficiency, with accuracy-loss and the hardware requirements to be both
minimized.

Generating approximate variants

Several opportunities inherently arise, for instance, from the hardware implementa-
tion which is discussed above. Both comparators and assertion-functions are excel-
lent candidates for approximation, albeit the contributions of the former seem much
more substantial w.r.t the latter, meaning their approximation can lead to significant
savings. Furthermore, to introduce approximation, a wide plethora of techniques can
be used regarding comparators, including precision-scaling, inexact hardware, and
functional approximation. Since the latter is well suited to Boolean functions, it is
also ideal for introducing approximation within assertion-functions.

As mentioned, DT MCSs may consist of hundreds, or even thousands of nodes,
each comparing one of the many features considered by the predictive model with
their corresponding threshold value. Consider introducing approximation through
approximate comparators designed using the precision-scaling technique: such ap-
proximate comparators allow, through a configuration parameter, to govern the de-
gree of introduced approximation by tuning the amount of neglected mantissa bits
ad each comparison. Hence, the value to be assigned to each one of such parame-
ters constitutes the decision variables of the MOP. Furthermore, the domain of such
variables depends on the particular data-type being adopted for representing fea-
tures. However, albeit straightforward, this naive MOP definition may result in an
utterly infeasible DSE. Indeed, hardware implementations of DT MCSs may consist
of hundreds, or even thousands of comparators, resulting in an enormous design-
space. Nevertheless, we can exploit the fact that, albeit against different threshold
values, the same feature can be taken into consideration for comparison several times
while visiting trees. This allows to set the same degree of approximation to all the
comparators processing the same feature, reducing the number of decision variables,
and, consequently, the size of the solution space. Thus, being � the features set, each
approximate configuration – i.e., individual in the GA context – can be represented
using a vector consisting of |� | elements – i.e., genes – each governing the degree
of approximation for the corresponding feature.

As we mentioned, in [12], the actual generation of approximate variants is per-
formed while resorting to the E-IDEA framework, applying the precision-scaling
technique on comparators when using the mentioned double-precision floating-point
representation [17].
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Design space exploration

For what pertains to hardware-requirements, to accurately consider the resource sav-
ings in the DSE, we should measure area, power consumption and maximum clock
speed of the explored approximate variants. This would require the hardware syn-
thesis – and also simulations, in the case we are interested in measuring power con-
sumption, for instance – of each variant explored in the DSE. This is utterly a time-
consuming process. Hence, again, we resort to a model-based gain estimation to
drive the DSE.

Since the purpose of the model is determining the <, = or > relation between
two different approximate configurations, it is not necessary to focus on its accuracy.
We rather focus on its fidelity, i.e., how often the estimated values are in the same
relation as the real values for each pair of configurations. Concerning comparators,
it is easy to recognize the fewer bit to compare, the fewer hardware requirements.

Results

The AxC exploration phase found, for each of the 40 classifiers, a certain number
of approximate configurations on the Pareto-frontier, but for each of them only the
configuration with minimum error and the one that requires less silicon area has been
reported.

Figure 12a shows the area requirements in terms of LUTs, as the number of DTs
used by the classifier increases. For all the measured quantities, an increasing trend,
as the number of trees grows, is shown for area requirements. The growth, however,
is clearly sublinear. In addition, it can be seen that the difference between the re-
quirements of the exact classifier and the approximate one increases as the number
of trees grows. This is because even if the complexity of single DTs – i.e., the num-
ber of nodes of which they consist of and the height of DTs themselves – decreases
significantly as the number of trees used by the classifier increases, the total num-
ber of nodes increases, providing more approximation opportunities. This behavior
can be observed also for the number of FPGA slices and registers, and both when
considering solutions providing minimum error and those requiring the minimum
silicon area. Furthermore, it can be noted that the difference in terms of area require-
ments between the minimum error and the minimum area solutions always remains
negligible.

Figure 12b compares the levels of classification accuracy, as the number of trees
used by the classifier increases, provided by the precise version – without approx-
imation – and by the approximate version that has minimum area requirements. It
is evident, from the graph, that there is only a small difference in accuracy between
the configurations. Moreover, it remains minimal as the number of trees used for
classification varies. On the other hand, the increase in the number DTs used in the
classification process makes a smaller contribution as the number of DTs grows. This
asymptotic behavior can be seen in exact and approximate classifiers, and it is be-
cause, by increasing the number of models, datasets involved for training turn out
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simpler and corresponding DTs get less branched, which leads to a saturation of the
accuracy level provided by the classifier model.

(a) Required LUTs (b) Accuracy

Fig. 12: Resource requirements and accuracy of approximate DT MCSs for Spam-
base

7 Conclusion
In this work, we discussed a unified methodology able to automatically explore

the impact of different approximation techniques on a given application, while re-
sorting to the AxC design paradigm and MOP-based DSE. We discussed the steps
the methodology breaks into, while devoting particular relevance to all those that can
be automated. In particular, we discussed how to effectively select parts of an appli-
cation to be approximated and how to choose a well-suited approximation technique.
Then, we discussed how approximate variants can be generated automatically, how
to identify decision variables and suitable fitness-functions to define the MOP driv-
ing the DSE. The methodology is not dependent on a particular application, rather
it can be generally applied to all applications.

To evaluate the proposed methodology, we selected some significant and relevant
applications in the scope of the AxC paradigm, including generic combinatorial logic
circuits, image-processing applications, and artificial intelligence applications. For
what pertains to generic logic, we propose local rewriting of AIG, reducing the num-
ber of nodes and resulting in lower hardware resources requirements, while resorting
to MOP-based DSE to carefully introduce approximation. We evaluate our approach
using different benchmarks, and experimental results show our method allows per-
forming a meaningful exploration of the design space to find the best trade-offs in a
reasonable time, thus resulting in approximate circuits exhibiting lower requirements
and restrained error. Concerning image processing applications, the discussed case
study concerns the design of hardware-accelerators for the Discrete Cosine Trans-
form (DCT), which is the most demanding step of the JPEG compression algorithm.
We analyzed and modeled several algorithms from the literature to compute a fast
and lightweight version of the DCT, and, for each algorithm, we applied approxima-
tion by substituting full-precise adders with several approximate ones from the liter-
ature having configurable approximation degree. For each algorithm, we performed
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a DSE to find the non-dominated approximate designs in terms of trade-off between
inaccuracy and gains. We modeled the DSE as a MOP and we used a GA to solve
it, and after the DSE, we synthesized the obtained designs by targeting both FPGA
and ASIC. Experimental results clearly showed that, with the proposed approach, it
is possible to perform a meaningful DSE to find the best trade-offs between output
accuracy and resource gains in a reasonable time. Finally, the comparison performed
with previous work clearly showed the advantages of the proposed approach.

Finally, we applied our methodology to two of the most promising classification
models in the machine-learning domain, namely Deep Neural Networks (DNNs) and
Decision-Tree based Multiple Classifier Systems (DT MCSs). Leveraging the AxC
design paradigm, a very limited quantity of classification-accuracy is traded off for
a reduction in the silicon area requirements and power consumption of hardware-
implemented DTMCS and CNN. Concerning DNNs, we exploited our methodology
to investigate the impact of approximation on the classification accuracy, and experi-
mental results prove the validity and efficiency of our methodology, even in applica-
tions in which the error has to be minimized as possible, providing savings up to 75%
for silicon area and 50% for power consumption. Pertaining to DT MCSs, to prove
the validity of the proposed approach of several classifiers, the optimal number of
bits to be used to represent each of the features of the model is searched using NSGA-
II. Among all Pareto-optimal hardware configurations, the one providing minimum
classification error configuration and the one requiring the minimum amount of sil-
icon area were considered for further consideration. Experimental results show a
significant reduction in area requirements, for both of them. Furthermore, since the
classification is very resistant to error, those configurations are very similar both in
terms of area requirements and classification error.
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