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The authors are hosting an AMS sponsored Math-
ematics Research Community (MRC) on novel ap-
plications of topological data analysis (TDA) and
dynamical systems theory to the study of climate
change and weather forecasting. In this Notices ar-
ticle we introduce some of the big challenges in cli-
mate science, and describe how methods from TDA
and dynamical systems theory can help tackle these.
We hope to encourage applications to the MRC from
mathematicians with a background in applied alge-
braic topology and scientists working on climate or
meteorology, both from academia and industry.

Challenges in Climate Science

Understanding how the climate system is responding
to increasing levels of anthropogenic emissions is one
of today’s key scientific challenges. Some aspects of
this are very well understood: most fundamentally,
the atmosphere as a whole will continue to warm
up, and its capacity to carry moisture will therefore
also increase. When the plethora of climate mod-
els (which numerically integrate the primitive equa-
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tions describing the evolution of the climate system)
are asked to simulate the future climate given contin-
ued greenhouse gas emissions, they all broadly agree
on these points. Such changes to temperature and
humidity are often referred to by climate scientists
as the “thermodynamical” response. However, when
it comes to regional changes, the details of which
will dominate both the decision making for adapta-
tion strategies and people’s lived experience, there
is considerably more uncertainty. There is perhaps
no better example of this than the question of how
the variability of the northern hemisphere jetstream
will change in the future. North America and Eura-
sia have experienced dramatic examples of extreme
weather in recent years, and these events are often
related to atypical jetstream configurations, such as
“blocking” events, where a persistent high-pressure
system forces the jet to deviate from its usual tra-
jectory. There is naturally intense interest in un-
derstanding how the frequency and severity of such
events may change with global warming: these are of-
ten viewed as part of the “dynamical” response. The
“dynamical” and “thermodynamical” response give a
first-order approximation of the total response. Un-
fortunately, climate models can often disagree quite
dramatically on the “dynamical” response, and the-
oretical understanding is still lacking, leading to per-
vasive uncertainty, especially with regards to the
boreal winter months (December-January-February)
[WBM+18]. The answers to simple sounding ques-
tions such as “will western Europe see increased risk
of flooding?” or “will East Coast USA see increased
risk of extreme cold snaps?” therefore remain un-
clear.
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Climate as a Dynamical System

One can view the climate as a dynamical system
[GL20], and thus conceptually model it using a
stochastic differential equation:

d

dt
X = C(X) + f + ϵ. (1)

Here X is a state vector encoding all the relevant
physical variables (temperature, humidity, etc.) at
every location in the atmosphere, land surface and
ocean; C is a smooth function which determines the
evolution of X in time (and is therefore encoding
things like the Navier-Stokes equations); and f is a
forcing term, which in an equilibrium context would
be 0, and in a global warming context would repre-
sent the effect of emissions. The ϵ term represents
“noise”. For a given fixed forcing term f , this equa-
tion determines the trajectory taken by X through
its ambient phase space. For reasonable parameter
choices, the climate system is stable, and the tra-
jectory thereby settles onto its attractor, which in
turn determines the statistics of the climate. The
challenge of climate science can therefore be thought
of as understanding how the attractor changes as a
function of f = anthropogenic emissions. For exam-
ple, does the new attractor contain a higher density
of trajectories corresponding to extreme weather?
A key reason this is such a challenging question is

that the dimensionality of the phase space (the size
of the vector X with respect to a sufficiently accurate
finite approximation of space-time) is in the billions.
This is many orders of magnitude greater than both
(i) the number of available independent observations;
and (ii) the dimensionality of even the most state-of-
the-art climate model simulations. This mismatch is
exacerbated even further if one is interested in under-
standing extremes, which by definition make up only
a tiny proportion of observed or simulated events.

Weather Regimes and the Lorenz But-
terfly

Given the above discussion, a natural strategy is
to try to artificially reduce the dimensionality in
some way. In the context of the northern hemi-
sphere jetstream, this is often done using the notion

Figure 1: The positive (a) and negative (b) phases
of the North Atlantic Oscillation (NAO), the domi-
nant pattern of variability in the Euro-Atlantic win-
tertime circulation. The pattern is a dipole of
atmospheric pressure anomalies, measured here as
the first empirical orthogonal function of geopo-
tential height at 500hPa. The two phases can
be viewed as one of several possible ways to de-
compose the Euro-Atlantic circulation into distinct
regimes. Figure re-used with permission from
[SCDO23], published originally in Climate Dynamics
(Springer Journals) under a Creative Commons Li-
cense: http://creativecommons.org/licenses/by/4.0/

of “weather regimes” [HSF+17]. The basic idea is to
find a small subset of dynamically relevant large-scale
atmospheric circulation patterns (the “regimes”) that
dominate the low-frequency variability; one can then
study the impact of forcing on the dynamical be-
haviour of the regimes (e.g., their relative frequency
of occurrence). An example is given in Figure 1,
which shows the North Atlantic Oscillation, a large
dipole of atmospheric pressure between Greenland
and the Atlantic ocean, which is the dominant mode
of variability in boreal winter. Knowing whether the
NAO is in its positive or negative phase gives a good
first-order approximation of the jetstream, and, con-
sequently, of winter weather in Europe and eastern
North America. It gives one possible regime-view of
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the Euro-Atlantic circulation. Strong NAO events
are frequently linked to extreme surface weather,
such as the exceptionally warm European winter of
2019/2020 [HDS+20].

A key reason why this perspective can be so pow-
erful is that in some cases the response to a forc-
ing f can be entirely understood in terms of the
regime dynamics. The motivating example here is
the “Lorenz ‘63” system [Lor63]. This system can be
loosely thought of as an extremely severe truncation
of Equation (1) to just 3 variables, with f = ϵ = 0; it
is famous for its “strange attractor”, which, besides
resembling a butterfly (see Figure 2a), encodes the
first example of a chaotic dynamical system. Palmer,
Corti and Molteni [CMP99] showed that if the forc-
ing vector f is made non-zero, the overall shape of
the attractor does not change: the two “wings” re-
main in the same place. Instead, the system simply
starts spending more time in whichever of the two
wings the vector f is pointing towards, see Figure
2b. If the two wings are interpreted as two regimes,
this says that in the Lorenz ‘63 system, the effect of
forcing is determined by a single number, namely the
relative frequency of occurrence of the two regimes,
with the regimes themselves remaining invariant.

Palmer famously argued that the same may be true
of real-world weather regimes [Pal99]. In other words,
that the effect of global warming on the northern
hemisphere jetstream may be to modulate the dy-
namical behaviour of a small set of invariant regimes.
If true, questions such as “will East Coast USA see
increased risk of extreme cold snaps?” might be
largely reducible to a determination of (a) how differ-
ent weather regimes modulate the risk of cold snaps;
(b) how the regime dynamics will change (their occur-
rence, temporal persistence etc.); and (c) a potential
scaling factor to represent for the much more well
understood “thermodynamic” changes (to account
for, e.g., the fact that temperatures will be warmer
on average everywhere). Crucially, invariance of the
regimes implies that point (a) can be estimated using
historical observations. This strategy thereby offers
a potentially dramatic simplification to the question
of how midlatitude extreme weather will change.

Figure 2: In (a), 30,000 samples from a long integra-
tion of the Lorenz ‘63 system. In (b), the same but
with a non-zero constant forcing vector added which
roughly points towards the right-hand “wing”, follow-
ing the set-up of [CMP99]. The value of R in each
plot is the approximate proportion of time spent in
the right-hand wing (x > 0). Lorenz ’63 data kindly
provided by J. Dorrington.
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Using Persistent Homology to Diagnose
Weather Regimes

It turns out that the main difficulty in implement-
ing Palmer’s strategy for understanding midlatitude
climate change is actually determining what the “cor-
rect” weather regimes are. In the 3-variable Lorenz
‘63 system one can simply look at the attractor
and identify the two distinct wings by eye. The
dynamics of the jetstream is by contrast a very
high-dimensional complex interplay between multiple
physical variables confounded by considerable chaotic
noise. A variety of strategies have been proposed
[HSF+17], which typically involve using a clustering
algorithm applied to a single physical variable whose
dimensionality has been cut down using empirical or-
thogonal functions. The different strategies amount
to inequivalent definitions of what a weather regime
actually is. They all thereby suggest a different set
of weather regimes that are not in general compa-
rable and are far from being invariant under global
warming [DSFM22]. Furthermore, when applied to
different idealized representations of the atmosphere
(of which the Lorenz ‘63 system is one example), they
fail to identify the correct regime behaviour in one
or more cases [SCDO23]. It is likely that this is at
least in part because these methods rely on a trun-
cation of the true system which is far too severe.
What is needed therefore is a method that allows
one to efficiently “see” the structure in a more high-
dimensional space. Enter persistent homology.

Persistent homology (PH) is one of the most suc-
cessful methods in the field of Topological Data Anal-
ysis [Car09,Oud15]. It is particularly useful for ap-
plications in which one is interested in studying data
sets that depend on specific parameters of interest
(e.g., studying points that have a specific density es-
timate, or thickenings of points), and for which one
might not be able to accurately estimate the value of
the parameter. In such cases, instead of estimating
the optimal density value of the points, or the optimal
thickening, PH allows to study how the topological
invariants (number of components, holes, voids) of
the data set vary as a function of the density thresh-
old or thickening parameter. The output of PH is
a disjoint collection of intervals (collectively called

the “barcode”) with the length of each interval cor-
responding to the persistence of a specific topological
invariant, see Figure 3.

PH has been shown to be able to capture local and
global topological and geometric properties, as well
as signals of different orders of magnitude. Crucial
for applications to climate science is that main algo-
rithms for PH do not depend on the dimension of the
system that one is trying to study, and that PH is,
in a precise sense, robust with respect to perturba-
tions in the system. These properties of PH make
it particularly suited for addressing the problem of
determining weather regimes in a high-dimensional,
noisy system, provided that the regimes correspond
in some sense to topological features. A key observa-
tion of [SCDO23] is that this appears to be the case.
This is already clear for the Lorenz ‘63 system, where
the two “wings” are associated with the two holes,
and PH is able to not just detect the existence of the
two homological cycles but also compute “good” rep-
resentatives of these that can be visualised, see Figure
4. Similarly, in other idealised models used to study
weather regimes, and in low-dimensional truncations
of atmospheric data, one finds that the regimes al-
ways correspond to a mixture of loops, holes and
connected components. These can in all cases be ef-

distance0 0.4 0.8 1.2 1.6 2

(a)

(b)

(c)

at distance ≈ 1.1 one component and one loop

Figure 3: Persistent homology pipeline: (a) we associate
a 1-parameter nested sequence of spaces (“filtration”) to
a metric space; barcode plots for (b) 0-cycles (“compo-
nents”) and (c) 1-cycles (“holes”). Each interval in a
barcode plots describes the persistence of a component
or hole.
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Figure 4: An illustration of two loops in the Lorenz
’63 system. The homological cycles were identified
using PH; optimal representatives of these were then
computed, and are visualised in dark blue and pur-
ple thick lines. Figure adapted with permission from
[SCDO23], published originally in Climate Dynam-
ics (Springer) under a Creative Commons License:
http://creativecommons.org/licenses/by/4.0/

ficiently and correctly identified with PH, whereas
previously considered approaches would fail in one or
more cases.
To summarise, PH represents a powerful tool for

probing the high-dimensional dynamics of the jet-
stream, and there is good reason to believe that the
topological features it might extract will encode phys-
ically meaningful weather regimes. Put informally,
PH may be able to “see” the regimes of the real at-
mosphere as clearly as our human eyes can see the
regimes in the Lorenz butterfly.

Open Problems

There are several open problems that need to be ad-
dressed before techniques from topology can be used
to study weather regimes in large data sets of high-
dimensional climate data: these and others will be
addressed at the MRC.
One such question concerns theoretical and com-

putational improvements needed for developing al-
gorithms for optimal PH representatives for weather
data. For a recent survey on several approaches to
define optimal representatives, see [LTHP+21]. Com-

puting optimal representatives allows one to sensibly
visualise the topological information that PH detects,
essential for applications to climate science where
one needs to verify that the topological cycles cor-
respond to physically sensible phenomena. Having
such a suitable notion of topological representatives
then raises the question: how can these be used to
study the dynamical properties of the weather sys-
tems? In particular, how can we best approximate
the system in terms of transitions between a finite
set of topologically defined states? What dynami-
cal properties can one expect of regimes in general?
Can we derive general principles for dynamical sys-
tems with arbitrary topological signals? Here we will
make use of recent developments from dynamical sys-
tems theory, which allow dynamical features (such as
the number of degrees of freedom or temporal per-
sistence) to be analysed robustly using instantaneous
samples [FMY17].

Another question relates to statistical analysis.
Our topological approach to regimes essentially
equates the existence of regimes in a dynamical
system with the existence of non-trivial topological
structure. Here the term “non-trivial” is explicitly
a statistical notion: a randomly drawn sample from
a noisy system could produce non-trivial homology
at some degree purely by chance. How can we as-
sess the statistical significance of any regimes found
using PH? Can we meaningfully perform statistical
optimization across multiple topological descriptors
to study weather systems? To address these ques-
tions we will rely on several different approaches de-
veloped in statistical topological data analysis, such
as [BS22,BCCS+11,CFL+18].

Conclusions

We have highlighted how methods from computa-
tional topology represent a potentially very power-
ful tool for studying the effect of global warming on
northern hemisphere weather, via the framework of
weather regimes; this will be the focus for our MRC.
However, there are many other potential applica-
tions of topological data analysis to climate science
[MKK+18,TMD+20] and dynamical systems [YB20],
including the use of more sophisticated topological
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information [GS23]. For example, many important
components of the climate system exhibit oscillatory
behaviour, such as the El Niño Southern Oscillation,
which has a big influence on year-to-year variations
in global temperatures. Viewed appropriately, such
oscillations correspond to loops through phase space
which can be detected and studied using PH. The
authors believe that there is great potential for the
use of methods from topology in climate science and
dynamical systems theory more broadly.
In order for this potential to be realised, important

theoretical and algorithmic mathematical challenges
in topological data analysis need to be tackled. The
goal of our MRC is to begin this process.
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