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Abstract
We describe Touiouidth, a twin-width solver for the exact-track of the 2023 PACE Challenge: Twin
Width. Our solver is based on a simple branch and bound algorithm with search space reductions
and is implemented in C++.
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1 Introduction

Twin-width is a graph parameter introduced in 2020 by Bonnet, Kim, Thomassé and
Watrigant [3]. The PACE 2023 Exact Challenge asks to compute the exact twin-width of
a dataset of 200 graphs. It is known that deciding whether a graph has twin-width 4 is
NP-complete [1], and no approximation algorithms are known. On the exact front, there
exists a polynomial-time algorithm for deciding whether a given graph has twin-width 1
[2], and the complexity remains open for twin-width 2 and 3. The exact computation of
twin-width has already been tackled using SAT solver methods in [4].
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A trigraph G = (V, Eb, Er) consists of a vertex set V , a set of black edges Eb, and a set
of red edges Er. All trigraphs considered in this paper are undirected, finite, and without
loops or multiple edges (red or black). Let NG

b (v) = {x | {v, x} ∈ Eb} be the open black
neighbourhood of v in G, and NG

r (v) = {x | {v, x} ∈ Er} be its open red neighbourhood.
The red degree of v ∈ V is δr(v) = |{e ∈ Er | v ∈ e}|. The red degree of G is maxv∈V δr(v).

A contraction in a trigraph G consists of merging any two vertices u and v into a single
vertex w, and updating the edges of G as follows. Every vertex x ∈ NG

r (u) ∪ NG
r (v) ∪

(NG
b (u)∆NG

b (v)) is linked to w by a red edge, and every vertex x ∈ Nb(u) ∩Nb(v) is linked
to w by a black edge. All other edges in the graph (those not incident to u or v) remain
unchanged. A contraction sequence (G1, . . . , G|V |) for G is a sequence of contractions starting
from G1 = G with no red edge and ending in G|V | consisting of a single vertex, where Gi+1 is
obtained from Gi by performing a contraction. A k-contraction sequence is such a sequence
in which all graphs Gi have red degree at most k. Then, the twin-width of the graph is the
minimal k for which there exists a k-contraction sequence.

In the following sections we describe our algorithm finding such an optimal contraction
sequence. Section 2 describes a simple reduction rule. Section 3 describes the branch and
bound algorithm that is used in several parts of our final algorithm, which is described in
Section 5.

2 Reduction Rule

The following reduction rule is a generalisation of twins for trigraphs and is applied in all
parts of our algorithms.

▶ Reduction Rule 1. If there exist two vertices u, v ∈ V such that
NG

b (u) ⊆ NG
b (v), and

(NG
r (v) ∪NG

b (v)) ⊆ (NG
r (u) ∪ {u, v}),

then contract u and v.

The correctness of this reduction rule is immediate: Let G′ be the graph after contracting u

and v. Then G′ = G[V \ {v}] and the twin-width of induced trigraphs can only decrease [3].
Note that u and v are not symmetric in the above description of the reduction rule. But the
rule as it is presented above is easier to implement.

3 Main Branch and Bound Algorithm

The main building block of our algorithm is a branch and bound algorithm that tries all
pairs of possible contractions in each search tree node. In the following, we present a few
optimizations made in our solver.

Search space reduction. Consider a search tree node x of our branch and bound algorithm.
Assume we contract vertices u and v in G, and recurse into child node y of the search
tree. We do not have to try contracting u and v in the search trees rooted at sibling nodes
of y until some contraction “touches” N2

G(u) or N2
G(v) where N2

G is the closed radius-two
neighbourhood in G (considering black and red edges) (see Algorithm 1). We store these
so-called forbidden contractions (set S in Algorithm 1) using a global vector of sets.
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Algorithm 1 A sketch of the recursive branch and bound algorithm that avoids symmetries.
The input is a trigraph G and a set S of forbidden contractions. Both are updated during
the search tree.

1 SearchTree(G, S):
2 for (u, v) ∈ V (G)× V (G) do
3 if u < v ∧ (u, v) ̸∈ S then
4 S′ ← S \ ((N2

G(u) ∪N2
G(v))× V (G)) \ (V (G)× (N2

G(u) ∪N2
G(v));

5 SearchTree(contract(G, u, v), S′);
6 S ← S ∪ {(u, v), (v, u)};

Branching order. To guide the order in which we explore the search tree induced by our
branch and bound algorithm, we consider all possible contractions in a search tree node in a
given order. Namely, for u, v ∈ V , let ∆(u, v) = |((Nb(u)∆Nb(v))∪ (Nr(u)∪Nr(v))) \ {u, v}|.
Then we contract u1 and v1 before u2 and v2 if ∆(u1, v1) < ∆(u2, v2). We sort all pairs
using bucket sort, using one bucket for each k = ∆(u1, v1). This is faster than sorting all
pairs using standard sorting algorithms when k is small. We observed that our initial upper
bounds are small for most instances, so this improved the overall runtime of our algorithm.

Optimisations. We list further optimisations that we apply during the branch and bound
process.

If the current trigraph has at most 64 vertices then a vector of unsigned long long is used
to store the current adjacency lists (for red and black edges). If bit j for index i in this
data structure is one then this indicates the presence of an edge. This allows for faster
set operations on neighbourhoods of vertices.
At each search tree node, contract twins based on Reduction Rule 1. To find these twins,
we do not have to try all pairs of vertices, but only those that are in the neighbourhood
of contractions.
We use a global upper bound and local/global lower bounds to leave infeasible parts of
the search tree as early as possible.

4 Upper Bounds

We apply two heuristics that compute contraction sequences yielding us upper bounds. The
first, called Heuristic1, iteratively contracts two vertices u, v such that ∆(u, v) is minimal
among all pairs of vertices of the current graph. The second heuristic, called Heuristic2, uses
randomness and can be executed several times. Given the current graph and an upper bound
T , it contracts a random pair of vertices among all pairs u, v such that, after the contraction
of u and v, the red degree of the trigraph does not exceed T − 1. If Heuristic2 is able to find
a contraction sequence with twin-width less than T then this twin-width can be used as new
upper bound for the next iteration.

5 The Complete Algorithm

The complete algorithm consists of three phases: computing a lower bound, computing an
upper bound, and then using the branch and bound algorithm. It is run on each connected
component of the graph, and each phase is given a time limit as indicated below.
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Lower bound (15 minutes). A lower bound is computed based on the twin-width of induced
subgraphs of G. We start with |V | induced subgraphs, each containing one distinct vertex of
the graph. Then, for each graph Gi, we iteratively add a vertex v; v has to be connected to
Gi and v’s minimum symmetric difference of neighbourhoods (in G) with vertices in Gi is
maximal. After adding a vertex, the twin-width of the newly obtained induced subgraph is
computed, and the lower bound is updated.

Upper bound heuristics (5 minutes). Next, Heuristic1 is ran once, and Heuristic2 is called
multiple times in the remaining time. In a lot of instances, Heuristic2 is able to match the
lower bound. So we are done and do not have to go to the next stage of the algorithm.

Exact Branch and Bound (10 minutes). The remaining time the exact branch and bound
algorithm is applied to the input trigraph G. The upper bound obtained from the previous
algorithm is used to leave infeasible parts of the search tree early. If a contraction sequence
with twin-width matching the lower bound from the first phase is found, we report that
contraction sequence as the solution. Otherwise, if the twin-width is larger than that lower
bound, the complete search space (without infeasible parts due to the upper bound and
without symmetries) is explored to find the contraction sequence with the smallest twin-width.
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