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Abstract

The purpose of this review is to present a comprehensive overview of the theory
of ensemble Kalman—Bucy Itering for continuous-time, linear-Gaussian signal and
observation models. We present a system of equations that describe the ow of
individual particles and the ow of the sample covariance and the sample mean in
continuous-time ensemble Itering. We consider these equations and their characteris-
tics in a number of popular ensemble Kalman Itering variants. Given these equations,
we study their asymptotic convergence to the optimal Bayesian Iter. We also study in
detail some non-asymptotic time-uniform uctuation, stability, and contraction results
onthe sample covariance and sample mean (or sample error track). We focus on testable
signal/observation model conditions, and we accommodate fully unstable (latent) sig-
nal models. We discuss the relevance and importance of these results in characterising
the lIter’'s behaviour, e.g. it is signal tracking performance, and we contrast these
results with those in classical studies of stability in Kalman—Bucy Itering. We also
provide a novel (and negative) result proving that the bootstrap particle Iter cannot
track even the most basic unstable latent signal, in contrast with the ensemble Kalman
Iter (and the optimal lter). We provide intuition for how the main results extend

to nonlinear signal models and comment on their consequence on some typical Iter
behaviours seen in practice, e.g. catastrophic divergence.

KeywordsData assimilation Ensemble Kalman Itering Filter convergence
Particle Iters- Riccati diffusions Stability

B Adrian N. Bishop
adrian.bishop@uts.edu.au

1 CSIRO, Sydney, Australia
University of Technology Sydney (UTS), Ultimo, Australia

INRIA, Bordeaux Research Center, Talence, France

123



836 Mathematics of Control, Signals, and Systems (2023) 35:835-903

Contents
1 Introduction . . . . . . e 836
1.1 PUIPOSE. . . . 838
1.2 Overview of the main topics and literature. . . . . . . ... ... ... ... .. ..... 839
1.3 Aimsand contributions. . . . . . . . ... 843
1.4 Notation. . . . . . o 844
2 Kalman—Bucy ltering. . . . . . . . 845
3 Kalman—Bucy diffusion processes. . . . . . . . ... 849
4 Ensemble Kalman—Bucy Itering. . . . . . . . . . ... 851
4.1 Vanillaensemble Kalman—Bucy Iter. . . . . . ... . ... ... 851
4.2 'Deterministic’ ensemble Kalman-Bucy lter . . . . ... . ... ... ... .. ..... 852
4.3 Transport-inspired ensemble transport lter. . . . . . .. ... ... ... .. ... ... 852
4.4 Nonlinear ensemble lteringinpractice . . . . . . ... ... ... ... ... ...... 853
5 Theoryinthe linear-Gaussiansetting. . . . . . . . . . . . ... e 854
5.1 Fluctuation and contraction results for the Riccati diffusion . . . . . .. ... ... ... 858
5.1.1 Fluctuation properties of the Riccati diffusion . . . . ... ... ... ... .. .. 858
5.1.2 Contraction and long time properties of the Riccati diffusion. . . . . . ... ... 862
5.2 Contraction properties of exponential semigroups . . . . . . ... ... ... ... ... 863
5.3 Fluctuation and stability of the ensemble Kalman—-Bucy lter . . . . ... .. ... ... 868
6 Strong results in one-dimensional illustrative examples. . . . . . . ... ... ... .. .. 872
7 Regularisations and cOmpariSons. . . . . . . . . .. 880
7.1 Covariance regularisation:ination. . . . . . . ... .. .. Lo 880
7.2 Discretisationmatters . . . . . . . ... 883
7.3 Particle ltercomparisons . . . . . . . ... 884
8 Sometopicsfordiscussian. . . . . . .. L 890
8.1 Commentsontheresultspresented. . . . . . .. . . ... .. 890
8.2 Bridging the gap to nonlinear ensemble ltering. . . . . . ... ... ... ... ... .. 892
8.3 Otherrelated literature. . . . . . . . . . .. 894
8.4 Someopenproblems . . . ... 896
References . . . . . . . e 898

1 Introduction

Consider a time-invariant, continuous-time, signal and observation model of the form,

a(X ) dt + RY2dv;
h(X ) dt + RYZdw

dX¢
dYt

(1.1)

whereX { is the underlying signal (latent) proced§, is the observation signagy(-)
andh(-) are the signal and sensor model functions, ¥péndW; are continuous-
time Brownian motion (noise) signals. The Itering probles) 9] is concerned with
estimating some statistic(s) of the signal conditioned on the observations;,

0 s t.Forexample, one maywantto characterise fully the distributidtafiven

Yt, or one may seek some moments of this distribution. The conditional distribution
of X givenYs, 0 s tis called the (optimal, Bayesian) Itering distribution.
When the model functiorey(-), h(-) are linear, the exact (optimal, Bayesian) solution
to this problem is completely characterised by the rst two moments of the ltering
distribution and these moments are given by the celebrated Kalman—Bucy4,|t8, |

77).
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Apart from the most special of nonlinear models, there is in general no nite dimen-
sional optimal Iter [9, 12]. In practice, some lIter approximations are needed. For
example, one may consider a type of “extended” Kalman |#@tjased on linearisa-
tion of the nonlinear model and application of the classical Kalman—Bucy lter. This
method works well in suitably regular, and suf ciently close to linear problems. This
method does not handle well multiple modes in the true Itering distribution. So-called
Gaussian-sum lters are another Kalman- Iter-type/based approximation designed to
handle in some sense multiple modes in the Itering distributidn More recently,
there has been some focus on Monte Carlo integration methods for approximating
the optimal Bayesian Iter9, 47]. Such methods, termed particle lters or sequential
Monte Carlo Iters/methods36, 57, 63], have the advantage of not being subject to the
assumption of linearity or Gaussianity in the model. These particle lters are consistent
in the number of Monte Carlo samples, i.e. with in nite computational power these
methods converge to the optimal nonlinear Iter. However, typical particle ltering
algorithms exhibit high computational costs with approximation errors that grow (with
a xed sample size) with the signal/observation dimensidi’s118. These methods
are not scalable to the high-dimensional ltering or state estimation problems found
in the geosciences and other are; /8, 97, 121].

The ensemble Kalman—Bucy Iter (generally abbreviaaKF) [59, 60] is a type
of Monte Carlo sample approximation of a class of linear (in the observations) Iter
in the spirit of the Kalman lIter. TheenKF is a recursive algorithm for propagating
and updating the sample mean and sample covariance of an approximated Bayesian

Iter [ 60]. The Iter works via the evolution of a collection (i.e. an ensemble) of
samples (i.e. ensemble members, or particles) that each satis es a type of Kalman—
Bucy update equation, linear in the observations. In classical Kalman—Bucy lte¥ing [

16, 77], a gain function, that depends on the Iter error covariance, is used to weight a
predicted state estimate with the signal observations160€(). In theEnKF, the error
covariance in the gain functionis replaced by a type of sample covariance. The resultis
a system of interacting particles in the spirit of a mean- eld approximation of a certain
McKean-Vlasov-type diffusion equatio®3, 107. We may re ne this discussion

by giving the relevant equations for a most basic fornEaKF. Let (Vti , Wti , Xg)

withl i N+ 1be(N+ 1) independent copies ¢V;, W, X o). The most basic
ensemble Kalman lter, originally due to Evense39[ 59, 60], is de ned by,

dX{ = a(X/)dt + RY2dvi + RN RST dY, S h(x/)dt+ R'Zdw!

(1.2)
withl i N+ 1and the (particle) sample mean and the sample cross-covariance
de ning the so-called Kalman gain matrix given by,

1N+1I h 1N+1 . i“1N+1 i
Xei= i_lxt and P =N . X{ 8 Xt h(Xt)Sm i_lh(xt) (1.3)
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and we may also write the standard sample covariance,
Pi= = X/ S X X! 8§ X (1.4)

In this work, we study this most basic ensemble Kalman Iter as described above, and
also more sophisticated variants, including the method of Sakov and1Qkg that
exhibit less uctuation due to sampling noise. Readers familiar with the Kalman Iter
will recognise immediately some structural similarities as discussed above. However,
there is no evolution equation given above for the covariance as in the Kalman lter
(e.g. no Riccati-type matrix ow equation). Instead, we replace the relevant covariance
matrices with their sample-based counterparts.

Importantly, if the underlying model is linear and Gaussian, then the ltering distri-
bution is Gaussian, and tlKF propagates exactly the sample mean and covariance
of the optimal Bayesian Iter and is provably consistent. If the model is nonlin-
ear and/or non-Gaussian, then a standard implementation &nké& propagates
a sample-based estimate of the Itering mean and covariance (but not the true pos-
terior sample mean or covariance and with no results on consistency). In the context
of estimation theory, we may contrast the notion of a state estimator (or observer)
with the notion of a Bayesian Iter. The goal of the former is to design an observer
that tracks in some suitable (typically point-wise) sense the underlying signal and
perhaps provides some usable measure of uncertainty on this estimate. The goal of the
latter is to compute or approximate the true (Bayesian) lItering distribution (or some
related statistics). In the nonlinear setting, even with in nite computational power,
the EnKF methods do not converge to the optimal nonlinear Iter; and indeed their
limiting objects are not well understood in this setting. As discussed more technically
later, ensemble Kalman Iters are probably best viewed in practice as a type of (ran-
dom) sample-based state estimator for nonlinear signal/observation models. However,
in the special case of linear signal and observation models they are indeed provably
consistent approximations of the optimal Bayesian lter.

In practice, the ensemble Kalman Itering methodology is applied in high-
dimensional, nonlinear state-space models, e.g. 58e6[0] and the application
references listed later in this introduction. Empirically, this method has shown good
tracking performance in these applications, 8@ and the application references
listed later. This tracking behaviour of tlEnKF when applied to practical models
may be explainable by viewing tHenKF as a dynamic state estimator. The uctu-
ation, stability, and contraction properties of tBeKF studied in this article (albeit
mainly for linear-Gaussian models) may be viewed in this context also and provide
some insight into the state estimate tracking behaviour seen in practice.

1.1 Purpose
The purpose of this review is to present a comprehensive overview of the theory of

ensemble Kalman—Bucy Itering with an emphasis on rigorous results and behavioural
characterisations for linear-Gaussian signal/observation models. We present a system
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of equations that describe the ow of individual particles, the ow of the sample
covariance, and the ow of the sample mean in continuous-time ensemble ltering.
We consider these equations and their characteristics in a number of pBp#l&r
varieties. Given these equations study in detail some RBuctuation, stability, and error
contraction results for the various ensemble Kalman bltering equatitesdiscuss

the relevance and importance of these results in terms of characterisifgnitie
behaviour, and we contrast these results with those considered in classical studies of
stability in Kalman—Bucy ltering.

Classical studies of stability in (traditional, non-ensemble-type) Kalman—Bucy |-
tering are important because they rigorously establish the type of “tracking” properties
desired in a lItering or estimation problem; and they establish intuitive, testable,
model-based conditions (e.g. model observability) for achieving these convergence
properties. Classical results in Kalman—Bucy ltering also establish the (exponential)
convergence of the error covariance to a xed steady-state value computable from the
model parameters. See the revied@,[18] for detailed results in the classical context
and historical remarksThe results in this work seek to characterise in an analo-
gous manner the practical performance and behaviour of ensemble Kalman bltering,
and these results then provide guidance and intuition on the tracking, approxima-
tion error, and other properties of these practical methods. Notably, the stochastic
Ructuation properties of ensemble Kalman methods also need to be established; and
counterparts of this latter analysis do not arise at all in classical Kalman bltering anal-
ysesOur results are presented under testable, model-based assumptions. In particular,
we rely on the standard controllability assumption from classical Kalman Itering
theory; and, typically, a more restrictive (but testable) observability-type assumption
(i.e. linear fully observed processes, which imply classical observability).

1.2 Overview of the main topics and literature

In this subsection, we touch on the main topics and related literature as it pertains to the
EnKF. These topics include the uctuation, stability, and contractive properties of the
relevantEnKF stochastic equations. Later, toward the end of this article, we discuss
some of these topics in the context of Itering and state estimation more broadly, and
we touch on other related but somehow distinct results as they pertain Enkfe

more speci cally.

TheEnKFis a key numerical method for solving high-dimensional forecasting and
data assimilation problems; see, e89,[60]. In particular, applications have been
motivated by inference problems in ocean and atmosphere scief;eR0p, 104,

117, weather forecastingg| 6, 34, 70], environmental and ecological statistics [

75, as well as in oil reservoir simulation§1, 110, 129, and many others. This list

is by no means exhaustive, nor the cited articles fully representative of the respective
applications. We refer to (some of) the seminal methodology papebs-t 26, 34,

58, 65, 70, 71, 120, 125 136, 142 144. This long list is not exhaustive; see also the
books B0, 78, 97, 121] for more background, and the detailed chronological list of
references in Evensen'’s tex(].
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In continuous-time, we may broadly break down the clas&rd{F methods into
three distinct types; distinguished by the level of uctuation added via sampling noise
needed to ensure that tEKF sample mean and covariance are consistent in the
linear-Gaussian setting. The original form of tBeKF is the so-called vanill&nKF
of Evensen 34, 60], see also 94]; and this method exhibits the most uctuations
due to sampling of both signal and observation noises. The next class is the so-called
deterministicEnKF of Sakov and Okel[25, see also13, 120, which exhibits (con-
siderably) less uctuation. In the continuous-time linear-Gaussian setting, this class
is representative of the so-called square-t©0KF methods 95, 136 (which differ
somewhat in discrete-time, e.g. contrd2§| with [ 13€], see also95]). Finally, there
has been recent interest in so-called transport-insyiti€F methods 120, 132,
which apart from initialisation noise/randomisation are completely deterministic and
whose analysis in the linear model setting follows closely that of the classical Kalman—
Bucy lter, cf.[16]. These classes do not distinguish the totalitfoKF methodology
(especially in nonlinear or non-Gaussian models); which may further consist of so-
called covariance regularisation methods§9, 65, 71, 108, etc. However, in the
linear-Gaussian case, these three classes broadly capture the fundamentals.

As discussed later, the fully deterministic, transport-inspiEedKF method, see
[120, 132, is a rather special case in the linear-Gaussian setting and is not studied
in detail in this article where linear-Gaussian models are the focus. Nevertheless, we
point to [43, 44] for certain mean- eld consistency results, non-asymptotic uctuation
(e.g. nite sample size) results, and the long-time behaviour of this particular method
in the case of a nonlinear signal model and linear observations. We also touch on this
method brie y throughout; but when we refer to the gen@&makF we typically mean
the so-called vanilla34, 94] or deterministic 13, 125 methods (which will become
clear as the article progresses).

Convergence to a mean- eld limit, and large-sample asymptotics, of the discrete-
time EnKF was studied in 90, 93, 99, 106], in the sense of taking the number of
particles to in nity. The discrete-time square root form of theKF is accommo-
dated in PO, 93], and nonlinear state-space models are accommodatedfjinif
the continuous-time, linear-Gaussian, setting, the convergence (in sample size) of the
three broad classes &nKF to the true Kalman—Bucy Iter is more immediate and
follows from the sample mean and sample covariance evolution equatidi; 58[.

In this latter sense, we recover the fact that EmKF is a consistent approximation
of the optimal, Bayesian lIter (i.e. the classical Kalman—Bucy lter) in the linear-
Gaussian setting as discussed earlier. The mean- eld limit of vaBok&d methods

in the continuous-time, nonlinear model setting is studied 893, 99].

We remark in the nonlinear model setting (discrete or continuous-time)48ge |
93, 98, 99, 127, the mean- eld limiting equations (and distribution) are not easily
related to the optimal Iter. Moreover, in practice, one is typically interested in the
non-asymptotic (in terms of ensemble size) uctuation properties as well as the long
time/stability behaviour of the particle-type ltering approximations.

The uctuation analysis of th&nKF is studied in detail in the linear-Gaussian
setting in [L9, 21, 22]. In [22], a complete Taylor-type stochastic expansion of the
sample covariance is given at any order with bounded remainder terms and estimates.
Both non-asymptotic and asymptotic bias and variance estimates tenKiesample
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covariance and sample mean are given explicitlydd].[ These latter expansions
directly imply an almost sure strong form of a central limit-type result on the sample
covariance and sample mean at any time. The analysi2Zhi§ considered over

the entire path space of the matrix-valued Riccati stochastic differential equation that
describes the ow of the sample covariance. However, most of the non-asymptotic
time-uniform results inZ2] hold only when the underlying signal is stable. 8]

21], we consider the case in which the underlying signal may be unstable, and we
provide time-uniform, non-asymptotic moment estimates and time-uniform control
over the uctuation of the sample covariance and mean about their limiting Riccati
and Kalman—-Bucy ltering terms.

The emphasis ofime-uniformityon the moment bounds and on the uctuation
bounds on the sample mean and sample covariance (about the true optimal Bayesian
Itering mean and covariance) is important. If these bounds are allowed to grow in
time, e.g. typically in this analysis one can easily obtain bounds that grow exponen-
tially in time, then these bounds quickly become useless for any practical numerical
application; e.g. an exponent 200 may induce an exceedingly pessimistic bound
greater than the estimated number of particles of matter in the visible universe. We
remark also that our emphasis accommodating unstable (latent) signal modsls
important because time-uniform uctuation results in such cases (which are of real
practical importance) are signi cantly more dif cult to obtain under testable and real-
istic model assumptions (like the classical observability and controllability model
assumptions in the control and ltering literaturg [L6]).

In [53)], stability of theEnKFin continuous-time linear-Gaussian models is consid-
ered under the assumption that the underlying signal model is also stable. This latter
assumption is in contrast with classical Kalman—Bucy lter stability results, which
hold in the linear-Gaussian setting under the much weaker (and more natural) condi-
tion of signal detectability]6, 18, 139. The classical Kalman—Bucy lter is stable as
a result of the closed-loop stabilising properties of the so-called Kalman gain matrix,
which is closely connected to the ow of the Iter error covariance described by a
Riccati differential equation. ThEnKF analogue, in linear-Gaussian settings, is the
sample covariance, and its random uctuation properties (noted in the preceding para-
graph) are the main source of dif culty in establishing the closed-loop lIter stability
in those models in which the underlying signal itself is unstable.

In [137], the authors analyse the long-time behaviour of the (discrete-tmK}-
in a class of nonlinear systems, with nite ensemble size, using Foster-Lyapunov
techniques. Applying the results df37] to the basic linear-Gaussian ltering problem,
the analysis and assumptions13[] then also require stability of the underlying signal
model. In a traditional sense, the conditions needed &7][are hard to check, e.g.
as compared to the classical observability or controllability-type model conditions in
Kalman Itering analysis, but a range of examples are givenli®7. In [81], the
long-time behaviour of th&nKF is analysed in both discrete and continuous time
settings with similar conditions on the model asiB7], and which again if linearised
equates to a form of stability on the signal model.

We emphasise again that the type of analysiS#§1, 137] cannot handle unstable,
or transient, signal models; i.e. signals with sample paths with at least one coordinate
that may grow unbounded. In the context studiedB) 81, 137] dealing with stable or

123



842 Mathematics of Control, Signals, and Systems (2023) 35:835-903

bounded latent signal processes (e.g. the Lorenz-class of signal n®tjdi37), the
important question on the Iter stability or Itering error estimates relies on obtaining
meaningful quantitative uctuation constants decreasing with the number of ensemble
membersto achieve a desired performance. Of course, time uniformity of these bounds
follows trivially in this setting from the boundedness properties of the latent signal
process.

Covariance in ation is a mechanism used in practical methods to increase the
positive-de niteness of the sample covariance matrix and essentially amplify its effect
on the stabilisation properties of the Kalman gain matrix8i4,[time-uniformEnKF
error boundedness results follow under a true signal stability condition and given a
suf ciently large variance in ation regime. See alst(5 138 for related stability
analysis in the presence of adaptive covariance in ation and projection techniques.
In [19], in the continuous-time linear-Gaussian setting, the mechanism by which
covariance in ation acts to stabilise the ensemble lIter is exempli ed, see &4p [
Covariance localisation is studied rigorously #4#] in the case of the fully determin-
istic, transport inspired ensemble Itet20, 137.

In the continuous-time, and linear-Gaussian setting, the rst work to relax the
assumption of underlying signal stability for tlKF is in [19, 21, 22]. In those
articles, latent signals with sample paths that may grow unbounded (to in nity expo-
nentially fast) are accommodated. That work is based on both a uctuation analysis
of the sample covariance and the sample md&nd1, 22], followed by studies on
the long-time behaviour, e.g. stability properties, of both the sample covariance and
mean [L9, 21]. Time-uniform uctuation properties are given under a type of (strong)
signal observability condition. In this setting, time-uniformity of these results is non-
trivial. This assumption is in keeping with classical Kalman—Bucy ltering and Riccati
equation results and does not require any form of underlying signal stability. As the
authors of L37] note in their stability analysis, they use “few properties of the fore-
cast [predicted] covariance matrix other than positivity”. As noted 8Y], this lends
generality to their results, but conversely places the burden back on the signal model
assumptions (including those assumptions of true signal stability). Contrast this with
the workin [19, 21, 22] where emphasis is placed on the uctuation analysis of the sam-
ple covariance, with a primary aim of removing the stability assumptions needed on
the underlying signal model. The time-uniform uctuation and stochastic perturbation
contributions in L9, 21, 22] were discussed earlier. Given this uctuation analysis, the
stability of the Iter sample mean and sample covariance and their (time) asymptotic
properties are studied i1, 21, 22] without stability assumptions on the underly-
ing signal model. These results rigorously establish the type of “tracking” properties
desired by a Itering or estimation solution.

Although of lesser practical use in applications, strong results in the one-
dimensional setting are also derived R1i] that converge, e.g. in the limit with the
ensemble size, to those properties of the classical Kalman—Bucy Iter. For example,
we can recover the optimal exponential contraction and lter stability rates, etc. In
the multidimensional setting, the decay rates to equilibrium are not sharp, and the
stationary measures are not given in closed form.
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1.3 Aims and contributions

The main goal of this article is to: (1) present a novel formulation for ensemble ltering

in linear-Gaussian, continuous-time, systems that lends itself naturally to analysis; (2)
provide detailed uctuation analysis of the ensemble Kalman—Bucy ow, the sample
mean, and the stochastic Riccati equation describing the sample covariance; (3) study
the stability of the resulting stochastic Riccati differential equation that describes the
ow of the sample covariance; (4) study the stability of the continuous-time ensemble
Kalman—Bucy update equation that is coupled to this stochastic Riccati equation, and
which describes the ow of the sample mean (or the sample mean minus the true
signal, i.e. the sample error signal). This article is primarily a review of the literature
and results in these directions. The prime focal point of this review are the articles
[17, 19, 21, 22, 53], which focus heavily on the linear-Gaussian model setting. In
this review,an emphasis is placed on deriving time-uniform Ructuation, stability, and
contraction results under testable model conditions equivalent and/or closely related
to the classical observability and controllability-type model assumptions. Importantly,
we do not generally assume the true underlying signal is stable in this review.

Throughout this review, we contrast and discuss the presented results with the
broader literature on the rigorous mathematical behaviour of ensemble Kalman-type

Itering. For example, we nd easily that the sample covariance matrix in the broad
class ofEnKF methods considered is always under-biased when compared to the true
covariance matrix. This may motivate, from a pure uncertainty quanti cation view-
point, some form of covariance regularisati@ng9, 65, 71, 108. We provide detailed
analysis illustrating the effect of in ation regularisation on stability (similarly &a,[

105 139). As another example, we provide strong intuition for so-called catastrophic
Iter divergence (studied previously ir6f, 66, 82]) based on rigorous (heavy-tailed)
uctuation properties inherent to the relevant sample covariance matrices and their
invariant distributions. We contrast the so-called varileKF of [34, 60] with the
‘deterministic’ EnKF of Sakov and Okell25 in terms of their uctuation and sample
noise characteristics, and we show how this affects their respective sample behaviour
and stability properties.

As with classical (non-ensemble) Kalman ltering, the importance of the results
reviewed is in rigorously establishing the type of tracking and stability behaviour
desiredin ltering applications4, 9, 16, 47]. For example, our results imply conditions
under which the initial estimation errors are forgotten, and that the ow of the sample
mean convergesto the true Kalman Itering (conditional mean) state estimate (and thus
the signal) in the average. In the case oftfidF, there must be some emphasis placed
on the stochastic behaviour of the ensemble (Monte Carlo) mean and covariance in
order to establish Iter stability. We also provide the analogue of the error covariance

xed point in classical Kalman ltering #, 16]; whereby we state results that ensure
the sample covariance matrix converges to an invariant, steady-state, distribution. We
characterise the properties of this invariant distribution and relate this to the sample
behaviour of the ‘vanillaEnKF [34, 60] and the ‘deterministicEnKF [125].

We focus on the linear, continuous-in-time, Gaussian setting in this review and note
thatin this case the sample mean and sample covariance are consistent approximations
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of the optimal Bayesian Itering mean and covariance. We emphasise that even in
the linear-Gaussian case, the samples themselves are not in general independent. The
analysis eveninthe linear setting is highly technid&| L9, 21, 22, 53], and the results
presented in this case are aimed as a step in the progression to more applied results
and intuition in nonlinear model settings. There is some precedent for studying the
relative properties, behaviour, or performance of ensemble Kalman ltering rstly with
linear-Gaussian signal modeB9. For example, the seminal articld4] illustrated

that a perturbation of the observations in the ensemble Kalman Iter was necessary
to recover a consistent covariance limit (to the true Kalman lter for linear-Gaussian
systems); or to achieve the standard Monte Carlo error rate with a nite set of particles.
The analysis (and even derivation) of ensemble square root lters for linear-Gaussian
system models is standartJ3 126], etc. Convergence of the ensemble Kalman Iter

in inverse problems is studied ia27] in the linear setting. We discuss connections

and extensions of the results in this article to the nonlinear model setting toward the
end.

We also brie y contrast the approximation capabilities of particle Itering (sequen-
tial Monte Carlo) method<h[7, 63] with the EnKF. We give a revealing, and perhaps
surprising, simple result illustrating the complete failure of the bootstrap particle Iter
[63] to track unstable linear-Gaussian latent signals. Compared tnKEg, the uc-
tuation and stability of various particle Itering methods (e.g. &% 749, 55,113
1417]) is a rather mature topic. Nevertheless, time-uniform particle ltering estimates
rely on mixing-type, or certain contractive, conditions on the mutation transition which
do not hold in general in the case of unstable linear-Gaussian models. We contrast this
new (rather negative) particle Itering result with its (positive) counterpart for the
EnKF.

Note that the analysis and proofs V[ 19, 21, 22, 53], while motivated originally
by ensemble Kalman-type Itering methods, are largely presented as independent
technical results on certain general classes of matrix-valued Riccati diffusion equations
and associated linear stochastic differential equations with random coef cients. In this
review, we emphasise the work itif, 19, 21, 22, 53] via a series of results directly and
solely stated in the context of ensemble Kalman-type Itering. Throughout we relate
our results to the broader technical literature on ensemble Kalman Itering and we
emphasise the practical signi cance of these results, e.g. via the tracking property of
the Iter, its stability, or viatheir error uctuation or catastrophic divergence behaviour,
among other topics. We also contrast the behaviour of the various classes of continuous-
time EnKF methods.

1.4 Notation

We remark rstly that some care must be taken throughout to keep track of the font
stylings; e.g. upright vs. calligraphic vs. script, etc. There is typically a relationship
between like symbols appearing with different stylings.

Hatted terms - should be viewed as being indexed to the ensemble size
N 1,ie. -:=-N Time is indexed variously bg,t, u, [0, [ . We write
C,Cn, C,Cn, ,Cn (Q), Cn (z Q)...for some positive constants whose values may
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vary from result to result, and which only depend on the indexed/referenced param-
etersn, , z, Q, etc, as well as implicitly on the model parametéss H, R, Ry)
introduced later. Importantly, these constants do not depend on the time hignimon

on the number of ensemble particlés

LetMy be the setofd x d) real matriceswitld 1 andM g, 4, the set ofd; x dy)
real matrices. Le§y Mg be the subset of symmetric matrices, &igdandsg the
subsets of positive semi-de nite and de nite matrices, respectively. We wite B
whenAS B S;andA > BwhenAS B S). We denote by 0 andl the null
and identity matrices, forany 1.GivenR S := S) S S} we denote byRY 2
a (non-unique) symmetric square root Rf When R Sg, we choose the unique
symmetric square root. We writ& the transpose of, and Asym = (A+ A)/ 2 its
symmetric part. We denote by AH#) := max{Reg() : Spe¢A)} its spectral
abscissa. We also denote by(A) the trace. WherA Sy, we let 1(A)

d(A) denote the ordered eigenvalues A&f We equipMy with the spectral norm
A= A,= "1(AA)orthe FrobeniusnormA = A gop= Tr(AA).

Let u( A) denote a matrix logarithmic “norm” (which can ke0), see 131]. The
logarithmic norm is a tool to study the growth of solutions to ordinary differential
equations and the error growth in approximation methods. For any square Watrix
My, the logarithmic norm is the smallest element in the{ket R :  exp(At)
exp(ht), t O} where - isany matrix norm and the valyg A) may be considered
to be indexed to the matrix norm employed. For example, the (2-)logarithmic “norm”,
or spectral log-norm, is given by( A) =  1(Asym). We haveu(:)  Absq) in
general, but importantly we note that if Alfsc< 0, then there is a matrix norm
de ning a logarithmic norm such that( -) < 0, see 131, Theorem 5].

2 Kalman...Bucy “Itering
Consider a time-invariant linear-Gaussian ltering model of the following form,

dX: = AX:dt + RY2dv,

(2.1)
dY; = HXdt + R'Zdw

whereA Mg andH Ma,,d are the signal and sensor model matrices, respectively,
and R Sg and Ry Sgy are the respective signal and sensor noise covariance
matrices. The noise input% andW; ared anddy-dimensional Brownian motions,
andX g is and-dimensional Gaussian random variable (independef\;of\t)) with
meanE(X o) and covariancé 53 .

WeletYp= 0andYy = (Ys, s t)bethe -algebra generated by the observa-
tions. The conditional distribution; := Law (X ; | Y;) of the signal stateX ; given
Y; is Gaussian with a conditional mean and covariance given by

Xe:= E(X¢|Yy) and P:= E [X¢S XJ[Xt¢S X¢] | Ve -
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The mean and the covariance obey the Kalman—Bucy and the Riccati equations

AX dt+ P H RS (dY, § HX, dt) (2.2)
Ric(Py) (2.3)

d X
tP

with the Riccati drift function fron] into S de ned for anyQ  SJ by
Ric(Q) := AQ+ QA S QSQ+ R (2.4)
and with,
S:= H RMH (2.5)

Importantly, the covariance of the conditional distributionvl(é(w | Yt) in this case
does not depend on the observatidfaisThe errorZ; := (X; S X t) satis es
_ & S12 & pl/2
dz; = (AS P9 Zidt+ PPH R[™ “dW S RY“dV;

law

2 (AS P9z dt+ (RRSR+ RY2dB, (2.6)

whereB ; is some independentdimensional Brownian motion. Here, we make use
of a martingale representation theorem, €78, Theorem 4.2], see alsé4].

Let {(Q) := P: denote the ow of the matrix differential equatio2.8) with
Py=Q Sg. Let t(z Q) := Z; denote the ow of the stochastic errd2.g) with
Zo=z= (xSX) RYandP, = ¢(Q).Finally,wedenotethe ow ofthe Kalman—
Bucy update 2.2) with Xo = x  RY9 by ¢(x, Q) := X;. This notation allows us
to reference the ows {(z, Q), t(Q), t(x, Q) with respect to their initialisation at
t = 0 which is useful when we compare ows and study stability.

Throughout this section, we assume that RY 2) and(A, H) are controllable and
observable pairs in the sense that

H

“ HA
RY2 ARY2. .. ASIRVZ  and _ have rankd.  (2.7)

HAI’Sl

Note thatifR  Sj is positive de nite, which is quite common in Itering problems,
it follows that controllability holds trivially. We consider the observability and con-
trollability Gramiang O¢, G(0O)) and(G, O¢(C)) associated with the tripl¢A, R, S)
and de ned by

t < = = | S % =
Or =  eASsefSds and G(0):= 0Pt (1594 0 ROse™ (594 ds op?
0 0

G
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Given Q.7), for any nite > 0, there exists some nite parameters”®, ¢
(0), 2(© > Osuchthat

g§ C fand & O 2 (2.9)
§(0) C(0) £(0) and &(Q 0 (Q 2(0. (210

The parameter is often called the interval of observability-controllability, s&€]
These rank condition2(7) ensure the existence and the uniqueness of a positive
de nite xed-point matrix P solving the algebraic Riccati equation

Ric)P ):= AP + P ASP SP + R=0. (2.11)

Indeed, if @.7) holds, thenP S; and Abs¢AS P S) < 0. We may relax
the controllability assumption to just stabilisability, in which caBe Sg and
AbsqAS P S) < 0; see 87,91, 109 and the convergence results B8] 89]. Under
just a detectability condition, it follows tha® Sg and AbséAS P S) 0,
i.e.(AS P 9), is only marginally stable, and convergence to this solution is given
under mild additional conditions ir8p, 115, 117]. In [139], given only detectability,
the time-varying “closed loop” matri¢A S +(Q)S) is shown to be stabilising, even
when(AS P S)is only marginally stable.

In the context of ensemble Kalman—Bucy ltering considered later, we will require
the same controllability assumption as considered above, and a more restrictive
observability condition (that implies the classical observability/detectability discussed
above).

Foranys tandQ Sg , we de ne the state-transition matrix,

t

E«(Q: =exp (AS (Q) 9du tEst(Q)
(AS 4(Q)9Esi(Q)

(2.12)

Whens = 0, we often writeE(Q) instead ofEg((Q). The matrixE(Q) is the
fundamental matrix. We havg{(Q) = E(Q)Es(Q)SL. The following convergence
estimates follow from16, 18]: For anyQ, Q1, Q2 Sg and anyt 0, we have the
local contraction inequalities

E(Q c(l+ Q) E(P) and E(P ) = €&ASP 9 et
(2.13)

for some nite , ¢ > 0 and withP solving .11 and

E(Q)SE(Q)  ¢(QnQ2)e? ' Q8 Q (2.14)
123
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for some nite constant(Q1, Q2) > 0. In addition, there exists some parameter
> Osuchthatforang 0 and anyt > 0 we have the uniform estimates,

Ess+t(Q) ¢ E(P) (2.15)
Note it is desirable to relate the decayfs++(Q) to the decay at the xed point
E(P ) = €(ASP 9  ce !(since ad it is clear that we cannot do
better). Seel8] for an explicit Floquet-type expression Bf( Q) in terms of& (P ).
The convergence and stability properties of the Kalman—Bucy Iter and the

associated Riccati equation are directly related to the contraction properties of the
state-transition matriks {(Q). To get some intuition for this we note,

t
(2 Q) = Ei(Q) s(zQ+  En(Q( u(QS u(Q+ RY2dB,
(2.16)
and
t
(Q = Bi(Q SQE(Q + Bl QS (Q+ RE(Q) ds
(2.17)

foranys t.
From [16], for anyt > 0and anyQ Sg we have the uniform estimates

O (O + St st (Q) 05+ c(0). (2.18)
We also have
0 t(Q) P + e(AéP S)t(Qé P )e(AéP St (219)

The following stability result follows from16, 18]: For anyQ1, Q2 Sg and for any
t 0,

(Q)S «(Q2) c(l+ Q1%+ Q2% B((P )2 QSQ:
(2.20)

and recall the exponential contraction estimategP ) in(2.13. Similarly, using
(2.15, foranys 0and anyt > 0, we have

ss+t(Q1) S ss+t(Q2) ¢ EB(P)? QS (2.21)

Note that bothZ.20 and @.21) imply immediately that {(Q) ¢ P exponen-
tially fast for anyQ Sg; e.g. by lettingQz = P .
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Note that the uniform estimates with constants independent of the initial condition
stated throughout, involve some arbitrarily small, positive time parametehich
can be directly related to the notion of a so-called observability/controllability interval
introduced earlier; for further details on this topic, we referi6, 30]. Contrast, for
example, the stability result2.20 and @.21). The symbol is reserved for this
arbitrary small time parameter throughout the article.

Results (e.g. bounds and convergence results) on the ow of the inverse of the
solution of the Riccati equation are consideredlf][and are relevant for proving
results on the ow of the Riccati equation itself; e.g. upper bounds on the ow of the
inverse solution help to lower bound solutions of the Riccati ow. The ow of the
inverse Riccati solution may also be of interest on its own as it relates to the ow of
“information” (as the inverse of covariance).

Given the contraction properties & (Q), it is often said the “deterministic part”
of the Iter error Z; = (AS P, S) Z; is stable. From16], we can be more explicit
if desired, for example, forany  we have the uniform estimate,

sup E( t(z, Q)| Xo) cee t x3Xo (2.22)
Q

for some rate > 0 and some nite constant > 0. Moreover, the conditional
probability of the following event

“ €
2

(2Q  oQ) & xSxo+ L 2 4 T @29

given the state variabl¢ ¢ is greater than $ eS | for any 0.And,foranyt O,
721,22 RY, 01, Qo Sg and anyn 1 we have the almost sure local contraction
estimate

E  t(z1,Qu) év (22, Q2) Ir'|Xo% )
QL Q) e’ 182 + c(Qr,Q)e” ' 1+ x1SXo QS Q. (2.24)

with some rate > 0 and the nite constants(Q1, Q2), cn(Q1, Q2) > 0.

3 Kalman...Bucy di usion processes
For any probability measureonRY, we letP  denote the -covariance

P:= [SOISOI 3.1
with the identity function(x) := x and the column vectof f) := fd for some
measurable functiofi : RY  RY.

We now consider three different cases of a conditional nonlinear McKean-Vlasov-
type diffusion process,

(F1) dX; = AX(dt + RVZdVi+ P- H RSY dY{$ HX.dt+ RYZdw,
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(F2) dX; = AX(dt + RY2dV;+ P- H RSL dY $ H w dt
_ S1 & — 51 & Xe+ ()
(F9) dXi = AXdt+ RPSL X §7() dt+ P H RSL dvi8H L ar
(3.2)
where
T o= Law(X¢ | Yt) (3.3)

and thus, the diffusions i3(2) depend in some nonlinear fashion on the conditional law
of the diffusion processitself. In all three cagd4, Wi, Xo) are independent copies of
(Vi, W, X o). These diffusions are time-varying Ornstein—Uhlenbeck proce58gs [
and consequently; is Gaussian; see alsbf]. These Gaussian distributions have the
same conditional mean () and conditional covariande-, .

Proposition 3.1[16, 53] We have
Tpo= Law(Xe | Yr) = Law(X | Yr) = ¢ (3.4)

and X% := 7() = () and R = P-, = P where X and R correspond to the
KalmanbBucy blter update and Riccati equation@i8) and(2.3).

We may refer to this speci c clas8(2) of McKean—Vlasov-type diffusion as a
Kalman—-Bucy diffusion proces4§]. The casel1) corresponds to the limiting object
that is sampled in the continuous-time version of the ‘vanlaKF [60]; while (F2)
is the continuous-time limiting object that is sampled in the ‘determini&iKF of
[125], see also 120; and (3) is a fully deterministic transport-inspired equation
[120 132. Note that in this caseF3) the existence of the inverse BF, is given
by the positive-de niteness properties of the solution of the Riccati equatich 3 (

In the next section, we detail the Monte Carlo ensemble Iters derived from these

Kalman—Bucy diffusion processes.
Note we may de ne a generalised version of cdse)(by,

F3) dX; = AX;dt + RPSY X, § () dt
t t

~ . X - & -
+P- H R dY;SH %‘() dt + GPSt X $7() dt  (3.5)

for any skew symmetric matri@, = S G; that may also depend. This added tuning
parameter may be related to an optimality metric, when deriving this transport equation
from an optimal transport beginning. We may also write similar generalised versions
(F1) and 2 ) by addingGt P§t1 Xt S () to (F1) and F2); though practically

it likely makes little sense.
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4 Ensemble Kalman...Bucy “ltering

Ensemble Kalman—Bucy ItersEnhKF) coincide with the mean- eld particle inter-
pretation of the nonlinear diffusion processes de ned3re).

Let(V{, W], X )withl i N+ 1be(N+1)independentcopies 0¥, W, Xo).
Again, we consiger three different cases of Kalman—Bucy-type interacting diffusion
process,

(F1) dx! = AX{dt + RV2dVi + R H R>! dv,$ HX/dt+ R'Zdw]

. . ‘ ) ] |
(F2) dX{ = Ax/dt + RY2dv{+ P H RP? dY;SH X+ X
_ _ o V |
(F3) axi = Ax{dt+ RRS x[$x dt+ RH RS dvisH ZO T at
(4.1)
with1l i N+ 1and the rescaled (particle) sample mean and covariance
N+ 1 N1
1 1 |
_ N_ N |
- - i Xg = X{ = X! and
A O T O T
=1 i=1
N+ 1
— pN
o= RT= — P, (4.2)

In caseqF1) and(F2), we haveN 1, and in cas€F3), we requireN  d for the
almost sure invertibility ofP; (although in cas€F3) one may substitute a pseudo-
inverse ofP; without changing the mathematical analysis). The scaling factor on the
sample covariance ensures unbiasedness. A sampled version ¢F8gsmay also
be derived in the same way.

The lters of (4.1) are mean- eld approximations of those i8.9). In (4.1), we
see the utility of the Kalman—Bucy Iter formulation ir8(2). In particular, in 4.1)
we have eliminated the classical Riccati matrix differential equation completely and
replaced it with an ensemble of (interacting) particle ows and the computation of a
sample covariance matrix from this ensemble. The sample mean and covariance of
(4.2) can also be used for inference or decision making, etc.

4.1 Vanilla ensemble Kalman—Bucy filter

The vanillaEnKF, denoted by ENKEF, is associated with the rst cag€1) of nonlin-
ear proces¥; in (3.2) and is de ned by the Kalman—Bucy-type interacting diffusion
procesgF1) in (4.1). We then have the following key result.

Proposition 4.1[53] LetN 1. The stochastic Row of the sample mean satisbes,

law

dX; = ASPS X dt+ P H RfldYt+ R+ PSP Y?dB,

(4.3)

123

N+

[



852 Mathematics of Control, Signals, and Systems (2023) 35:835-903

whereB; is an independent d-dimensional Brownian motion.
The sample covariance evolves according to a so-called matrix-valued Riccati
diffusion process of the form,

2
dpP, '2 Rico(Py) dt + = PY2dM; R+ PSP Y2 (4.4)

sym

whereM ¢ is a(d x d)-matrix with independent Brownian entries (also independent
of Bt)

We see that for the vanillBnKF, the convergence oX Xt and P P as
N follows immediately. This result follows via the martingale representation
theorem, e.g. Theorem 4.2 inq], see also%4)].

4.2 ‘Deterministic’ ensemble Kalman—Bucy filter

The ‘deterministic’EnKF, denotedDENKEF is associated with the second c#6@2)

of nonlinear procesX; in (3.2) and is de ned by the Kalman—Bucy-type interacting
diffusion procesqF2) in (4.1). This ‘deterministic’ epithet in th®EnKF follows
because the update ‘part’ of the particle ow is deterministic and does not rely on
the stochastic perturbations Wt' appearing in th& EnKF. This name and idea was
taken from [L25; see also13, 120 and [95, 136. We have the following key result.

Proposition 4.2[19, 21] LetN 1. The stochastic Bow of the sample mean satisbes,

——— RY24B, (4.5)

dX, 2 AS RS Xdt+ RH RdY, +
N+ 1

whereB; is an independent d-dimensional Brownian motion.
The sample covariance evolves according to a so-called matrix-valued Riccati
diffusion process of the form,

2
dpP '2 Rico(Py) dt + = PY2dM ( RV2 (4.6)

sym

whereM  is a(d x d)-matrix with independent Brownian entries (also independent
of Bt)

Again, for theDENnKEF, the convergence oX; X and P; P asN
follows immediately. Note the simpli ed diffusion weighting(s) in the case of the
DENKEF, as compared to théEnKF,

4.3 Transport-inspired ensemble transport filter
The fully deterministic ensemble transport t&ENTFis associated with the third

case(F3), de ned by the Kalman—-Bucy-type interacting diffusion proc€gs8) in
(4.2). In this case, we have the special result.
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Proposition 4.3[120, 132 LetN 1. The Bow of sample mean is given by,

dX;= AS RS Xcdt+ R H RMMY,, Xo:= X 4.7)

The sample covariance evolves according to the deterministic Riccati equation,

N+ 1
dP; = Ricq P) dt, Po =

P, (4.8)

Note that the particle meaX; and the particle covariandg associated with the
particle interpretation(F3) discussed in4.1) satisfy exactly the equations of the
Kalman—Bucy lter with the associated deterministic Riccati equation.

The “randomness” in this case only comes from the initial conditions. The stability
analysis of this class dEnTFmodel resumes to the one of the Kalman—Bucy lIter
and the associated Riccati equation. Thus, the results, e.8.20,((2.22, (2.23
and @.24) hold immediately; see alsd §] in the linear-Gaussian setting. 143, 44),
this Iter is analysed in the case of a nonlinear signal, but fully observed (linear
observation) model. The uctuation analysis in this case can also be developed easily
by combining certain stability results w.r.t. the initial state (de8)[with conventional
sample estimates based on independent copies of the initial states (se23|day. [
estimates associated with classical sample covariance estimates). Consequently, we
do not consider this class of model going forward, but recomm&&dp, 44].

WhenN is small compared td, the inverse of the sample covariance de ning the
DENTFisill-posed and this is likely a limiting factor in the applicability of this method
in high-dimensional applications with stochastic state evolutions. With non-Gaussian
signal noise, one may also prefer the stochastic perturbation methodDictier

4.4 Nonlinear ensemble filtering in practice

Inpractice, the ensemble Kalman Itering methodology is applied in high-dimensional,
nonlinear state-space models, e.g. &e60] and the application references listed in
the introduction.

It is rather straightforward to extend the algorithmic particle methodd.if) (o
nonlinear systems as we now outline. Consider a time-invariant nonlinear diffusion
model of the form,

dX ¢
dYi

a(X ) dt + RY2dv;

4.9
h(X ) dt + RYZdw (*9)

wherea: R  RY9andh:RY  RY are the nonlinear signal and sensor model
functions of some suf cient regularity.
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Let(Vi, W], X)with1 i N+ 1be(N+ 1)independentcopies 0¥, W, X o).
We consider the threenKF variants as before and de ne the ow of particles by,

(NF1) dx{ =aX)dt + RYZ2avi + p" ngl dve S h(X{)dt+ Rifzdwti

< hX{)+ hy
2

(NF)  dx{ = a(x{)dt + RY2dv] + RN RST dv, 3 dt
- . & . = i
(NF3)  dx{ = ax))dt + RPSY x| & X; dt+ PNRSL dv, % M;ht) dt
(4.10)
with 1 i N+ 1 and the (particle) sample meaq and sample covariandg

de ned as usual, e.g. sed.p), and with the observation function sample mean and
sample cross-covariance de ned as,

N+ 1 ) N+ 1
h(X/) and P":=
i=1 i=1

1

h = X{ S X¢ h(X})S ht

Zlr

(4.11)

The mean- eld limit of these interacting nonlinear conditional particle diffusion
systems 4.10 is studied in #3, 93]. The (conditional) law of these mean eld
McKean—Vlasov diffusions may even be given in terms of a Kushner/Fokker-Planck-
type partial differential equation, e.g. s&d[93]. However, if the mean- eld limitin
this nonlinear setting is denoted by, s&y, then it is certainly true that,

LaW(Xt | Yt) = LaW(Xt | Y[) =0t (4.12)

inthe nonlinear model setting. Said differently, even with in nite computational power,
the EnKF methods as applied in this nonlinear model setting do not converge to the
optimal nonlinear Bayes Iter. As noted earlier, and again later, En&F in this
nonlinear model setting is probably best viewed in practice as a type of (random)
sample-based (point-valued) state estimator or a stochastic observer. In general, it
should not be seen as an approximation of the optimal Bayesian lter.

We discuss connections and extensions of our results to the nonlinear model setting,
including different instances of tHenKF in these settings, in a later section (at the
end of this article).

5 Theory in the linear-Gaussian setting
Going forward, we consider only théEnKF (case F1)) and DEnKF (case F2))
since as noted the theory of tBENTFin the linear-Gaussian setting reverts to that

of the standard Kalman—Bucy lter as detailed &6]. The parameter { 0O, 1} will
distinguish the two cases € 1in casefl),and = 0in case2)) throughout.
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We may unify the analysis via the following representation,

3 : 1

dX; = (AS S X¢ dt+ P H R dY + — Y2(p) dBq (5.1)
2

dP, = Ricg(P) dt+ — PY2dM{ Y2(p) (5.2)
N sym

with the mapping,

1 incaséF1)

(Q):= R+ QSQ with 0 incaséF2) (5.3)
Let Z; := (Xt S Xt) and observe that
dZ; = (AS RS Zidt+ P H ROY2dw § RV2dv; + % V2(py) dBy
W (A8 P zZidt+ Y2(P)dB, (5.4)
for some independeit-dimensional Wiener process; and with,
1
- 1T NT1 (©.5)
Note we often refer to the owg; or Z; as error ows.
We also underline that
ZtSZi = (X¢SX)S (Xt SXy) = XS Xy (5.6)

so that the difference between the noisy error @dwand the classical Kalman—Bucy
error ow Z; is equal to the difference between theKF (sample mean) state estimate
and the classical Kalman—Bucy state estimate.

Let ((Q) := P denote the ow of the Riccati diffusion equation iB.g) with
Py=Q Sg. Let i(z Q) := Z; denote the ow of the stochastic errds.4) with
Zo=z= (xS Xg) RYandP = (Q).Finally, we denote the ow of the sample
mean in 6.1) with Xo = x RYI by (x, Q) := X;.

We underline further that the difference between two error ows satis es,

(z1, Q1) S (22, Q2) = (x1, Q1) S (X2, Q2) (5.7)

and is thus equal to the difference between the two corresponding sample means
(with compatible starting points). Studying the difference between two error ows
( t(z1, Q1) S (22, Q2)) subsumes the study of something likei(x1, Q1) S

t(x2, Q2)) which is the difference between tlsKF (sample mean) state estimate
and the classical Kalman—Bucy state estimate (with different initial conditions).
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Foranys tandQ SJ, we de ne the stochastic state-transition matrix,

t

Est(Q): = exp AS (QS du tEst(Q)

S

AS u(Q)S Esi(Q) (5.8)

As with the classical Kalman—Bucy lter, e.g. seé&16) and @.17), the convergence
and stability properties of the ensemble Kalman—Bucy Iter and the associated Riccati
diffusion equation are directly related to the contraction properties of the stochastic
state-transition matriks + (Q). For example, the ow of the stochastic error equation
(5.4 is given by,

t
(2 Q) = Et(Q) s(zQ+ En(Q Y y(Q)dBy (5.9

and the stochastic ow of the matrix Riccati diffusioB.p) is given implicitly by

t
t(Q) = Est(Q) s(QE(Q) +  Eit(Q) 1( u(Q)) Eur(Q) du

t

E(Q JAQdMy VEW(Q) | Eu(Q)
(5.10)

+

ZI| ™

S

foranys t. We denote by ; the Markov semigroup of ;{(Q) de ned for any
bounded measurable functiéhon Sy and anyQ Sg with the property that,

t(F)(Q):= E F( «(Q)) = t(Q. dP) F(P) (5.11)

WhenQ is random with distribution( d Q) on Sg , by Fubini’'s theorem we have,

( O(F): = (dQ) «(F)(Q):= E F( «(Q))
= (dQ) «(Q,dP) F(P) (5.12)
This yields the formula
( )dP)= (dQ (Q,dP) (5.13)

for the distribution of {(Q) onSj.
We then have the rst result concerning the quadratic, matrix-valued, Riccati dif-
fusion processH.10.
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Theorem 5.1ForanyN 1, the Riccati diffusion§.10 has a unique weak solution on
SJ.ForN  d+ 1, there exists a unique strong solutiongji. Moreover, ((Q, dP)

is a strongly Feller and irreducible semigroup with a unique invariant probability
measure  on Sa' . This measure admits a positive density with respect to the natural
Lebesgue measure &.

Given the existence of a solution to the Riccati diffusibrg); it follows a solution
for X; in (5.1) or a solutionZ; in (5.4) exists and is unique. This result is proven in
[19, Theorem 2.1].

Once the problem of existence and uniqueness is tackled, one major problem in this
equation is the behaviour at in nity: existence of a stationary measure and speed of
convergence towards this stationary measure or even distance between two solutions
starting at different points.

We will make wide use of the following two assumptions in the remainder of this
article.

Assumption OThe matrixS := H RlélH is strictly positive-de nite, i.e.S Sg.
This is a strong form of observability, and it implies classical observability as de ned

in (2.7).
Assumption CThe pair(A, RY2) is controllable, as de ned in 7).

Under both Assumptior® andC, it follows that P Sg and Abs¢AS P 9) <
0, see the earlier discussion on this topic. We may relax the controllability Assump-
tion C to just stabilisability. We discuss Assumpti@more later as it (re-)appears
throughout our presentation and is more restrictive than the classical observabil-
ity/detectability assumptions in classical Kalman Itering (noting again it implies
observability/detectability).

We emphasise the following:

Suppose Assumptior@®@andC hold. Then, there exists some logarithmic norm,
which we denote bya( ) : Mg R, with the property thaii{ AS P S) < 0.

Proof of this statement follows from the fact that Ab8S P S) < 0 under just
detectability and stabilisability model conditions, and then, an applicatiod 31 |
Theorem 5]. The logarithmic norii -) is not necessarily unique, but any particular
chosen logarithmic norr( -) is indexed to the model parametdid, H, R, Ry).

We use the notatiofi( -) to distinguish the log-norms for whigif AS P S) < 0
whenever AbsgA S P S) < 0 holds, or more speci cally throughout this work
whenever Assumptiorn® andC hold.

In prior work [17, 19, 21, 22, 53] and even the rst draft of this article, we state
certainresultsinterms g AS P S), and under the assumptipAS P S) < 0; for
some, but we do not care which, logarithmic nqrr). We knew of course that certain
observability and controllability model conditions ensured A¥s& P S) < 0.
However, it was unclear that negativity of the spectral abscissa translated in general
top( AS P S) < 0 for some version of the logarithmic norm. Thus, in many results
we start with the assumption( AS P S) < 0 in prior work [17, 19, 21, 22, 53]
and claimed somewhat informally that this amounts to asking for a strong form of
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Table 1 Table of ow notations

True ow Approximated ow Description
t t Flow of the Kalman state estimate (the true conditional
mean) R.2); and the sample meab.(Q)
t t Flow of the Kalman state estimate error covariance, i.e. the

Riccati differential equation3); and the sample
covariance.2)

t t Flow of the Kalman state erro2(6); and the sample error
(5.9
Es,t Est The state transition matrix2(12); and the stochastic,

approximated, state transition matrix )
N.A t The Markov transition kernel fort onsg

observability and controllability (given its similarity to Absa S P S) < 0, but
without actually giving testable model conditions). Owingt8], Theorem 5], we can

begin results simply with some form of observability and controllability assumption
(typically we need the stronger observability Assumptyifior different reasons) and

state results in terms of the special class of logarithmic npdsS P S) < 0; which

we know is negative because AlpgcS P S) < 0. This is a signi cant relaxation

of the conditions precedent in many of the subsequent results and places these results
back in the testable and relatable context of classical controllability and observability
assumptions.

In Table 1, we denote the relevant ows and notation of interest going for-
ward. This notation allows us to relate (for example) the ow of the approximation
relative to the true object with respect to their initial conditions, e.g. uctuation-
type results: {(x, Q) S (x, Q); or (for example) the ow of two approximated
objects with respect to different initial positions, e.g. stability/contraction-type results:

(21, Q1) S t(z2, Q2).

In Fig.1, we plot the ow of some of the subsequent sections and the main results.
The presentation ordering is given mostly in terms of the dependencies and natural
progression of the derivations. We discuss brie y the dependencies and reasoning as
we progress.

5.1 Fluctuation and contraction results for the Riccati diffusion
5.1.1 Fluctuation properties of the Riccati diffusion
In this section, we consider the uctuation of(Q) about {(Q) and of {(z, Q)
about {(z, Q).
The uctuation properties and moment boundedness properties (@) and

t(z, Q) depend naturally on the size on the uctuation as determineld.by
Typically, we will write either of the following expressions in stating our results,

N issuf cientlylarge or N 1 (5.14)
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¢,

. —~
Existence results on ¢ ,

Theorem 5.1 \ 4

—~
Fluctuation results on ¢ ,

Theorems 5.2, 5.3, and 5.4

—
Contraction results on IT,

Theorem. 5.5 v

Contraction results on & ,

Theorems 5.6, 5.7, and 5.8

—~
vy

A4

Fluctuation results on ',

Theorems 5.9 and 5.10

A4

Contraction results on f//\,

Theorems 5.11, 5.12 and 5.13

Strong results and illustrative examples in the scalar case

—~ ~
For example: Contraction results on ¢ , and calculation of the invariant measure for IT,

Fig. 1 Flowchart of the general result and topics in this article. Although detailed proof in most cases is not
given, the arrows and top-down direction in the owchart depict both the presentation of the results in this
article, and the dependency in terms of the proof and derivation of the results

In case F1) with = 1, there is often a minimum threshold dhneeded to prove
the results. In casd~(Q), this lower threshold ofN may be large. In casd-2) with

= 0, these same results typically hold, but moreover, we can often re ne the relevant
results and at the same time relax the conditiondNpoften needing jusN 1.
This is a signi cant analytical advantage of tREnKF over theVENKFE In some
cases, this advantage is practically realised and provable (and not just a by-product of
analysis methods). For example, we will show later that some moments\dEtiieF
sample covariance in one-dimension provably do not exist in the steady-state without
a suf cient number of particles, whereas in tB&nKFthese moments always exist
with N 1. In some cases, the results stated in this work are only known for the
DENKEF If we do not specify a particular case, or a value fo 0, 1}, then the stated
results may be assumed to hold for both ¥enKFand theDEnKE
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We start with the following under-bias estimate on the sample covariance which
holds for both the/EnKFand theDEnKFE

Theorem5.2For any t 0, any Q 88, and anyN 1, we have the uniform
under-bias estimate,

E «(Q t(Q c(d+ Q)I (5.15)
for a Pnite constant & 0 that does not depend on the time horizon.

We may re ne this under-bias result as is donelf][ For example, if we assume
further thatS Sg, i.e. under Assumptio®, then for anyt 0 we also have the
re ned bias estimates,

0 (QSE (Q Q) (516)

whenN is suf ciently large in caseK1), = 1;orforanyN 1lincasek2), = 0.
The proof of this re nement, and details on the const#), is in [19, Theorem 2.3]
and in R2].

We will see subsequently that Assumption.e. the conditiors Sg , ensures that
foranyn 1, then-th moments of the trace of the sample covariance are uniformly
bounded w.r.t. the time horizon (with a suf cient number of particles) even vihen
matrix A is unstable

The next theorem concerns these time-uniform moment estimates on the stochastic
Riccati ow in (4.4), i.e. on the ow of the sample covariance matrix.

Theorem 5.3Suppose Assumptigd holds. Foranyn 1,t 0,any Q Sg, and
anyN sufbciently large, we have the uniform estimate,

v
E Q""" &+ Q) (5.17)
Furthermore, for any time horizont > 0 we also have the uniform estimates
E (""" o (5.18)

In addition, in casef2), foranyN 1,anyn 1,Q Sg,t Oandanys > 0
we have the rebPned estimates,

E «(Q"Y" cu+ Q) 1+ andE  (Q "Y" ¢ 1+

dl=]
dli=]

(5.19)

The proof of this result is provided i, Theorem 2.2] where a precise description
of the ( nite) parametersy, ¢y, , C, ¢ > Oisalsoprovided. The rstestimate i6.(L7)
also holds without Assumptio®, and even ifS= 0, when Abs¢A) < 0. The proof
of this Theorem is based on a reductiondndj to a scalar Riccati diffusion, a novel
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representation of ite-th powers, and a comparison of its moments to a judiciously
designed deterministic scalar Riccati equation. We discuss this proof later, but this
scalar reduction necessitates the conditon Sy, i.e. AssumptiorD. The proof is
conservative by nature (due to the scalar reduction and comparison).

Now, we turn to quantifying the uctuations of the matrix Riccati diffusions around
their limiting (deterministic) values as found whiriends to . Thatis, we quantify
the uctuation of theEnKF sample covariance about the limiting covariance of the
classical Kalman—Bucy lter.

Theorem 5.4Suppose Assumptiégd holds. Foranyn 1,t 0, any Q Sg, and
anyN sufpciently large we have the uniform estimates,

n]Jn

E «(Q3 (Q cniﬁ(l+ Q7 (5.20)

Incase E2), foranyN 1,anyn 1,t O0,andanyQ Sg, we have

5
(5.21)

=1

E (Q§ (@Y ciN(1+ Q% 1+

The estimates in Theoref4do not depend o® Sg whent forany > 0O
and withcy, c replaced withe,, , ¢ ; e.g. similarly to 6.18) in Theoremb.3.

The proof of the preceding Theorem is providedi8,[Theorem 2.3] and in22)].
The proof follows from a second-order expansion of the stochastic evabout
the deterministic ow ¢ and then an appropriate bounding of the rst- and second-
order stochastic terms. More generally,22]we consider a Taylor-type perturbation
expansion of the form,

Nék/Z K 1
(= i+ o () 4 op M (5.22)
1 k<n

foranyn 1, and a stochastic owt(k) whose values do not depend on the ensemble
sizeN, and a stochastic remainder terrﬁ‘). Odd order stochastic termék), with k

odd, are zero mean (i.e. centred). This representation allows 28 ito[present sharp
and non-asymptotic expansions of the matrix moments of the matrix Riccati diffusion
with respect ta\.

In [22], we provide uniform estimates of the stochastic 0\:9() w.r.t. the time
horizoneven when the matrix A is unstablehese estimates are stronger than the
conventional functional central limit theorems for stochastic processes. For example,
these results imply the almost sure central limit theorem on the sample covariance,

N (S ¢ S ¢ (5.23)

Bias and variance estimates based on the expansi2g @re also given ing2]. See
also in particular 22, Section 1.3] for detailed exposition of this functional central
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limit theorem and the bias and variance estimates. In the scalar case, we explore this
expansion%.22 up to second-order in detail in a later section to illustrate this form.
The under bias resul6(15 holds with anyN 1 in both theVEnKF of case
(F1), and in theDEnKFof case F2). This under-bias is a motivation for so-called
sample covariance regularisation in practice; e.g. so-called sample covariance in ation
or localisation methods/[ 59, 65, 71, 108. Later, we discuss the effects of in ation
in particular.
As with the deterministic Riccati equation, we may bound the moments of the
inverse of the stochastic Riccati ow (Q) under stronger conditions on the number
of particlesN required; e.g. sed.p)]. It follows that with Q Sg and with additional
conditions onN, that fort > 0 there exists a uniform positive de nite lower
bound onE[ (Q)].
A number of basic corollaries follow the proofs ihg, 22]; for instance, we have
the monotone property,

S Q1 Q E «(Q) E «(Q2) (5.24)

and, for anyQ Sg, the xed upper bound,

E «(Q P +E&(P )QSP )E(P ) (5.25)

These estimates hold foraNy 1 without any additional assumptions, asin Theorem
5.2

Several spectral estimates can be deduced from the estindat€s (5.20 and
(5.21). For example, in caséR), with = 0andN 1 then combining%.21) with
then-version of the Hoffman-Wielandt inequality we have the uniform estimate,

spE i (Q S (@) "V

sup e(Q) iﬁ (5.26)

Finally, it is worth noting brie y that all moment boundedness and uctuation
results stated in this section hold with ady 1 and without further assumptions, if
one replaces the constanig,, € , ¢y (Q), ... with functions that now depend on (and
grow with) the time horizot 0. However, if these bounds depend exponentially
on time (as is quite typical in analysis), an exponent of the forir) > 200 induces
an exceedingly pessimistic estimate larger than the estimated number of elementary
particles of matter in the visible universe. In this sense, non-time-uniform bounds of
this form are clearly impractical from a numerical user-case perspective.

5.1.2 Contraction and long time properties of the Riccati diffusion
With Q Sg ,weset( Q) = Qo+ Qél 2 and we consider the collection of
-norms on the set of probability measureg 2 on Sg, indexed by > 0, and
de ned by,
1S 2, = supl (F)S 2F)| (5.27)
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In the above display, the supremum is taken over all measurable furfetmmSy
such that

F = sup& 1 (5.28)

Q5§1+ (Q)

It is known that the deterministic Riccati equation that describes the ow of the
covariance matrix in classical Kalman—-Bucy Itering tends to a xed pdit for
any initial point Q Sg when the (time-invariant) modeR (1) is detectable and
stabilisable; e.g. se@ 20 and [L6]. The next result is the analogue of this idea in the
EnKF setting and describes the stability of the ow of the sample covariance.

Theorem 5.5Assume _the Ructuation parametdris sufpciently large such that
E[ «(Q)] andE[ Q)] are uniformly bounded (e.g. as in Theoréns for
bounds orE[ {(Q)]). Then, there exists some Pnite constants ¢ > 0 such that
foranyt Oand probability measures;, 2on Sg , we have the -norm contraction
inequality

1 1S 2 ¢ i c eS t 8, , (5.29)
Of course, setting » = where is the unique invariant probability measure
described in Theorerd.1limplies that for any initial probability measur@ on

Sg we have that { (Q) tends to be distributed according to . The proof of the above
theorem is provided in19, Theorem 2.4] and is based on matrix-valued Lyapunov
and minorisation conditions (choosing the Lyapunov candidéte).

For one-dimensional models, the articBL] provides explicit analytical expres-
sions for the reversible measureRfin terms of the model parameters. As expected,
heavy tailed reversible measures arise when 1, and weighted Gaussian distri-
butions when = 0. The article 21] also provides sharp exponential decay rates to
equilibrium, in the sense that the decay rates tend to those of the limiting deterministic
Riccati equation whehl tends to

In a later section, we explore the one-dimensional case in more detail and explicitly
examine the invariant measures in each model 0, 1}. The contrast between the
steady-state invariant measures in each casd 0, 1} provides some insight into
various phenomenon seen in practice we believe, e.g. so-called catastrophic diver-
gence, and uctuations of the sample covariance, etc. We also state thelsgroyye
contraction of ¢(Q) in both casesK1) and F2).

5.2 Contraction properties of exponential semigroups

Recall that the stability properties of the determinishicH ) semigroup<£s +(Q)
associated with the classical Kalman—Bucy lter are rather well understood, e.g. see
(2.13, (2.195,and .14 and also 16, 18]. We emphasise that in the deterministic case,
stability of the matrix-valued Riccati differential equation, e.g. as2i2@, follows

from the contraction properties & (Q) in (2.13; see [L6, 18] for the derivation.
Some intuition for this follows from the implicit form for the solution i2.L7).
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Similarly, in classical Kalman—Bucy lIter, the stability properties of the error ow
(2.6) are related to the contraction properties of the state-transition ni&t{XQ).
Again, the intuition follows from the solution form ir2(16). The stability properties
of the classical Kalman—Bucy error ow are given in, e.8.22 and @.24); see [L§].

We come now to the contractive propertieskgfi(Q) de ned in (5.8). The sta-
bility of Est(Q) will naturally play a role in the derivation of contraction results on,
e.g. the sample error ow {(z, Q), see 6.9). Indeed, we also require stability of
Es,t(Q) to derive uctuation results on the sample error ow(z, Q). Note we did
not need stability of the exponential semigroup to derive uctuation results on the
sample covariancey(z, Q) earlier.

Firstly, we remark that ifS Sg, then up to a change of basis we can always
assumethas= |.Then, foranys,t [ 0, [ weimmediately have the rather crude
almost sure estimate

H(A) <0 Es+t(Q , €S (0 (530

for any logarithmic norm. Note again that if Ag) < 0, thenp (A) < 0 for
some log-norm. In any case, in general, askingAoto be stable is a very strong
and restrictive condition. We typically seek contraction result&QitQ) that accom-
modate arbitraryA My matrices; in particular, we seek to accommodate unstable
signal matriceg\, i.e. matrices with (some) non-negative eigenvalues. To this end, x
Q Sg and consider the processde ned by

A:t [0 ] Ai:= AS {(Q)S (5.31)

We write A for the analogous process driven by(Q), i.e. withN =, which we
know under just detectability conditions is a time-varying stabilising matrix process
[139.

We seek to characterise, in a useful manner, the uctuation of the stochastic process
A aboutA, with the hope that the contractive propertiefgf can then be in some
sense related to the established contractive propertigs;of

For example, given Assumptiddand = 0, combining 5.19 (5.21) and .15
with Krause’s inequality§6] for anynd 1, we have the uniform uctuation esti-
mate,

nd Y(nd)

1
E SpecDistAy, At Cn(Q)_N (5.32)

where we de ne the optimal matching distance between the spectrum of matrices
A, B Mqby

SpecDis{ A, B) = mi i(A)S (B 5.33
pecDis(A, B) = min  max| i(A)S  permi)(B)] (5.33)

where the minimum is taken over the setibpermutations ofl, . . ., d}. This spectral
estimate is of interest on its own, but is not immediately usable for controlling the
contraction properties of the exponential semigroups.
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By Theorenb.3and Theorenb.4, under Assumptiof, the collection of processes
(A, A) satisfy the following regularity properties:

€ Case {1,0}:Foranyn 1,t 0,Q Sg, and anyN suf ciently large, we
have the uniform estimates

1 1

NE ASA"" @+ Q7 and E A."" c(1+ Q)
(5.34)

€ Case = 0:Foranyn 1,t 0,Q Sg, and anyN 1, we have the uniform
estimates

N
a1

NE ASA"" c@1+ Q5 1+ , (5.35)

Z\l:\

and

1

NE A "" c@+ Q)1+ n)

The stability properties of stochastic semigroups associated with a general collection
of stochastic ows(A, A) satisfying uctuation and moment boundedness properties
in a general form accommodating both34) and 6.35 have been developed in our
prior work [17]. Several local-type contraction estimates can now be derived.

Theorem5.6Let  { 1, 0} and suppose Assumptio@sand C hold. Then, for any
increasing sequend® s tx g , and for any Q Sg, the probability of the
following event

1 1 < -
lim supt—log s, (Q) EH(AS P S < 0 isgreaterthad S
k k
(5.36)

forany ] 0, 1], as soon adis sufbciently large (as a function of] 0, 1]).

This log-Lyapunov estimaté (36 immediately implies the semigroug 1, (Q) is
exponentially contracting with a high probability (in both cases{ 1, 0}); given a
suf cient number of particles, and the observability and controllability Assumptions

OandC.
A number of reformulations of this result that offer insight individually are worth

stating:

€ Let {10} Forany0 st i , there exists a sequenbe:=
Nk, ko such that we have the almost sure Lyapunov estimate

1 1 -
lim suplimsup— log Es s+t (Q)) —-WASP 9 (5.37)
ka2 ky tkl 1 2
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€ Let {1, 0} Then, for any increasing sequence of times ® tx ,
the probability of the following event,

#

I 0< », 1 | 1 suchthat k | itholdsthat $
1 1 . .

" E|Og Es 1 (Q) 5(15 2JH(AS P 9%

(5.38)

is greater than § 1, forany 1 ] 0, 1[, as soon adl is suf ciently large (as a
functionofn 1and 1 ] O, 1]).
€ Let { 1, 0}. Consider anys 0, any increasing sequence of time hori-
zons e vl , and any sequencBl := Ngn Kk such that
ks 1Y Ngn< forsomen 1. Then, we have the almost sure Lyapunov
estimate,

#
1 0< 1 Iyl 1 suchthat ki 11, ko o itholds that $
1 1 . .
: l0g Essn, () 5(13 ) MASP 9%
1
(5.39)

The rstdot-pointresult captured b$(37) is derived from §.36) in Theorenb.6via
the Borel-Cantelli lemma. The next two dot-point results provide some reformulation
of the supremum limit estimateS.B6) and 6.37) in terms of random relaxation time
horizons and random relaxation-type uctuation parameters. The last reformulation
in (5.39 underlines the fact that after some random time (i.e. determinég bgnd
given some randomly suf ciently large number of particles (determinedhpyhe
semigroupks +(Q) is exponentially contractive. We have no direct control over the
parameter$; andl in (5.39 which depend on the randomness in any realisation.

Stronger results hold if we restrict= 0, i.e. in caseK2). We have the following
immediate corollary of our prior work inl[7/] and the earlier uctuation analysis
leading to 6.35):

Theorem 5.7Let = 0and suppose AssumptioBsaandC hold. Then, foranyn 1,
s 0,0 L there is some time horizots < t, n such that for any
th t thwehave

1 y
{IogE Ess+t(Q) " gu(As PS<oO (5.40)

wheneve is sufbciently large such that > t,; see[17] for details on these time
parameters.

Importantly, in this last result we hatg S N and thus, we can control
(via N) the horizon on which the semigrol +(Q) is asymptoticallyl ,-stable for
anyn 1when = 0.In otherwords, the estimatg.40 ensures that the stochastic
semigroupks +(Q) is stableon arbitrary long Pnite time horizonas soon as = 0,
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and when the ensemble size is suf ciently large. We have the following factimmediate
from Theorenb.7:

€ Assume = 0.Foranyn 1,s 0, we have
. 1 n n .
lim supt— logE  Ess:1,(Q) ZH(AS P 9
N n

Combining Theorenb.6 and Theorenb.7, we may draw the basic (qualitative)
conclusion that, after some initial time period, and given enough patrticles, the (noisy)
exponential semigroupis +(Q) are exponentially contractive (in some sense, e.qg.
almost-sure ot -type) at a rate related to a logarithmic noppAS P S).

We remind the reader again that weak detectability and stabilisability assumptions
ensure AbsgA S P S) < 0 and consequently, via the earlier discussion dr&d,[
Theorem 5], there exists some logarithmic norm suchfih&S P S) < 0. Assump-
tionsO andC imply weak detectability and stabilisability.

Finally, we also have the following new result which extends the exponential decay
results for one-dimensional models presente@iifo the determinant of the matrix-
valued Riccati diffusions considered herein. This is a type of stochastic Liouville
formula.

Theorem 5.8Suppose Assumptio@and C hold. Then, foranyn 1,t 0, any
Q Sg , andN sufbciently large we have the exponential decay estimate

t 1n
E de(E(Q)" "= E exp n  TrH(AS §(Q)S)ds
0

(-
cn(Q) exp St Tr RS (5.41)
with

Ri:=R 13%(2n+d+1) >0and $,:=S 1é%(2n+d+l) >0
(5.42)

In addition, there exists some functiopwith limy n = 0such that

E de(B(Q)" " cn(Q) exp St(1S ) TH(AZ+ TH(RY
(5.43)

The proof of this theorem is irlp, Theorem 2.7]. In the one-dimensional cate;, 1,

this result collapses to capture the strong exponential contraction results presented in
[21]. Indeed in one dimension, Theorén8can be seen as a signi cant improvement
over both Theorerb.6and Theoren.7in both theoretical development and practical
usability.
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Inthe scalar case, strong stability results on the stochastic Riccati;@malogous
to the deterministic setting, e.q.20), also follow from Theoren®.8, see alsoZ21]
and the results and illustrative examples in a later section in this article.

5.3 Fluctuation and stability of the ensemble Kalman—Bucy filter

In this section, we consider the uctuation of the sample meafx, Q) := X; with

x RYandPy= Q SU:ormore typically the sample mean erra(z, Q) := Z; =

(Xt SX)withZg= (xSX o) = z RY.We also consider the contraction properties
of the error ow of (z, Q). This ow may be related to the Ornstein—Uhlenbeck
process%.4) and whose solution can be written more generally a8.i9) (

The rst result is a uctuation result of the ensemble sample mean about the
Kalman—Bucy Iter estimate, i.e. the true conditional mean; and also a conditional
bias, or uctuation, result on the conditional expectation of the ensemble sample
mean given the observation sequence, with respect to the true conditional mean given
by the Kalman—Bucy lter.

The rstresult is given under the strong assumption that the latent signal is stable,
i.e. Absc¢A) < 0, and this result holds for both théEnKFand theDEnKE

Theorem5.9Let  { 1, 0} and suppose Assumpti@hholds andAbsq A) < 0. For
anyn 1,anyx RY anyQ Sg, and forN 1 sufbciently large, we have the
Buctuation estimate,

. n n 1
E  «(x,Q S (xQ) ca(x, Q) N (5.44)
We also have the conditional bias estimate,

. n Un
E EL(x QIS (xQ A QY (649

Proof of the uctuation estimateb(44) is given in B3]. Proof of the conditional
bias estimateH.45) is given in B0, Theorem 2.4]. The latter resub.@5 is used in
[40] to study the estimation of the log-normalization constant associated with a class
of continuous-time Itering models.

The next theorem concerns time-uniform moment estimates on the sample mean
error; and the uctuation of the sample mean error around its limiting value (found
whenN tends to ). The next result relaxes the assumption that the latent signal be
stable.

Theorem 5.10Consider only caseH?2) and suppose Assumptic®@&ndC hold. Then,

foranyn 1,z RY, Q Sg, there exists a timg, N such that for any
0 t tywehave,

E «(zQ """ c(zQ (5.46)
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and

1

E «(zQ3% «(zQ """ «zQ (5.47)

zl|

Sed17] for details on the time parametés S

Note againthe differende {(z1, Q1)S (22, Q2)) resumestothatdf {(x1, Q1)S

t(X2, Q2)). Thus, e.g.%.47) is comparable toH.44), under different antecedent con-
ditions.

Unlike Theorems.3 and5.4, the proof of both Theorems.9 and5.10 requires
contraction properties to be established a priori for the stochastic transition matrix
Es,t(Q) de ned in (5.8). Hence, in Theorens.9 we rely on Abs¢A) < 0 which
ensures the contractive property holds gk (Q), see 5.30. In Theorem5.10 we
rely on Theorend.7which establishes the,-contractivity ofEs ¢ (Q) without asking
for A to be stable, but only in the case of tb&EnKFwith = 0, at least in the
multi-dimensional setting.

The proof of Theorenb.10is provided in R1] in the one-dimensional setting
where a detailed description of the ( nite) parametegéz, Q) > 0 is provided.
The multi-dimensional result follows using similar proof methods to those used in
[21] in combination with the contraction properties of the transition meijx Q)
established in TheoreB7. In the one-dimensional setting studied24], contraction
of B+ (Q) is given under very general model conditions which also accommodate both
the VEnKFand theDEnKF Consequently, in one dimension TheorgrhOholds on
an in nite time horizon foranyt 0 and withany { O, 1}.

One may consider a perturbation expansion of the sample mean ow as

Nék/Z K 1
(= g+ o 84 72 A (5.48)
1 k<n

foranyn 1, and some stochastic owt(k) that does not depend on the ensemble

sizeN, and some stochastic remainder terﬂ?). This implies the almost sure central
limit theorem on the sample mean,

N (S ¢ S ¢ (5.49)

See in particulard2, Section 1.3] for detailed exposition of this functional central
limit theorem.

Uniform propagation of chaos follows from the proceeding central limit theorems
and the development in this subsection. In particular, we have

Law(X{) S « Law(X{), t O, i {1,...,N+1}  (5.50)
in some suitable metric (e.g. Wasserstein).
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Now, we turn to the stability of the error ow(z, Q) and its contraction properties.
The subsequent study on the stability qfz, Q) relies again on the contraction of
Es,t studied previously.

The following uniform error contraction estimate follows frof9) and Theorem
5.7,

sup E (2 Q)Xo cd WASP 9 y&x, (5.51)
Qs
and holds for theDEnKF, with = 0, for some, ¢ > 0, and under conditions

compatible with the conditions in Theorebuyr. This contraction result is analogous
to (2.22 for the classical Kalman—Bucy lIter; but under stronger conditions dictated
by the available results on the contraction propertieSsefstated in TheorerB.7. In
particular, our methods prove this contracti®ib(l) only in the case of th®EnKF

with = 0, with N suf ciently large, and on time horizons compatible with those
detailed in Theorerd.7.

If Absc(A) < 0 and Assumptior© holds, then %.51) holds on any in nite time
horizon for both theEnKFandDENKF, because in this cadg +(Q) is contractive
from (5.30. This is analogous to the setting of Theor&r8, as compared to that of
Theorenb.1G in line with the earlier discussion on the conditions leading to stability
of Bs,t(Q).

The next results on the stability of;(z, Q) similarly follow immediately from
those stability results in the preceding section, but are stated at the level of the process

t(z, Q) itself, rather than the stochastic exponential semigi&up

Theorem 5.111 et { 1,0} and suppose Assumptio@sand C hold. Then, for
any increasing sequence of times t ,any z = zp and any Q Sg, the
probability of the following event

1 - - .
lim supt— log (z1,QS (2, Q) < WASP S isgreaterthad S
k k
(5.52)
forany ] 0, 1] and some > 0, as soon ad is sufpciently large (as a function of

).

Two reformulations of this result may shed insight individually and are worth
highlighting:

€let {10}LFor0 ty i ,there existsasequende= Ny, ,
such that we have the almost sure Lyapunov estimate

lim suplim supi log 1 (z1,QS (2,Q < WASP 9
k2 ke tiy ! !

(5.53)
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€ Let {1, 0}. Consider any increasing sequenceégf time horizpng, ,
and any sequendd := N, n K, such that ks 1Y Ngn < for
somen 1. Then, we have the almost sure Lyapunov estimate,

#
I 0< 1 I3,lo 1 suchthat k; |1, ko |2 itholds that $

&'09 t,(21,Q S 4, (22, Q) (1S )WASP 9%
(5.54)

Again we emphasise that the reformulation }:15¢) highlights that after some
random time (i.e. determined i), and given a random suf ciently large number of
particles (determined Hy) the difference of error ows (or sample means; sg&))
is exponentially stable.

We have strongdr ,-type stability results in those settings analogous to Theorems
5.9and5.10and in line with the discussion after Theor&0on the conditions for

of Est(Q).

Theorem5.12let {1, 0} and suppose Assumpti@ holds andAbsq A) < O.
Then, foranyn 1,anyz = zp, and any Q Sg we have the stability estimate,

E (2 Q8 (229 """ iz, 22,Q) 21S 2 eMASP 9 (555)

wheneveN is sufpciently large.

In the casek2), i.e. for theDEnKFonly, when = 0, we can relax the strong
assumption that the latent signal be stable.

Theorem 5.13Let = Oand suppose AssumptiodgindChold. Then, foranyn 1,
any z = zp,and any Q P, there exists some time horizans< tn S N
such that forany, t t, we have the stability estimate,

E (2,93 (229 """ c(z1,22,Q 2152 AP 9
(5.56)

wheneveN is sufbciently large such that > t,; see[17] for details on these time
parameters.

We emphasise again that S . With regards to qualitative reasoning,
we may combine Theorefh.11and Theorenb.13and draw the basic (qualitative)
conclusion that, after some initial time period, and given enough patrticles, the differ-
ence in (noisy) error ow§ ¢(z1, Q)S (22, Q)), or the difference in sample means
( t(x1, Q) S t(x2, Q)), is exponentially stable (in some sense) with a rate related to
mMASP 9.

Inthe scalar casé = 1, stronger stability results on the error ow(z, Q) follow
from the contraction properties in Theorén8 under weaker model and ensemble
size assumptions. The strohg-type stability results in the scalar = 1 case are
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quantitative and hold over in nite horizons for both th&nKFand theDENKE i.e.

with { 0, 1}, with unstable latent signals, with differing initial variance states,
and with exponential rates that collapse to the optimal deterministic rates (explicitly
computable wherd = 1) asN . See P1]; and the results, and illustrative
examples in the next section.

6 Strong results in one-dimensional illustrative examples

Throughout this section, we ldt= 1 andR S> 0. The latter conditiolR S> 0
is both necessary and suf cient for observability and controllability to hold in one
dimension; and besides, in some cases, conditior’d onl no other conditions are
needed in this section (and we emphasise that the latent signal may be unstable). The
purpose of this section is to illustrate in more detailed quantitative terms some of the
more abstract or qualitative results given in the general multi-variate setting. In some
cases, the derivation of a multi-variate counterpart of a result in this section remains
an open problem. In the scalar setting, the analysis OEtit€F is rather complete in
the linear-Gaussian case.

WhenPy [ O, [ , the deterministic Riccati equation de ned §@, [ , in the
classical Kalman—Bucy lter, satis es the quadratic differential equat@g)(which
may be written also as,

tP = Ric(P) = SS(RS +)(PS 3), (6.1)

with the equilibrium stateé 5, +) de ned by

Ss§:=AS A2+RS< 0< S .,.:= A+ A2+ RS (6.2)

With Py [ O, [ ,wehaveP, P +. It follows that,

ASP S=S A2+ RS (6.3)

and thus simplifying, e.g2(13, we have the equality,

E(Q = «(QE(P ) cQE(P ) and E(P )= e A*RS (64)

whereS A2+ RSmay be viewed explicitly as the optimal semigroup contraction

rate in the scalar case. The explicit form of the constalft?), c(Q) is also available

in the scalar case, se2l] and also the general Floquet-type multivariate result 8).[
The Riccati drift function Ricg) is also the derivative of the double-well potential

function

F@=520Q(Q8 $)(QS ) 65)
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with the roots

3A 3A 2 3R 3A 3A 2 3R
+ < = + — +

2S 2S S 2S 2S S

(6.6)

In this situation, the general Riccati diffusioB.?) describing the ow of the sample
covariance in both cas€) and caseK2) resumes to the Langevin—Riccati drift-type
diffusion process,

1
dP, = F(P)dt+ — PY? Y2(p)dM . 6.7)

with the mapping de nedin (5.3). Recall that casd~l) corresponds to the vanilla

EnKF, denoted byWENKF, and caseK2) corresponds to the ‘deterministiEnKF,

denoted byDEnKFE Also observe that F > 0 on the open interval0, +[ and
F(0) = R> 0= (0) so that the origin is repellent and instantaneously re ecting.

At any timet 0, we may comment on the boundedness of certain moments of
the sample variance and the uctuation of the sample variance and sample mean about
their limiting (classical Kalman—Bucy variance and mean) values.

For example, we have the under-bias reEiilt; (Q)] t withanyN 1 in both
the VEnKF of case F1), and in theDEnKFof case F2). This under-bias motivates
so-called variance/covariance regularisation methods in practice; e.g. so-called sample
covariance in ation or localisation methods. Later we discuss the effects of in ation in
particular. However, more generally, in the scalar case we have the result of Theorem
5.3with explicit expressions on the ensemble size, i.e. we have fonany,t 0,

Q [0, [ ,andanyN 1 2 (nS 1), the uniform estimates,

E «(Q"""  c(Q (6.8)

We also have bounds onthe inverse Riccati ow (leading to lower bounds onthe sample
covariance) under stronger conditionsiirsee R1]. We remark here, and again later
when we explicitly examine the invariant measure fgrthat these conditions dd
while explicit, may still conservative (in the case of M EnKF. From Theorenb.4
and the scalar exposition i@]] we have the uniform uctuation estimaf (Q) S
(Q"Y"  c(Q) NwiththeexplicitN 1 2 (n$ 1). The constanty(Q)

is also studied ing1] with d = 1 in explicit detail.

Note that we may expand the stochastic ow of the sample variance &28) (
Exploring this idea further in the scalar case for illustrative purposes, we may write
the rst- and second-order uctuations as,

t = N[ ¢S t], (6.9)
@= NS (6.10)
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where in the second line we emphasise the supers&€figs an order index (not a
power) and where,

t

t(Q) := . ( 159 (s(Q) Y2(s(Q)dM (6.11)

and the derivatives®  of any order are explicitly given ir[l]. Inthis case, (Q) =
EtZ(Q) (where the superscript here is now a power). We then have,

1 1 ©
= + — t+ — 6.12
t= ¢ AR (6.12)

The natural central limit theorem follows, i.eN[ S ] S «n t. The (non-
)asymptotic variance is estimated Ril[ 22].

The expansion§.12) allows ones to better understand the bias properties of the
sample covariance;. Writing the third-order uctuation as,

@.= NP8 7 (6.13)

and expanding and taking expectations,

1 1
E ¢ = o+ nE @ + @k @ (6.14)

and limits we have the dominatingN¢order-asymptotic) bias is given by

t
NE (S S v 2 Zwes (@) (Q)ds<0

0
(6.15)

which is always negative (agreeing with the under-bias résul{(Q)] t)- See
[21, 22] for further exploration of these general expansions. A detailed study of these
expansions may aid in the development and tuning of (adaptive) sample covariance
regularisation methods.
Signi cantly generalising Theorerf.10in the scalar case?l], we have for any
t 0,andan\N > 2(4n+ 1)(1+4) ,theuniformboun&[ (z, Q)"]¥Y" cn(z Q).
We also have the generalisation that for &ny 0, and anyN > 2(én+ 1)(1+ 4),
the uniform uctuation estimate,

E (Q3 (""" C”(Z'NQ) (6.16)

holds.

The expansionH.48 of the sample mean (error) may be explored similarly to the
above expansion of the sample covariance. The rst-order tegns (5.48 related
to the central limit theorem are studied B2[ Section 1.3].
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The in nitesimal generator of the diffusior6(7) on]0, [ is given in Sturm—
Liouville form by the equation

F(x) S'x) SY(x)dx
(6.17)

L(f) = e &SV i with v()=$

ZIN
N Z

forany > 0 and where we recall the identity functigix) := x. This implies that a
reversible measure of the Riccati diffusidhd) in the scalad = 1 case is given by
the formula

(dx) Lo (X)WN(X) exp(SV(x)) dx (6.18)

In case F1) corresponding to th¥ EnKF, we have that is reversible w.r.t. the
probability measure on]0, [ de ned by,

'S X % 1

— dx

R R+ S¥  x(R+ S»)
(6.19)

A <
d 1 N—— tar>?t
(dx) 10, (x) exp = a X

See also21] for alternate derivations/forms of this heavy tailed invariant measure.
The heavy tailed nature of the stationary measure implies that for-thenoment to
exist one requiredl > 0 2(n S 2). As expected, this condition d¥ is generally
weaker than that required forth moment boundedness at any time 0 in (6.8) in
terms of theVEnKF. In Fig.2, we plot the line de ned by2n S 4)/ N for variousN
values. With anyN 1, we have existence of the rsttwo moments.

Higher-order moments even in one dimension are still troublesome (fotEh&F,

= 1). In fact, the diffusionP; for the sample variance in casel( does not have
any exponential moments in the stationary regime for any dte 1. That is, for
anyt 0Oandany nite > 0 we have

Law(Q) = E exp t(Q) = (6.20)

foranyN 1.

We also remark that the heavy tailed nature of this stationary distribution, in the
case of th&/EnKF, implies that numerical stability in practice may be worrisome. In
the stationary regime, it is realistic to expect samples from the tails in this case, and
these may be large enough and/or frequent enough to cause numerical divergence. This
property may lead to so-called catastrophic divergence as studied ir83.dn[[ 64,
66, 82], mechanisms for catastrophic divergence are studied in complex nonlinear
systems. Here, we argue that even in linear systems, the heavy-tailed nature of the
invariant measure of the sample covariance may lead to samples numerically large
enough to cause numerical catastrophe in any practical computing system.
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Plot of (2n-4)/N...... with N moving from 1 to 50 fanning left to right

Fig. 2 Existence of moments for théEnKF. Each line corresponds to some numievith N moving from
1 to 50 fanning left to right. The x-axis’ corresponds to moment ordeaad a moment exists whenever
the line(2n S 4)/ Nis strictly less than one

In case F2) corresponding to th®EnKF, we have that is reversible w.r.t. the
probability measure on]0, [ de ned by,

& SN . _A?
dx) Lo () x251 exp S;g *S23g dx (6.21)

Note this measure has Gaussian tails, and we contrast this with the heavy tailed nature
of (6.19. This is signi cant, since it implies that the sample variance (and mean) of
this DEnKFwill exhibit smaller uctuations than th&EnKF, and that all moments
(including exponential moments) exist in this case for any choid¢ ofl. This latter

result is consistent with Theorebi3at any time 0 (and in the general multivariate
setting). We can also expect better numerical stability (e.g. less outliers); including
better time-discretisation propertié&d] in case F2). These better uctuation proper-

ties are already apparent in the preceding results (e.g. see The@dm and5.13

in the full multi-dimensional setting.

As an illustrative example, tak& = 20 (i.e. the underlying signal model is highly
unstable)R = S= 1 andN = 6. In Fig.3, we compare the invariant measure for the
ow of the sample variance in each case.

We see in Fig3 the heavy tails of the invariant measu&19 for the vanilla
EnKF sample variance, and conversely the Gaussian-type tails in the&agedf
the ‘deterministicEnKF. Note also the positioning of the mode/mean in each case. In
case F1) of the VENKF, n-th order moments exist only whé@n S 4)/ N is strictly
less than one (in this case for< 5); while all moments exist in cas€Z) for the
DENnKFE
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Sample Variance Invariant Measures
0.035
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0.025 |- l

0.02 |
0.015 |- l
0.01 - ’

0.005 |- | ‘

0 L L ! L . 1 1 1
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Fig. 3 The invariant measure of the sample variance of the ‘varifeKF in case F1), versus that of the
‘deterministic’ EnKFin case F2)

The bene t and real interest in the scalar case is the ability to explicate the conver-
gencerates, e.g. as B.f). We nally turn to the convergence/stability properties of the
EnKF sample variance and sample mean. In the case of the sample variance, we know
from Theorenb.5that convergence of; to its invariant measure (e.g. as depicted
in Fig.3 and described bys(19 or (6.21)) holds ifN > 4+ ( S)/( 2 R). Proof of this
condition onN follows from Theorenb.5, the original multivariate statement of the
same result in]9, Theorem 2.4] and bounds on the mean of the sample variance ow
and its inversel9, 21]. In [21], we also consider contraction and stability properties
of the distribution of the sample covariance with respect to a particular Wasserstein
metric; as opposed to the-norm contraction used in Theorebn5. An interesting
result from R1] is that when = 0, and for stable signal models (i.A.< 0), the
Riccati diffusion 6.7) (describing the ow of the sample covariance) may converge
faster to its invariant measure i6.21), than the deterministic Riccat (1) does to its
xed pointin (6.2).

In one-dimensionald = 1) settings, we may say more on the (stochastic) stability
of the EnKF sample covariance; and sample mean; based on the contraction
properties of the stochastic transition mat&XQ) de ned in (5.8). It follows from
Theorem5.8 that we have the exponential decay estimate With 4 (4n S 2)
which comes from19, Theorem 2.7],

t Un (—
E&Q"""=E exp n (AS §(Q)9ds an(Q) exp St RS,
0

(6.22)
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whereR, and &, follow from (5.42. In addition, there exists some function (df
limy n = 0 such that

UM = e (Q) exp $t(1S ) A2+ RS (6.23)

E B(Q

which we may relate (or contrast) with the exact contraction rate of the exponential
semigroup associated with the deterministic Riccati equatiof.#) @escribing the
true Iter variance in the classical Kalman—Bucy lter. The rate paramefeis dif-
ferent between the EnKFandDENKE Details on the parametey are given in 21]
but importantly for both  { 0, 1} we recover naturally the convergence rate of the
deterministic Riccati ow in 6.4).

The exponential decay of the exponential semigrey|®) plays a central role in
the stability of the pair of processés;, t). For large time horizons, the Lyapunov
exponent can be estimated by the formula
1 t
t

LiogE(Q) = (AS JQ9ds S ¢ AS (S (629

where  denotes the reversible measuelQ or (6.21). We also have the following
estimates of the Lyapunov expone@id4) from [21], and that relate also to the under-

biasE[ {(Q)] t.Let = 0and let LawQ) = be the reversible probability
measure de ned in§.21). Then, foranyt 0, we have
. ) 2
N>4 S A2+ RS ASE[(Q)]S S A2RS 1SN <0
(6.25)
Similarly assuming = 1 with Lam(Q) = and de ned in (6.19, we have
foranyt O,
' ( T < 5~
. —_ . . A2+ RS1S(4/ N)2 S4A/N
N> 4 S A2+ RS ASE[ ((Q)]S S TN
(6.26)

As noted, the left hand inequalities in the preceding two equations follows immediately
from the under-bias resufi] {(Q)] t
From the contraction properties &fi (Q)"], we may deduce, in the scalar setting,

strong stability results on the stochastic Riccati oyanalogous to the deterministic
setting, e.g.2.20. Similarly, strong stability results on the error ow; follow from
the contraction properties d&[E(Q)"]. Importantly, in the scalad = 1 case of

t(z, Q) we may relax the multivariate results like Theorériland Theorend.13
which require more restrictive model (e.g. the strong observability/stapi(ity S
P S) < 0 condition) and ensemble (particle) size assumptions.
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