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Abstract
The purpose of this review is to present a comprehensive overview of the theory
of ensemble Kalman–Bucy filtering for continuous-time, linear-Gaussian signal and
observation models. We present a system of equations that describe the flow of
individual particles and the flow of the sample covariance and the sample mean in
continuous-time ensemble filtering.We consider these equations and their characteris-
tics in a number of popular ensemble Kalman filtering variants. Given these equations,
we study their asymptotic convergence to the optimal Bayesian filter. We also study in
detail some non-asymptotic time-uniform fluctuation, stability, and contraction results
on the sample covariance and samplemean (or sample error track).We focus on testable
signal/observation model conditions, and we accommodate fully unstable (latent) sig-
nal models. We discuss the relevance and importance of these results in characterising
the filter’s behaviour, e.g. it is signal tracking performance, and we contrast these
results with those in classical studies of stability in Kalman–Bucy filtering. We also
provide a novel (and negative) result proving that the bootstrap particle filter cannot
track even the most basic unstable latent signal, in contrast with the ensemble Kalman
filter (and the optimal filter). We provide intuition for how the main results extend
to nonlinear signal models and comment on their consequence on some typical filter
behaviours seen in practice, e.g. catastrophic divergence.

Keywords Data assimilation · Ensemble Kalman filtering · Filter convergence ·
Particle filters · Riccati diffusions · Stability

B Adrian N. Bishop
adrian.bishop@uts.edu.au

1 CSIRO, Sydney, Australia

2 University of Technology Sydney (UTS), Ultimo, Australia

3 INRIA, Bordeaux Research Center, Talence, France

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s00498-023-00357-2&domain=pdf
http://orcid.org/0000-0001-8581-8562


836 Mathematics of Control, Signals, and Systems (2023) 35:835–903

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 836
1.1 Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 838
1.2 Overview of the main topics and literature . . . . . . . . . . . . . . . . . . . . . . . . . . . 839
1.3 Aims and contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 843
1.4 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 844

2 Kalman–Bucy filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 845
3 Kalman–Bucy diffusion processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 849
4 Ensemble Kalman–Bucy filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 851

4.1 Vanilla ensemble Kalman–Bucy filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 851
4.2 ‘Deterministic’ ensemble Kalman–Bucy filter . . . . . . . . . . . . . . . . . . . . . . . . . 852
4.3 Transport-inspired ensemble transport filter . . . . . . . . . . . . . . . . . . . . . . . . . . 852
4.4 Nonlinear ensemble filtering in practice . . . . . . . . . . . . . . . . . . . . . . . . . . . . 853

5 Theory in the linear-Gaussian setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 854
5.1 Fluctuation and contraction results for the Riccati diffusion . . . . . . . . . . . . . . . . . . 858

5.1.1 Fluctuation properties of the Riccati diffusion . . . . . . . . . . . . . . . . . . . . . . 858
5.1.2 Contraction and long time properties of the Riccati diffusion . . . . . . . . . . . . . . 862

5.2 Contraction properties of exponential semigroups . . . . . . . . . . . . . . . . . . . . . . . 863
5.3 Fluctuation and stability of the ensemble Kalman–Bucy filter . . . . . . . . . . . . . . . . . 868

6 Strong results in one-dimensional illustrative examples . . . . . . . . . . . . . . . . . . . . . . . 872
7 Regularisations and comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 880

7.1 Covariance regularisation: inflation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 880
7.2 Discretisation matters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 883
7.3 Particle filter comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 884

8 Some topics for discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 890
8.1 Comments on the results presented . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 890
8.2 Bridging the gap to nonlinear ensemble filtering . . . . . . . . . . . . . . . . . . . . . . . . 892
8.3 Other related literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 894
8.4 Some open problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 896

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 898

1 Introduction

Consider a time-invariant, continuous-time, signal and observationmodel of the form,

dXt = a(Xt ) dt + R1/2 dVt

dYt = h(Xt ) dt + R1/2
1 dWt

(1.1)

where Xt is the underlying signal (latent) process, Yt is the observation signal, a(·)
and h(·) are the signal and sensor model functions, and Vt and Wt are continuous-
time Brownian motion (noise) signals. The filtering problem [4, 9] is concerned with
estimating some statistic(s) of the signal Xt conditioned on the observations Ys ,
0 ≤ s ≤ t . For example, onemaywant to characterise fully the distribution ofXt given
Yt , or one may seek some moments of this distribution. The conditional distribution
of Xt given Ys , 0 ≤ s ≤ t is called the (optimal, Bayesian) filtering distribution.
When the model functions a(·), h(·) are linear, the exact (optimal, Bayesian) solution
to this problem is completely characterised by the first two moments of the filtering
distribution and these moments are given by the celebrated Kalman–Bucy filter [4, 16,
77].
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Apart from themost special of nonlinear models, there is in general no finite dimen-
sional optimal filter [9, 12]. In practice, some filter approximations are needed. For
example, one may consider a type of “extended” Kalman filter [4] based on linearisa-
tion of the nonlinear model and application of the classical Kalman–Bucy filter. This
method works well in suitably regular, and sufficiently close to linear problems. This
method does not handle well multiplemodes in the true filtering distribution. So-called
Gaussian-sum filters are another Kalman-filter-type/based approximation designed to
handle in some sense multiple modes in the filtering distribution [4]. More recently,
there has been some focus on Monte Carlo integration methods for approximating
the optimal Bayesian filter [9, 47]. Such methods, termed particle filters or sequential
Monte Carlo filters/methods [56, 57, 63], have the advantage of not being subject to the
assumption of linearity orGaussianity in themodel. These particle filters are consistent
in the number of Monte Carlo samples, i.e. with infinite computational power these
methods converge to the optimal nonlinear filter. However, typical particle filtering
algorithms exhibit high computational costs with approximation errors that grow (with
a fixed sample size) with the signal/observation dimensions [47, 118]. These methods
are not scalable to the high-dimensional filtering or state estimation problems found
in the geosciences and other areas [60, 78, 97, 121].

The ensemble Kalman–Bucy filter (generally abbreviated EnKF) [59, 60] is a type
of Monte Carlo sample approximation of a class of linear (in the observations) filter
in the spirit of the Kalman filter. The EnKF is a recursive algorithm for propagating
and updating the sample mean and sample covariance of an approximated Bayesian
filter [60]. The filter works via the evolution of a collection (i.e. an ensemble) of
samples (i.e. ensemble members, or particles) that each satisfies a type of Kalman–
Bucyupdate equation, linear in the observations. In classicalKalman–Bucyfiltering [4,
16, 77], a gain function, that depends on the filter error covariance, is used to weight a
predicted state estimatewith the signal observations, see [16, 60]. In theEnKF, the error
covariance in the gain function is replaced by a type of sample covariance. The result is
a system of interacting particles in the spirit of a mean-field approximation of a certain
McKean–Vlasov-type diffusion equation [53, 107]. We may refine this discussion
by giving the relevant equations for a most basic form of EnKF. Let (V i

t ,W i
t ,X i

0)

with 1 ≤ i ≤ N + 1 be (N + 1) independent copies of (Vt ,Wt ,X0). The most basic
ensemble Kalman filter, originally due to Evensen [34, 59, 60], is defined by,

dX i
t = a(X i

t ) dt + R1/2 dV i
t + ̂P h

t R−1
1

[

dYt −
(

h(X i
t ) dt + R1/2

1 dW i
t

)]

(1.2)

with 1 ≤ i ≤ N + 1 and the (particle) sample mean and the sample cross-covariance
defining the so-called Kalman gain matrix given by,

̂Xt : = 1

N + 1

N+1
∑

i=1

X i
t and ̂P h

t : = 1

N

N+1
∑

i=1

[

X i
t − ̂Xt

]

⎡

⎣h(X i
t )−

1

N + 1

N+1
∑

i=1

h(X i
t )

⎤

⎦

′
(1.3)
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and we may also write the standard sample covariance,

̂Pt := 1

N

N+1
∑

i=1

[

X i
t − ̂Xt

] [

X i
t − ̂Xt

]′
(1.4)

In this work, we study this most basic ensemble Kalman filter as described above, and
also more sophisticated variants, including the method of Sakov and Oke [125], that
exhibit less fluctuation due to sampling noise. Readers familiar with the Kalman filter
will recognise immediately some structural similarities as discussed above. However,
there is no evolution equation given above for the covariance as in the Kalman filter
(e.g. no Riccati-typematrix flow equation). Instead, we replace the relevant covariance
matrices with their sample-based counterparts.

Importantly, if the underlying model is linear and Gaussian, then the filtering distri-
bution is Gaussian, and the EnKF propagates exactly the sample mean and covariance
of the optimal Bayesian filter and is provably consistent. If the model is nonlin-
ear and/or non-Gaussian, then a standard implementation of the EnKF propagates
a sample-based estimate of the filtering mean and covariance (but not the true pos-
terior sample mean or covariance and with no results on consistency). In the context
of estimation theory, we may contrast the notion of a state estimator (or observer)
with the notion of a Bayesian filter. The goal of the former is to design an observer
that tracks in some suitable (typically point-wise) sense the underlying signal and
perhaps provides some usable measure of uncertainty on this estimate. The goal of the
latter is to compute or approximate the true (Bayesian) filtering distribution (or some
related statistics). In the nonlinear setting, even with infinite computational power,
the EnKF methods do not converge to the optimal nonlinear filter; and indeed their
limiting objects are not well understood in this setting. As discussed more technically
later, ensemble Kalman filters are probably best viewed in practice as a type of (ran-
dom) sample-based state estimator for nonlinear signal/observation models. However,
in the special case of linear signal and observation models they are indeed provably
consistent approximations of the optimal Bayesian filter.

In practice, the ensemble Kalman filtering methodology is applied in high-
dimensional, nonlinear state-space models, e.g. see [59, 60] and the application
references listed later in this introduction. Empirically, this method has shown good
tracking performance in these applications, see [60] and the application references
listed later. This tracking behaviour of the EnKF when applied to practical models
may be explainable by viewing the EnKF as a dynamic state estimator. The fluctu-
ation, stability, and contraction properties of the EnKF studied in this article (albeit
mainly for linear-Gaussian models) may be viewed in this context also and provide
some insight into the state estimate tracking behaviour seen in practice.

1.1 Purpose

The purpose of this review is to present a comprehensive overview of the theory of
ensembleKalman–Bucy filteringwith an emphasis on rigorous results and behavioural
characterisations for linear-Gaussian signal/observation models. We present a system
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of equations that describe the flow of individual particles, the flow of the sample
covariance, and the flow of the sample mean in continuous-time ensemble filtering.
We consider these equations and their characteristics in a number of popular EnKF
varieties.Given these equations,we study in detail some fluctuation, stability, and error
contraction results for the various ensemble Kalman filtering equations. We discuss
the relevance and importance of these results in terms of characterising the EnKF
behaviour, and we contrast these results with those considered in classical studies of
stability in Kalman–Bucy filtering.

Classical studies of stability in (traditional, non-ensemble-type) Kalman–Bucy fil-
tering are important because they rigorously establish the type of “tracking” properties
desired in a filtering or estimation problem; and they establish intuitive, testable,
model-based conditions (e.g. model observability) for achieving these convergence
properties. Classical results in Kalman–Bucy filtering also establish the (exponential)
convergence of the error covariance to a fixed steady-state value computable from the
model parameters. See the review [16, 18] for detailed results in the classical context
and historical remarks. The results in this work seek to characterise in an analo-
gous manner the practical performance and behaviour of ensemble Kalman filtering,
and these results then provide guidance and intuition on the tracking, approxima-
tion error, and other properties of these practical methods. Notably, the stochastic
fluctuation properties of ensemble Kalman methods also need to be established; and
counterparts of this latter analysis do not arise at all in classical Kalman filtering anal-
yses.Our results are presented under testable, model-based assumptions. In particular,
we rely on the standard controllability assumption from classical Kalman filtering
theory; and, typically, a more restrictive (but testable) observability-type assumption
(i.e. linear fully observed processes, which imply classical observability).

1.2 Overview of themain topics and literature

In this subsection, we touch on themain topics and related literature as it pertains to the
EnKF. These topics include the fluctuation, stability, and contractive properties of the
relevant EnKF stochastic equations. Later, toward the end of this article, we discuss
some of these topics in the context of filtering and state estimation more broadly, and
we touch on other related but somehow distinct results as they pertain to the EnKF
more specifically.

The EnKF is a key numerical method for solving high-dimensional forecasting and
data assimilation problems; see, e.g. [59, 60]. In particular, applications have been
motivated by inference problems in ocean and atmosphere sciences [78, 102, 104,
112], weather forecasting [5, 6, 34, 70], environmental and ecological statistics [1,
75], as well as in oil reservoir simulations [61, 110, 129], and many others. This list
is by no means exhaustive, nor the cited articles fully representative of the respective
applications. We refer to (some of) the seminal methodology papers in [5–7, 26, 34,
58, 65, 70, 71, 120, 125, 136, 142, 144]. This long list is not exhaustive; see also the
books [60, 78, 97, 121] for more background, and the detailed chronological list of
references in Evensen’s text [60].
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In continuous-time, we may broadly break down the class of EnKF methods into
three distinct types; distinguished by the level of fluctuation added via sampling noise
needed to ensure that the EnKF sample mean and covariance are consistent in the
linear-Gaussian setting. The original form of the EnKF is the so-called vanilla EnKF
of Evensen [34, 60], see also [94]; and this method exhibits the most fluctuations
due to sampling of both signal and observation noises. The next class is the so-called
deterministic EnKF of Sakov and Oke [125], see also [13, 120], which exhibits (con-
siderably) less fluctuation. In the continuous-time linear-Gaussian setting, this class
is representative of the so-called square-root EnKF methods [95, 136] (which differ
somewhat in discrete-time, e.g. contrast [125] with [136], see also [95]). Finally, there
has been recent interest in so-called transport-inspired EnKF methods [120, 132],
which apart from initialisation noise/randomisation are completely deterministic and
whose analysis in the linearmodel setting follows closely that of the classical Kalman–
Bucy filter, cf. [16]. These classes do not distinguish the totality ofEnKFmethodology
(especially in nonlinear or non-Gaussian models); which may further consist of so-
called covariance regularisation methods [7, 59, 65, 71, 108], etc. However, in the
linear-Gaussian case, these three classes broadly capture the fundamentals.

As discussed later, the fully deterministic, transport-inspired EnKF method, see
[120, 132], is a rather special case in the linear-Gaussian setting and is not studied
in detail in this article where linear-Gaussian models are the focus. Nevertheless, we
point to [43, 44] for certain mean-field consistency results, non-asymptotic fluctuation
(e.g. finite sample size) results, and the long-time behaviour of this particular method
in the case of a nonlinear signal model and linear observations. We also touch on this
method briefly throughout; but when we refer to the general EnKF we typically mean
the so-called vanilla [34, 94] or deterministic [13, 125] methods (which will become
clear as the article progresses).

Convergence to a mean-field limit, and large-sample asymptotics, of the discrete-
time EnKF was studied in [90, 93, 99, 106], in the sense of taking the number of
particles to infinity. The discrete-time square root form of the EnKF is accommo-
dated in [90, 93], and nonlinear state-space models are accommodated in [99]. In
the continuous-time, linear-Gaussian, setting, the convergence (in sample size) of the
three broad classes of EnKF to the true Kalman–Bucy filter is more immediate and
follows from the sample mean and sample covariance evolution equations in [19, 53].
In this latter sense, we recover the fact that the EnKF is a consistent approximation
of the optimal, Bayesian filter (i.e. the classical Kalman–Bucy filter) in the linear-
Gaussian setting as discussed earlier. The mean-field limit of various EnKF methods
in the continuous-time, nonlinear model setting is studied in [43, 93, 98].

We remark in the nonlinear model setting (discrete or continuous-time), see [43,
93, 98, 99, 122], the mean-field limiting equations (and distribution) are not easily
related to the optimal filter. Moreover, in practice, one is typically interested in the
non-asymptotic (in terms of ensemble size) fluctuation properties as well as the long
time/stability behaviour of the particle-type filtering approximations.

The fluctuation analysis of the EnKF is studied in detail in the linear-Gaussian
setting in [19, 21, 22]. In [22], a complete Taylor-type stochastic expansion of the
sample covariance is given at any order with bounded remainder terms and estimates.
Both non-asymptotic and asymptotic bias and variance estimates for the EnKF sample
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covariance and sample mean are given explicitly in [22]. These latter expansions
directly imply an almost sure strong form of a central limit-type result on the sample
covariance and sample mean at any time. The analysis in [22] is considered over
the entire path space of the matrix-valued Riccati stochastic differential equation that
describes the flow of the sample covariance. However, most of the non-asymptotic
time-uniform results in [22] hold only when the underlying signal is stable. In [19,
21], we consider the case in which the underlying signal may be unstable, and we
provide time-uniform, non-asymptotic moment estimates and time-uniform control
over the fluctuation of the sample covariance and mean about their limiting Riccati
and Kalman–Bucy filtering terms.

The emphasis of time-uniformity on the moment bounds and on the fluctuation
bounds on the sample mean and sample covariance (about the true optimal Bayesian
filtering mean and covariance) is important. If these bounds are allowed to grow in
time, e.g. typically in this analysis one can easily obtain bounds that grow exponen-
tially in time, then these bounds quickly become useless for any practical numerical
application; e.g. an exponent > 200 may induce an exceedingly pessimistic bound
greater than the estimated number of particles of matter in the visible universe. We
remark also that our emphasis on accommodating unstable (latent) signal models is
important because time-uniform fluctuation results in such cases (which are of real
practical importance) are significantly more difficult to obtain under testable and real-
istic model assumptions (like the classical observability and controllability model
assumptions in the control and filtering literature [4, 16]).

In [53], stability of the EnKF in continuous-time linear-Gaussian models is consid-
ered under the assumption that the underlying signal model is also stable. This latter
assumption is in contrast with classical Kalman–Bucy filter stability results, which
hold in the linear-Gaussian setting under the much weaker (and more natural) condi-
tion of signal detectability [16, 18, 139]. The classical Kalman–Bucy filter is stable as
a result of the closed-loop stabilising properties of the so-called Kalman gain matrix,
which is closely connected to the flow of the filter error covariance described by a
Riccati differential equation. The EnKF analogue, in linear-Gaussian settings, is the
sample covariance, and its random fluctuation properties (noted in the preceding para-
graph) are the main source of difficulty in establishing the closed-loop filter stability
in those models in which the underlying signal itself is unstable.

In [137], the authors analyse the long-time behaviour of the (discrete-time) EnKF
in a class of nonlinear systems, with finite ensemble size, using Foster-Lyapunov
techniques.Applying the results of [137] to the basic linear-Gaussianfiltering problem,
the analysis and assumptions in [137] then also require stability of the underlying signal
model. In a traditional sense, the conditions needed in [137] are hard to check, e.g.
as compared to the classical observability or controllability-type model conditions in
Kalman filtering analysis, but a range of examples are given in [137]. In [81], the
long-time behaviour of the EnKF is analysed in both discrete and continuous time
settings with similar conditions on the model as in [137], and which again if linearised
equates to a form of stability on the signal model.

We emphasise again that the type of analysis in [53, 81, 137] cannot handle unstable,
or transient, signal models; i.e. signals with sample paths with at least one coordinate
that may grow unbounded. In the context studied in [53, 81, 137] dealing with stable or
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bounded latent signal processes (e.g. the Lorenz-class of signal models [81, 137]), the
important question on the filter stability or filtering error estimates relies on obtaining
meaningful quantitative fluctuation constants decreasing with the number of ensemble
members to achieve a desired performance. Of course, time uniformity of these bounds
follows trivially in this setting from the boundedness properties of the latent signal
process.

Covariance inflation is a mechanism used in practical methods to increase the
positive-definiteness of the sample covariance matrix and essentially amplify its effect
on the stabilisation properties of the Kalman gain matrix. In [81], time-uniform EnKF
error boundedness results follow under a true signal stability condition and given a
sufficiently large variance inflation regime. See also [105, 138] for related stability
analysis in the presence of adaptive covariance inflation and projection techniques.
In [19], in the continuous-time linear-Gaussian setting, the mechanism by which
covariance inflation acts to stabilise the ensemble filter is exemplified, see also [24].
Covariance localisation is studied rigorously in [44] in the case of the fully determin-
istic, transport inspired ensemble filter [120, 132].

In the continuous-time, and linear-Gaussian setting, the first work to relax the
assumption of underlying signal stability for the EnKF is in [19, 21, 22]. In those
articles, latent signals with sample paths that may grow unbounded (to infinity expo-
nentially fast) are accommodated. That work is based on both a fluctuation analysis
of the sample covariance and the sample mean [19, 21, 22], followed by studies on
the long-time behaviour, e.g. stability properties, of both the sample covariance and
mean [19, 21]. Time-uniform fluctuation properties are given under a type of (strong)
signal observability condition. In this setting, time-uniformity of these results is non-
trivial. This assumption is in keepingwith classical Kalman–Bucy filtering and Riccati
equation results and does not require any form of underlying signal stability. As the
authors of [137] note in their stability analysis, they use “few properties of the fore-
cast [predicted] covariance matrix other than positivity”. As noted in [137], this lends
generality to their results, but conversely places the burden back on the signal model
assumptions (including those assumptions of true signal stability). Contrast this with
thework in [19, 21, 22]where emphasis is placed on the fluctuation analysis of the sam-
ple covariance, with a primary aim of removing the stability assumptions needed on
the underlying signal model. The time-uniform fluctuation and stochastic perturbation
contributions in [19, 21, 22] were discussed earlier. Given this fluctuation analysis, the
stability of the filter sample mean and sample covariance and their (time) asymptotic
properties are studied in [19, 21, 22] without stability assumptions on the underly-
ing signal model. These results rigorously establish the type of “tracking” properties
desired by a filtering or estimation solution.

Although of lesser practical use in applications, strong results in the one-
dimensional setting are also derived in [21] that converge, e.g. in the limit with the
ensemble size, to those properties of the classical Kalman–Bucy filter. For example,
we can recover the optimal exponential contraction and filter stability rates, etc. In
the multidimensional setting, the decay rates to equilibrium are not sharp, and the
stationary measures are not given in closed form.
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1.3 Aims and contributions

Themain goal of this article is to: (1) present a novel formulation for ensemble filtering
in linear-Gaussian, continuous-time, systems that lends itself naturally to analysis; (2)
provide detailed fluctuation analysis of the ensemble Kalman–Bucy flow, the sample
mean, and the stochastic Riccati equation describing the sample covariance; (3) study
the stability of the resulting stochastic Riccati differential equation that describes the
flow of the sample covariance; (4) study the stability of the continuous-time ensemble
Kalman–Bucy update equation that is coupled to this stochastic Riccati equation, and
which describes the flow of the sample mean (or the sample mean minus the true
signal, i.e. the sample error signal). This article is primarily a review of the literature
and results in these directions. The prime focal point of this review are the articles
[17, 19, 21, 22, 53], which focus heavily on the linear-Gaussian model setting. In
this review, an emphasis is placed on deriving time-uniform fluctuation, stability, and
contraction results under testable model conditions equivalent and/or closely related
to the classical observability and controllability-type model assumptions. Importantly,
we do not generally assume the true underlying signal is stable in this review.

Throughout this review, we contrast and discuss the presented results with the
broader literature on the rigorous mathematical behaviour of ensemble Kalman-type
filtering. For example, we find easily that the sample covariance matrix in the broad
class of EnKFmethods considered is always under-biased when compared to the true
covariance matrix. This may motivate, from a pure uncertainty quantification view-
point, some form of covariance regularisation [7, 59, 65, 71, 108].We provide detailed
analysis illustrating the effect of inflation regularisation on stability (similarly to [81,
105, 138]). As another example, we provide strong intuition for so-called catastrophic
filter divergence (studied previously in [64, 66, 82]) based on rigorous (heavy-tailed)
fluctuation properties inherent to the relevant sample covariance matrices and their
invariant distributions. We contrast the so-called vanilla EnKF of [34, 60] with the
‘deterministic’ EnKF of Sakov and Oke [125] in terms of their fluctuation and sample
noise characteristics, and we show how this affects their respective sample behaviour
and stability properties.

As with classical (non-ensemble) Kalman filtering, the importance of the results
reviewed is in rigorously establishing the type of tracking and stability behaviour
desired in filtering applications [4, 9, 16, 47]. For example, our results imply conditions
under which the initial estimation errors are forgotten, and that the flow of the sample
mean converges to the trueKalmanfiltering (conditionalmean) state estimate (and thus
the signal) in the average. In the case of theEnKF, theremust be some emphasis placed
on the stochastic behaviour of the ensemble (Monte Carlo) mean and covariance in
order to establish filter stability. We also provide the analogue of the error covariance
fixed point in classical Kalman filtering [4, 16]; whereby we state results that ensure
the sample covariance matrix converges to an invariant, steady-state, distribution. We
characterise the properties of this invariant distribution and relate this to the sample
behaviour of the ‘vanilla’ EnKF [34, 60] and the ‘deterministic’ EnKF [125].

We focus on the linear, continuous-in-time, Gaussian setting in this review and note
that in this case the sample mean and sample covariance are consistent approximations
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of the optimal Bayesian filtering mean and covariance. We emphasise that even in
the linear-Gaussian case, the samples themselves are not in general independent. The
analysis even in the linear setting is highly technical [17, 19, 21, 22, 53], and the results
presented in this case are aimed as a step in the progression to more applied results
and intuition in nonlinear model settings. There is some precedent for studying the
relative properties, behaviour, or performance of ensembleKalmanfilteringfirstlywith
linear-Gaussian signal models [59]. For example, the seminal article [34] illustrated
that a perturbation of the observations in the ensemble Kalman filter was necessary
to recover a consistent covariance limit (to the true Kalman filter for linear-Gaussian
systems); or to achieve the standardMonte Carlo error rate with a finite set of particles.
The analysis (and even derivation) of ensemble square root filters for linear-Gaussian
system models is standard [103, 126], etc. Convergence of the ensemble Kalman filter
in inverse problems is studied in [127] in the linear setting. We discuss connections
and extensions of the results in this article to the nonlinear model setting toward the
end.

We also briefly contrast the approximation capabilities of particle filtering (sequen-
tial Monte Carlo) methods [57, 63] with the EnKF. We give a revealing, and perhaps
surprising, simple result illustrating the complete failure of the bootstrap particle filter
[63] to track unstable linear-Gaussian latent signals. Compared to the EnKF, the fluc-
tuation and stability of various particle filtering methods (e.g. see [39, 47–49, 55, 113,
141]) is a rather mature topic. Nevertheless, time-uniform particle filtering estimates
rely onmixing-type, or certain contractive, conditions on themutation transitionwhich
do not hold in general in the case of unstable linear-Gaussian models. We contrast this
new (rather negative) particle filtering result with its (positive) counterpart for the
EnKF.

Note that the analysis and proofs in [17, 19, 21, 22, 53], while motivated originally
by ensemble Kalman-type filtering methods, are largely presented as independent
technical results on certain general classes ofmatrix-valuedRiccati diffusion equations
and associated linear stochastic differential equations with random coefficients. In this
review, we emphasise the work in [17, 19, 21, 22, 53] via a series of results directly and
solely stated in the context of ensemble Kalman-type filtering. Throughout we relate
our results to the broader technical literature on ensemble Kalman filtering and we
emphasise the practical significance of these results, e.g. via the tracking property of
the filter, its stability, or via their error fluctuation or catastrophic divergence behaviour,
amongother topics.Wealso contrast the behaviour of the various classes of continuous-
time EnKF methods.

1.4 Notation

We remark firstly that some care must be taken throughout to keep track of the font
stylings; e.g. upright vs. calligraphic vs. script, etc. There is typically a relationship
between like symbols appearing with different stylings.

Hatted terms ·̂ should be viewed as being indexed to the ensemble size
N ≥ 1, i.e. ·̂ := ·N. Time is indexed variously by s, t, u, τ ∈ [0,∞[. We write
c, cn, cτ , cn,τ , cn,τ (Q), cn,τ (z, Q) . . . for some positive constants whose values may
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vary from result to result, and which only depend on the indexed/referenced param-
eters n, τ, z, Q, etc, as well as implicitly on the model parameters (A, H , R, R1)

introduced later. Importantly, these constants do not depend on the time horizon t , nor
on the number of ensemble particles N.

LetMd be the set of (d×d) real matrices with d ≥ 1 andMd1,d2 the set of (d1×d2)
real matrices. Let Sd ⊂ Md be the subset of symmetric matrices, and S

0
d , and S

+
d the

subsets of positive semi-definite and definite matrices, respectively. We write A ≥ B
when A − B ∈ S

0
d ; and A > B when A − B ∈ S

+
d . We denote by 0 and I the null

and identity matrices, for any d ≥ 1. Given R ∈ ∂S
+
d := S

0
d − S

+
d we denote by R1/2

a (non-unique) symmetric square root of R. When R ∈ S
+
d , we choose the unique

symmetric square root. We write A′ the transpose of A, and Asym = (A + A′)/2 its
symmetric part. We denote by Absc(A) := max {Re(λ) : λ ∈ Spec(A)} its spectral
abscissa. We also denote by Tr(A) the trace. When A ∈ Sd , we let λ1(A) ≥ . . . ≥
λd(A) denote the ordered eigenvalues of A. We equip Md with the spectral norm
‖A‖ = ‖A‖2 = √

λ1(AA′) or the Frobenius norm ‖A‖ = ‖A‖Frob = √
Tr(AA′).

Let μ(A) denote a matrix logarithmic “norm” (which can be < 0), see [131]. The
logarithmic norm is a tool to study the growth of solutions to ordinary differential
equations and the error growth in approximation methods. For any square matrix A ∈
Md , the logarithmic norm is the smallest element in the set {h ∈ R : ‖ exp(At)‖ ≤
exp(ht), t ≥ 0} where ‖ · ‖ is any matrix norm and the value μ(A) may be considered
to be indexed to the matrix norm employed. For example, the (2-)logarithmic “norm”,
or spectral log-norm, is given by μ(A) = λ1(Asym). We have μ(·) ≥ Absc(·) in
general, but importantly we note that if Absc(·) < 0, then there is a matrix norm ‖ · ‖
defining a logarithmic norm such that μ(·) < 0, see [131, Theorem 5].

2 Kalman–Bucy filtering

Consider a time-invariant linear-Gaussian filtering model of the following form,

dXt = AXt dt + R1/2 dVt

dYt = H Xt dt + R1/2
1 dWt

(2.1)

where A ∈ Md and H ∈ Mdy ,d are the signal and sensor model matrices, respectively,
and R ∈ S

0
d and R1 ∈ S

+
dy

are the respective signal and sensor noise covariance
matrices. The noise inputs Vt and Wt are d and dy-dimensional Brownian motions,
andX0 is an d-dimensional Gaussian random variable (independent of (Vt ,Wt )) with
mean E(X0) and covariance P0 ∈ S

0
d .

We let Y0 = 0 and Yt = σ (Ys, s ≤ t) be the σ -algebra generated by the observa-
tions. The conditional distribution ηt := Law (Xt | Yt ) of the signal states Xt given
Yt is Gaussian with a conditional mean and covariance given by

Xt := E (Xt | Yt ) and Pt := E
(

[Xt − Xt ] [Xt − Xt ]
′ | Yt

)

.
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The mean and the covariance obey the Kalman–Bucy and the Riccati equations

dXt = A Xt dt + Pt H
′R−1

1 (dYt − HXt dt) (2.2)

∂t Pt = Ricc(Pt ) (2.3)

with the Riccati drift function from S
0
d into Sr defined for any Q ∈ S

0
d by

Ricc(Q) := AQ + QA′ − QSQ + R (2.4)

and with,

S := H ′R−1
1 H (2.5)

Importantly, the covariance of the conditional distribution Law(Xt | Yt ) in this case
does not depend on the observations Yt . The error Zt := (Xt − Xt ) satisfies

dZt = (A − Pt S) Zt dt + Pt H
′R−1/2

1 dWt − R1/2 dVt

law= (A − Pt S) Zt dt + (Pt S Pt + R)1/2 dBt (2.6)

where Bt is some independent d-dimensional Brownian motion. Here, we make use
of a martingale representation theorem, e.g. [79, Theorem 4.2], see also [54].

Let φt (Q) := Pt denote the flow of the matrix differential equation (2.3) with
P0 = Q ∈ S

0
d . Let ψt (z, Q) := Zt denote the flow of the stochastic error (2.6) with

Z0 = z = (x−X0) ∈ R
d and Pt = φt (Q). Finally, we denote the flowof theKalman–

Bucy update (2.2) with X0 = x ∈ R
d by χt (x, Q) := Xt . This notation allows us

to reference the flows ψt (z, Q), φt (Q), χt (x, Q) with respect to their initialisation at
t = 0 which is useful when we compare flows and study stability.

Throughout this section, we assume that (A, R1/2) and (A, H) are controllable and
observable pairs in the sense that

[

R1/2, AR1/2 . . . , Ar−1R1/2
]

and

⎡

⎢

⎢

⎢

⎣

H
H A
...

H Ar−1

⎤

⎥

⎥

⎥

⎦

have rank d. (2.7)

Note that if R ∈ S
+
d is positive definite, which is quite common in filtering problems,

it follows that controllability holds trivially. We consider the observability and con-
trollability Gramians (Ot , Ct (O)) and (Ct ,Ot (C)) associated with the triplet (A, R, S)
and defined by

Ot :=
∫ t

0
e−A′s S e−As ds and Ct (O) := O−1

t

[∫ t

0
e−(t−s)A′ Os ROs e

−(t−s)A ds

]

O−1
t

Ct :=
∫ t

0
eAs R eA

′s ds and Ot (C) := C−1
t

[∫ t

0
e(t−s)A Cs S Cs e(t−s)A ds

]

C−1
t . (2.8)
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Given (2.7), for any finite τ > 0, there exists some finite parameters 

o,c
± ,
 c±

(O),
 o±(C) > 0 such that


 c− ≤ ‖Cτ‖ ≤ 
 c+ and 
 o− ≤ ‖Oτ‖ ≤ 
 o+ (2.9)


 c−(O) ≤ ‖Cτ (O)‖ ≤ 
 c+(O) and 
 o−(C) ≤ ‖Oτ (C)‖ ≤ 
 o+(C). (2.10)

The parameter τ is often called the interval of observability-controllability, see [30].
These rank conditions (2.7) ensure the existence and the uniqueness of a positive

definite fixed-point matrix P∞ solving the algebraic Riccati equation

Ricc(P∞) := AP∞ + P∞A′ − P∞SP∞ + R = 0. (2.11)

Indeed, if (2.7) holds, then P∞ ∈ S
+
d and Absc(A − P∞S) < 0. We may relax

the controllability assumption to just stabilisability, in which case P∞ ∈ S
0
d and

Absc(A− P∞S) < 0; see [87, 91, 109] and the convergence results in [35, 89]. Under
just a detectability condition, it follows that P∞ ∈ S

0
d and Absc(A − P∞S) ≤ 0,

i.e. (A − P∞S), is only marginally stable, and convergence to this solution is given
under mild additional conditions in [36, 115, 117]. In [139], given only detectability,
the time-varying “closed loop” matrix (A − φt (Q)S) is shown to be stabilising, even
when (A − P∞S) is only marginally stable.

In the context of ensemble Kalman–Bucy filtering considered later, we will require
the same controllability assumption as considered above, and a more restrictive
observability condition (that implies the classical observability/detectability discussed
above).

For any s ≤ t and Q ∈ S
0
d , we define the state-transition matrix,

Es,t (Q) : = exp

(∮ t

s
(A − φu(Q) S) du

)

⇐⇒ ∂tEs,t (Q)

= (A − φu(Q)S) Es,t (Q).

(2.12)

When s = 0, we often write Et (Q) instead of E0,t (Q). The matrix Et (Q) is the
fundamental matrix. We have Es,t (Q) = Et (Q)Es(Q)−1. The following convergence
estimates follow from [16, 18]: For any Q, Q1, Q2 ∈ S

0
d and any t ≥ 0, we have the

local contraction inequalities

‖Et (Q)‖ ≤ c (1 + ‖Q‖) ‖Et (P∞)‖ and ‖Et (P∞)‖ = ‖et(A−P∞S)‖ ≤ c e−α t

(2.13)

for some finite α, c > 0 and with P∞ solving (2.11) and

‖Et (Q2) − Et (Q1)‖ ≤ c(Q1, Q2) e
−2 α t ‖Q2 − Q1‖ (2.14)

123



848 Mathematics of Control, Signals, and Systems (2023) 35:835–903

for some finite constant c(Q1, Q2) > 0. In addition, there exists some parameter
τ > 0 such that for any s ≥ 0 and any t ≥ τ > 0 we have the uniform estimates,

‖Es,s+t (Q)‖ ≤ cτ ‖Et (P∞)‖ (2.15)

Note it is desirable to relate the decay of Es,s+t (Q) to the decay at the fixed point
‖Et (P∞)‖ = ‖et(A−P∞S)‖ ≤ c e−α t (since as t → ∞ it is clear that we cannot do
better). See [18] for an explicit Floquet-type expression of Et (Q) in terms of Et (P∞).

The convergence and stability properties of the Kalman–Bucy filter and the
associated Riccati equation are directly related to the contraction properties of the
state-transition matrix Es,t (Q). To get some intuition for this we note,

ψt (z, Q) = Es,t (Q) ψs(z, Q) +
∫ t

s
Eu,t (Q) (φu(Q) S φu(Q) + R)1/2 dBu

(2.16)

and

φt (Q) = Es,t (Q) φs(Q) Es,t (Q)′ +
∫ t

0
Es,t (Q) (φs(Q) S φs(Q) + R) Es,t (Q)′ ds

(2.17)

for any s ≤ t .
From [16], for any t ≥ τ > 0 and any Q ∈ S

0
d we have the uniform estimates

(

Oτ (C) + C−1
τ

)−1 ≤ φt (Q) ≤ O−1
τ + Cτ (O). (2.18)

We also have

0 ≤ φt (Q) ≤ P∞ + e(A−P∞S)t (Q − P∞)e(A−P∞S)′t (2.19)

The following stability result follows from [16, 18]: For any Q1, Q2 ∈ S
0
d and for any

t ≥ 0,

‖φt (Q1) − φt (Q2)‖ ≤ c (1 + ‖Q1‖2 + ‖Q2‖2) ‖Et (P∞)‖2 ‖Q2 − Q1‖
(2.20)

and recall the exponential contraction estimate on ‖Et (P∞)‖ in (2.13). Similarly, using
(2.15), for any s ≥ 0 and any t ≥ τ > 0, we have

‖φs,s+t (Q1) − φs,s+t (Q2)‖ ≤ cτ ‖Et (P∞)‖2 ‖Q2 − Q1‖ (2.21)

Note that both (2.20) and (2.21) imply immediately that φt (Q) →t→∞ P∞ exponen-
tially fast for any Q ∈ S

0
d ; e.g. by letting Q2 = P∞.
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Note that the uniform estimates with constants independent of the initial condition
stated throughout, involve some arbitrarily small, positive time parameter τ , which
can be directly related to the notion of a so-called observability/controllability interval
introduced earlier; for further details on this topic, we refer to [16, 30]. Contrast, for
example, the stability results (2.20) and (2.21). The symbol τ is reserved for this
arbitrary small time parameter throughout the article.

Results (e.g. bounds and convergence results) on the flow of the inverse of the
solution of the Riccati equation are considered in [16] and are relevant for proving
results on the flow of the Riccati equation itself; e.g. upper bounds on the flow of the
inverse solution help to lower bound solutions of the Riccati flow. The flow of the
inverse Riccati solution may also be of interest on its own as it relates to the flow of
“information” (as the inverse of covariance).

Given the contraction properties on Es,t (Q), it is often said the “deterministic part”
of the filter error ∂t Zt = (A − Pt S) Zt is stable. From [16], we can be more explicit
if desired, for example, for any t ≥ τ we have the uniform estimate,

sup
Q∈S

0
d

‖ E (ψt (z, Q) |X0) ‖ ≤ c e−α t ‖ x − X0‖ (2.22)

for some rate α > 0 and some finite constant c > 0. Moreover, the conditional
probability of the following event

‖ψt (z, Q)‖ ≤ c(Q)

(

e−αt ‖x − X0‖ + e2√
2

[

1

2
+
(

δ + √
δ
)

])

(2.23)

given the state variableX0 is greater than 1− e−δ , for any δ ≥ 0. And, for any t ≥ 0,
z1, z2 ∈ R

d , Q1, Q2 ∈ S
0
d and any n ≥ 1 we have the almost sure local contraction

estimate

E
(‖ψt (z1, Q1) − ψt (z2, Q2)‖n |X0

) 1
n

≤ c(Q1, Q2) e
−αt ‖z1 − z2‖ + cn(Q1, Q2) e

−αt (1 + ∥∥x1 − X0
∥

∥

) ‖Q1 − Q2‖ (2.24)

with some rate α > 0 and the finite constants c(Q1, Q2), cn(Q1, Q2) > 0.

3 Kalman–Bucy diffusion processes

For any probability measure η on R
d , we let Pη denote the η-covariance

η → Pη := η
([ι − η(ι)][ι − η(ι)]′) (3.1)

with the identity function ι(x) := x and the column vector η( f ) := ∫ f dη for some
measurable function f : R

d → R
d .

We now consider three different cases of a conditional nonlinear McKean–Vlasov-
type diffusion process,

(F1) dXt = AXt dt + R1/2 dVt + Pηt H
′ R−1

1

[

dYt −
(

HXt dt + R1/2
1 dWt

)]
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(F2) dXt = AXt dt + R1/2 dVt + Pηt H
′ R−1

1

[

dYt − H

(Xt + ηt (ι)

2

)

dt

]

(F3) dXt = AXt dt + RP−1
ηt

(Xt − ηt (ι)
)

dt + Pηt H
′ R−1

1

[

dYt − H

(Xt + ηt (ι)

2

)

dt

]

(3.2)

where

ηt := Law(Xt | Yt ) (3.3)

and thus, the diffusions in (3.2) depend in somenonlinear fashionon the conditional law
of the diffusion process itself. In all three cases, (Vt ,Wt ,X0) are independent copies of
(Vt ,Wt ,X0). These diffusions are time-varying Ornstein–Uhlenbeck processes [53]
and consequently ηt is Gaussian; see also [16]. These Gaussian distributions have the
same conditional mean ηt (ι) and conditional covariance Pηt .

Proposition 3.1 [16, 53] We have

ηt := Law(Xt | Yt ) = Law(Xt | Yt ) =: ηt (3.4)

and Xt := ηt (ι) = ηt (ι) and Pt = Pηt = Pηt where Xt and Pt correspond to the
Kalman–Bucy filter update and Riccati equations in (2.2) and (2.3).

We may refer to this specific class (3.2) of McKean–Vlasov-type diffusion as a
Kalman–Bucy diffusion process [16]. The case (F1) corresponds to the limiting object
that is sampled in the continuous-time version of the ‘vanilla’ EnKF [60]; while (F2)
is the continuous-time limiting object that is sampled in the ‘deterministic’ EnKF of
[125], see also [120]; and (F3) is a fully deterministic transport-inspired equation
[120, 132]. Note that in this case (F3) the existence of the inverse of Pηt is given
by the positive-definiteness properties of the solution of the Riccati equation in (2.3).
In the next section, we detail the Monte Carlo ensemble filters derived from these
Kalman–Bucy diffusion processes.

Note we may define a generalised version of case (F3) by,

(F3′) dXt = AXt dt + RP−1
ηt

(Xt − ηt (ι)
)

dt

+ Pηt H
′ R−1

1

[

dYt − H

(Xt + ηt (ι)

2

)

dt

]

+ Gt P−1
ηt

(Xt − ηt (ι)
)

dt (3.5)

for any skew symmetric matrixG ′
t = −Gt that may also depend ηt . This added tuning

parametermay be related to an optimalitymetric, when deriving this transport equation
from an optimal transport beginning. We may also write similar generalised versions
(F1′) and (F2′) by adding Gt P−1

ηt

(Xt − ηt (ι)
)

to (F1) and (F2); though practically
it likely makes little sense.
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4 Ensemble Kalman–Bucy filtering

Ensemble Kalman–Bucy filters (EnKF) coincide with the mean-field particle inter-
pretation of the nonlinear diffusion processes defined in (3.2).

Let (V i
t ,W i

t ,X i
0)with1 ≤ i ≤ N + 1be (N+1) independent copies of (Vt ,Wt ,X0).

Again, we consider three different cases of Kalman–Bucy-type interacting diffusion
process,

(F1) dX i
t = AX i

t dt + R1/2 dV i
t + ̂Pt H

′ R−1
1

[

dYt −
(

HX i
t dt + R1/2

1 dW i
t

)]

(F2) dX i
t = AX i

t dt + R1/2 dV i
t + ̂Pt H

′ R−1
1

[

dYt − H

(X i
t + ̂Xt

2

)

dt

]

(F3) dX i
t = AX i

t dt + R ̂P−1
t

(

X i
t − ̂Xt

)

dt + ̂Pt H
′ R−1

1

[

dYt − H

(X i
t + ̂Xt

2

)

dt

]

(4.1)

with 1 ≤ i ≤ N + 1 and the rescaled (particle) sample mean and covariance

η̂t := ηNt = 1

N + 1

N+1
∑

i=1

δX i
t
̂Xt := XN

t = 1

N + 1

N+1
∑

i=1

X i
t and

�⇒ ̂Pt := PN
t = N + 1

N
Pη̂t (4.2)

In cases (F1) and (F2), we have N ≥ 1, and in case (F3), we require N ≥ d for the
almost sure invertibility of ̂Pt (although in case (F3) one may substitute a pseudo-
inverse of ̂Pt without changing the mathematical analysis). The scaling factor on the
sample covariance ensures unbiasedness. A sampled version of case (F3′) may also
be derived in the same way.

The filters of (4.1) are mean-field approximations of those in (3.2). In (4.1), we
see the utility of the Kalman–Bucy filter formulation in (3.2). In particular, in (4.1)
we have eliminated the classical Riccati matrix differential equation completely and
replaced it with an ensemble of (interacting) particle flows and the computation of a
sample covariance matrix from this ensemble. The sample mean and covariance of
(4.2) can also be used for inference or decision making, etc.

4.1 Vanilla ensemble Kalman–Bucy filter

The vanilla EnKF, denoted by VEnKF, is associated with the first case (F1) of nonlin-
ear process Xt in (3.2) and is defined by the Kalman–Bucy-type interacting diffusion
process (F1) in (4.1). We then have the following key result.

Proposition 4.1 [53] Let N ≥ 1. The stochastic flow of the sample mean satisfies,

d̂Xt
law= (

A − ̂Pt S
)

̂Xt dt + ̂Pt H
′ R−1

1 dYt + 1√
N + 1

(

R + ̂Pt S ̂Pt
)1/2

dBt

(4.3)
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where Bt is an independent d-dimensional Brownian motion.
The sample covariance evolves according to a so-called matrix-valued Riccati

diffusion process of the form,

d̂Pt
law= Ricc(̂Pt ) dt + 2√

N

[

̂P1/2
t dMt

(

R + ̂Pt S ̂Pt
)1/2
]

sym
(4.4)

where Mt is a (d × d)-matrix with independent Brownian entries (also independent
of Bt ).

We see that for the vanilla EnKF, the convergence of ̂Xt → Xt and ̂Pt → Pt as
N → ∞ follows immediately. This result follows via the martingale representation
theorem, e.g. Theorem 4.2 in [79], see also [54].

4.2 ‘Deterministic’ ensemble Kalman–Bucy filter

The ‘deterministic’ EnKF, denoted DEnKF, is associated with the second case (F2)

of nonlinear process Xt in (3.2) and is defined by the Kalman–Bucy-type interacting
diffusion process (F2) in (4.1). This ‘deterministic’ epithet in the DEnKF follows
because the update ‘part’ of the particle flow is deterministic and does not rely on
the stochastic perturbations byW i

t appearing in the VEnKF. This name and idea was
taken from [125]; see also [13, 120] and [95, 136]. We have the following key result.

Proposition 4.2 [19, 21] Let N ≥ 1. The stochastic flow of the sample mean satisfies,

d̂Xt
law= (

A − ̂Pt S
)

̂Xt dt + ̂Pt H
′ R−1

1 dYt + 1√
N + 1

R1/2dBt (4.5)

where Bt is an independent d-dimensional Brownian motion.
The sample covariance evolves according to a so-called matrix-valued Riccati

diffusion process of the form,

d̂Pt
law= Ricc(̂Pt ) dt + 2√

N

[

̂P1/2
t dMt R

1/2
]

sym
(4.6)

where Mt is a (d × d)-matrix with independent Brownian entries (also independent
of Bt ).

Again, for the DEnKF, the convergence of ̂Xt → Xt and ̂Pt → Pt as N → ∞
follows immediately. Note the simplified diffusion weighting(s) in the case of the
DEnKF, as compared to the VEnKF.

4.3 Transport-inspired ensemble transport filter

The fully deterministic ensemble transport filter DEnTF is associated with the third
case (F3), defined by the Kalman–Bucy-type interacting diffusion process (F3) in
(4.1). In this case, we have the special result.
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Proposition 4.3 [120, 132] Let N ≥ 1. The flow of sample mean is given by,

d̂Xt = (

A − ̂Pt S
)

̂Xt dt + ̂Pt H
′ R−1

1 dYt , ̂X0 := 1

N + 1

N+1
∑

i=1

X i
0 (4.7)

The sample covariance evolves according to the deterministic Riccati equation,

d̂Pt = Ricc(̂Pt ) dt, ̂P0 := N + 1

N
Pη̂0 (4.8)

Note that the particle mean ̂Xt and the particle covariance ̂Pt associated with the
particle interpretation (F3) discussed in (4.1) satisfy exactly the equations of the
Kalman–Bucy filter with the associated deterministic Riccati equation.

The “randomness” in this case only comes from the initial conditions. The stability
analysis of this class of DEnTF model resumes to the one of the Kalman–Bucy filter
and the associated Riccati equation. Thus, the results, e.g. in (2.20), (2.22), (2.23)
and (2.24) hold immediately; see also [16] in the linear-Gaussian setting. In [43, 44],
this filter is analysed in the case of a nonlinear signal, but fully observed (linear
observation) model. The fluctuation analysis in this case can also be developed easily
by combining certain stability results w.r.t. the initial state (see [16]) with conventional
sample estimates based on independent copies of the initial states (see, e.g. [23] for
estimates associated with classical sample covariance estimates). Consequently, we
do not consider this class of model going forward, but recommend [16, 43, 44].

When N is small compared to d, the inverse of the sample covariance defining the
DEnTF is ill-posed and this is likely a limiting factor in the applicability of this method
in high-dimensional applications with stochastic state evolutions. With non-Gaussian
signal noise, one may also prefer the stochastic perturbation method in the DEnKF.

4.4 Nonlinear ensemble filtering in practice

In practice, the ensembleKalmanfilteringmethodology is applied in high-dimensional,
nonlinear state-space models, e.g. see [59, 60] and the application references listed in
the introduction.

It is rather straightforward to extend the algorithmic particle methods in (4.1) to
nonlinear systems as we now outline. Consider a time-invariant nonlinear diffusion
model of the form,

dXt = a(Xt ) dt + R1/2 dVt

dYt = h(Xt ) dt + R1/2
1 dWt

(4.9)

where a : R
d → R

d and h : R
d → R

dy are the nonlinear signal and sensor model
functions of some sufficient regularity.
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Let (V i
t ,W i

t ,X i
0)with1 ≤ i ≤ N + 1be (N+1) independent copies of (Vt ,Wt ,X0).

We consider the three EnKF variants as before and define the flow of particles by,

(NF1) dX i
t = a(X i

t ) dt + R1/2 dV i
t + ̂P h

t R−1
1

[

dYt −
(

h(X i
t ) dt + R1/2

1 dW i
t

)]

(NF2) dX i
t = a(X i

t ) dt + R1/2 dV i
t + ̂P h

t R−1
1

[

dYt −
(

h(X i
t ) +̂ht
2

)

dt

]

(NF3) dX i
t = a(X i

t ) dt + R ̂P−1
t

(

X i
t − ̂Xt

)

dt + ̂P h
t R−1

1

[

dYt −
(

h(X i
t ) +̂ht )
2

)

dt

]

(4.10)

with 1 ≤ i ≤ N + 1 and the (particle) sample mean ̂Xt and sample covariance ̂Pt
defined as usual, e.g. see (4.2), and with the observation function sample mean and
sample cross-covariance defined as,

̂ht := 1

N + 1

N+1
∑

i=1

h(X i
t ) and ̂P h := 1

N

N+1
∑

i=1

[

X i
t − ̂Xt

] [

h(X i
t ) −̂ht

]′

(4.11)

The mean-field limit of these interacting nonlinear conditional particle diffusion
systems (4.10) is studied in [43, 93]. The (conditional) law of these mean field
McKean–Vlasov diffusions may even be given in terms of a Kushner/Fokker-Planck-
type partial differential equation, e.g. see [43, 93]. However, if the mean-field limit in
this nonlinear setting is denoted by, say, Xt , then it is certainly true that,

Law(Xt | Yt ) �= Law(Xt | Yt ) =: ηt (4.12)

in the nonlinearmodel setting. Said differently, evenwith infinite computational power,
the EnKF methods as applied in this nonlinear model setting do not converge to the
optimal nonlinear Bayes filter. As noted earlier, and again later, the EnKF in this
nonlinear model setting is probably best viewed in practice as a type of (random)
sample-based (point-valued) state estimator or a stochastic observer. In general, it
should not be seen as an approximation of the optimal Bayesian filter.

We discuss connections and extensions of our results to the nonlinear model setting,
including different instances of the EnKF in these settings, in a later section (at the
end of this article).

5 Theory in the linear-Gaussian setting

Going forward, we consider only the VEnKF (case (F1)) and DEnKF (case (F2))
since as noted the theory of the DEnTF in the linear-Gaussian setting reverts to that
of the standard Kalman–Bucy filter as detailed in [16]. The parameter κ ∈ {0, 1} will
distinguish the two cases (κ = 1 in case (F1), and κ = 0 in case (F2)) throughout.
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We may unify the analysis via the following representation,

d̂Xt = (A − ̂Pt S) ̂Xt dt + ̂Pt H
′R−1

1 dYt + 1√
N + 1

�1/2
κ (̂Pt ) dBt (5.1)

d̂Pt = Ricc(̂Pt ) dt + 2√
N

[

̂P1/2
t dMt �1/2

κ (̂Pt )
]

sym
(5.2)

with the mapping,

�κ(Q) := R + κ QSQ with κ =
{

1 incase(F1)

0 incase(F2)
(5.3)

Let ̂Zt := (̂Xt − Xt ) and observe that

d̂Zt = (A − ̂Pt S)̂Zt dt + ̂Pt H
′R−1/2

1 dWt − R1/2 dVt + 1√
N + 1

�1/2
κ (̂Pt ) dBt

law= (A − ̂Pt S)̂Zt dt + �1/2
κ (̂Pt ) d ̂Bt (5.4)

for some independent d-dimensional Wiener process ̂Bt and with,

�κ := �1 + 1

N + 1
�κ (5.5)

Note we often refer to the flows ̂Zt or Zt as error flows.
We also underline that

̂Zt − Zt = (̂Xt − Xt ) − (Xt − Xt ) = ̂Xt − Xt (5.6)

so that the difference between the noisy error flow ̂Zt and the classical Kalman–Bucy
error flow Zt is equal to the difference between theEnKF (samplemean) state estimate
and the classical Kalman–Bucy state estimate.

Let ̂φt (Q) := ̂Pt denote the flow of the Riccati diffusion equation in (5.2) with
̂P0 = Q ∈ S

0
d . Let ̂ψt (z, Q) := ̂Zt denote the flow of the stochastic error (5.4) with

̂Z0 = z = (x −X0) ∈ R
d and ̂Pt = ̂φt (Q). Finally, we denote the flow of the sample

mean in (5.1) with ̂X0 = x ∈ R
d by χ̂t (x, Q) := ̂Xt .

We underline further that the difference between two error flows satisfies,

̂ψt (z1, Q1) − ̂ψt (z2, Q2) = χ̂t (x1, Q1) − χ̂t (x2, Q2) (5.7)

and is thus equal to the difference between the two corresponding sample means
(with compatible starting points). Studying the difference between two error flows
(̂ψt (z1, Q1) − ψt (z2, Q2)) subsumes the study of something like (χ̂t (x1, Q1) −
χt (x2, Q2)) which is the difference between the EnKF (sample mean) state estimate
and the classical Kalman–Bucy state estimate (with different initial conditions).
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For any s ≤ t and Q ∈ S
0
d , we define the stochastic state-transition matrix,

̂Es,t (Q) : = exp

(∮ t

s

(

A − ̂φu(Q) S
)

du

)

⇐⇒ ∂t̂Es,t (Q)

= (A − ̂φu(Q)S
)

̂Es,t (Q) (5.8)

Aswith the classicalKalman–Bucy filter, e.g. see (2.16) and (2.17), the convergence
and stability properties of the ensemble Kalman–Bucy filter and the associated Riccati
diffusion equation are directly related to the contraction properties of the stochastic
state-transition matrix ̂Es,t (Q). For example, the flow of the stochastic error equation
(5.4) is given by,

̂ψt (z, Q) = ̂Es,t (Q) ̂ψs(z, Q) +
∫ t

s

̂Eu,t (Q)�1/2
κ (̂φu(Q)) d ̂Bu (5.9)

and the stochastic flow of the matrix Riccati diffusion (5.2) is given implicitly by

̂φt (Q) = ̂Es,t (Q)̂φs(Q)̂Es,t (Q)′ +
∫ t

s

̂Eu,t (Q)�1(̂φu(Q))̂Eu,t (Q)′ du

+ 2√
N

∫ t

s

̂Eu,t (Q)
[

̂φ
1/2
u (Q) dMu �1/2

κ (̂φu(Q))
]

sym
̂Eu,t (Q)′

(5.10)

for any s ≤ t . We denote by ̂�t the Markov semigroup of ̂φt (Q) defined for any
bounded measurable function F on Sd and any Q ∈ S

0
d with the property that,

̂�t (F)(Q) := E
[

F(̂φt (Q))
] =

∫

̂�t (Q, dP) F(P) (5.11)

When Q is random with distribution �(dQ) on S
+
d , by Fubini’s theorem we have,

(�̂�t )(F) : =
∫

�(dQ)̂�t (F)(Q) := E
[

F(̂φt (Q))
]

=
∫ (∫

�(dQ) ̂�t (Q, dP)

)

F(P) (5.12)

This yields the formula

(�̂�t )(dP) =
∫

�(dQ) ̂�t (Q, dP) (5.13)

for the distribution of ̂φt (Q) on S
+
d .

We then have the first result concerning the quadratic, matrix-valued, Riccati dif-
fusion process (5.10).
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Theorem 5.1 For anyN ≥ 1, the Riccati diffusion (5.10) has a uniqueweak solution on
S
0
d . For N ≥ d +1, there exists a unique strong solution on S

+
d . Moreover, ̂�t (Q, dP)

is a strongly Feller and irreducible semigroup with a unique invariant probability
measurê�∞ on S

+
d . This measure admits a positive density with respect to the natural

Lebesgue measure on Sd .

Given the existence of a solution to the Riccati diffusion (5.2), it follows a solution
for ̂Xt in (5.1) or a solution ̂Zt in (5.4) exists and is unique. This result is proven in
[19, Theorem 2.1].

Once the problem of existence and uniqueness is tackled, one major problem in this
equation is the behaviour at infinity: existence of a stationary measure and speed of
convergence towards this stationary measure or even distance between two solutions
starting at different points.

We will make wide use of the following two assumptions in the remainder of this
article.

Assumption O The matrix S := H ′R−1
1 H is strictly positive-definite, i.e. S ∈ S

+
d .

This is a strong form of observability, and it implies classical observability as defined
in (2.7).

Assumption C The pair (A, R1/2) is controllable, as defined in (2.7).

Under both Assumptions O and C, it follows that P∞ ∈ S
+
d and Absc(A− P∞S) <

0, see the earlier discussion on this topic. We may relax the controllability Assump-
tion C to just stabilisability. We discuss Assumption O more later as it (re-)appears
throughout our presentation and is more restrictive than the classical observabil-
ity/detectability assumptions in classical Kalman filtering (noting again it implies
observability/detectability).

We emphasise the following:

Suppose Assumptions O and C hold. Then, there exists some logarithmic norm,
which we denote by μ(·) : Md → R, with the property that μ(A − P∞S) < 0.

Proof of this statement follows from the fact that Absc(A − P∞S) < 0 under just
detectability and stabilisability model conditions, and then, an application of [131,
Theorem 5]. The logarithmic norm μ(·) is not necessarily unique, but any particular
chosen logarithmic norm μ(·) is indexed to the model parameters (A, H , R, R1).
We use the notation μ(·) to distinguish the log-norms for which μ(A − P∞S) < 0
whenever Absc(A − P∞S) < 0 holds, or more specifically throughout this work
whenever Assumptions O and C hold.

In prior work [17, 19, 21, 22, 53] and even the first draft of this article, we state
certain results in termsofμ(A−P∞S), and under the assumptionμ(A−P∞S) < 0; for
some, but we do not care which, logarithmic normμ(·).We knew of course that certain
observability and controllability model conditions ensured Absc(A − P∞S) < 0.
However, it was unclear that negativity of the spectral abscissa translated in general
to μ(A− P∞S) < 0 for some version of the logarithmic norm. Thus, in many results
we start with the assumption μ(A − P∞S) < 0 in prior work [17, 19, 21, 22, 53]
and claimed somewhat informally that this amounts to asking for a strong form of
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Table 1 Table of flow notations

True flow Approximated flow Description

χt χ̂t Flow of the Kalman state estimate (the true conditional
mean) (2.2); and the sample mean (5.1)

φt ̂φt Flow of the Kalman state estimate error covariance, i.e. the
Riccati differential equation (2.3); and the sample
covariance (5.2)

ψt ̂ψt Flow of the Kalman state error (2.6); and the sample error
(5.4)

Es,t ̂Es,t The state transition matrix (2.12); and the stochastic,
approximated, state transition matrix (5.8)

N.A ̂�t The Markov transition kernel for ̂φt on S
0
d

observability and controllability (given its similarity to Absc(A − P∞S) < 0, but
without actually giving testablemodel conditions). Owing to [131, Theorem5], we can
begin results simply with some form of observability and controllability assumption
(typically we need the stronger observability Assumption O, for different reasons) and
state results in terms of the special class of logarithmic normsμ(A−P∞S) < 0; which
we know is negative because Absc(A − P∞S) < 0. This is a significant relaxation
of the conditions precedent in many of the subsequent results and places these results
back in the testable and relatable context of classical controllability and observability
assumptions.

In Table 1, we denote the relevant flows and notation of interest going for-
ward. This notation allows us to relate (for example) the flow of the approximation
relative to the true object with respect to their initial conditions, e.g. fluctuation-
type results: χ̂t (x, Q) − χt (x, Q); or (for example) the flow of two approximated
objects with respect to different initial positions, e.g. stability/contraction-type results:
̂ψt (z1, Q1) − ̂ψt (z2, Q2).

In Fig. 1, we plot the flow of some of the subsequent sections and the main results.
The presentation ordering is given mostly in terms of the dependencies and natural
progression of the derivations. We discuss briefly the dependencies and reasoning as
we progress.

5.1 Fluctuation and contraction results for the Riccati diffusion

5.1.1 Fluctuation properties of the Riccati diffusion

In this section, we consider the fluctuation of ̂φt (Q) about φt (Q) and of ̂ψt (z, Q)

about ψt (z, Q).
The fluctuation properties and moment boundedness properties of ̂φt (Q) and

̂ψt (z, Q) depend naturally on the size on the fluctuation as determined by N.
Typically, we will write either of the following expressions in stating our results,

′′N issufficientlylarge′′ or ′′N ≥ 1′′ (5.14)
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Fig. 1 Flowchart of the general result and topics in this article. Although detailed proof in most cases is not
given, the arrows and top-down direction in the flowchart depict both the presentation of the results in this
article, and the dependency in terms of the proof and derivation of the results

In case (F1) with κ = 1, there is often a minimum threshold on N needed to prove
the results. In case (F1), this lower threshold on N may be large. In case (F2) with
κ = 0, these same results typically hold, but moreover, we can often refine the relevant
results and at the same time relax the conditions on N, often needing just N ≥ 1.
This is a significant analytical advantage of the DEnKF over the VEnKF. In some
cases, this advantage is practically realised and provable (and not just a by-product of
analysis methods). For example, we will show later that some moments of the VEnKF
sample covariance in one-dimension provably do not exist in the steady-state without
a sufficient number of particles, whereas in the DEnKF these moments always exist
with N ≥ 1. In some cases, the results stated in this work are only known for the
DEnKF. If we do not specify a particular case, or a value for κ ∈ {0, 1}, then the stated
results may be assumed to hold for both the VEnKF and the DEnKF.
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We start with the following under-bias estimate on the sample covariance which
holds for both the VEnKF and the DEnKF.

Theorem 5.2 For any t ≥ 0, any Q ∈ S
0
d , and any N ≥ 1, we have the uniform

under-bias estimate,

E
[

̂φt (Q)
] ≤ φt (Q) ≤ c (1 + ‖Q‖) I (5.15)

for a finite constant c > 0 that does not depend on the time horizon.

We may refine this under-bias result as is done in [19]. For example, if we assume
further that S ∈ S

+
d , i.e. under Assumption O, then for any t ≥ 0 we also have the

refined bias estimates,

0 ≤ φt (Q) − E
[

̂φt (Q)
] ≤ c(Q)

1

N
I (5.16)

when N is sufficiently large in case (F1), κ = 1; or for any N ≥ 1 in case (F2), κ = 0.
The proof of this refinement, and details on the constant c(Q), is in [19, Theorem 2.3]
and in [22].

Wewill see subsequently that AssumptionO, i.e. the condition S ∈ S
+
d , ensures that

for any n ≥ 1, the n-th moments of the trace of the sample covariance are uniformly
bounded w.r.t. the time horizon (with a sufficient number of particles) even when the
matrix A is unstable.

The next theorem concerns these time-uniform moment estimates on the stochastic
Riccati flow in (4.4), i.e. on the flow of the sample covariance matrix.

Theorem 5.3 Suppose Assumption O holds. For any n ≥ 1, t ≥ 0, any Q ∈ S
0
d , and

any N sufficiently large, we have the uniform estimate,

E
[‖̂φt (Q)‖n]1/n ≤ cn (1 + ‖Q‖) (5.17)

Furthermore, for any time horizon t ≥ τ > 0 we also have the uniform estimates

E
[‖̂φt (Q)‖n]1/n ≤ cn,τ (5.18)

In addition, in case (F2), for any N ≥ 1, any n ≥ 1, Q ∈ S
0
d , t ≥ 0 and any s ≥ τ > 0

we have the refined estimates,

E
[‖̂φt (Q)‖n]1/n ≤ c (1+‖Q‖)

(

1 +
√

n

N

)

and E
[‖̂φs(Q)‖n]1/n ≤ cτ

(

1+
√

n

N

)

(5.19)

The proof of this result is provided in [19, Theorem 2.2] where a precise description
of the (finite) parameters cn, cn,τ , c, cτ > 0 is also provided. Thefirst estimate in (5.17)
also holds without Assumption O, and even if S = 0, when Absc(A) < 0. The proof
of this Theorem is based on a reduction in (4.4) to a scalar Riccati diffusion, a novel
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representation of its n-th powers, and a comparison of its moments to a judiciously
designed deterministic scalar Riccati equation. We discuss this proof later, but this
scalar reduction necessitates the condition S ∈ S

+
d , i.e. Assumption O. The proof is

conservative by nature (due to the scalar reduction and comparison).
Now, we turn to quantifying the fluctuations of the matrix Riccati diffusions around

their limiting (deterministic) values as found when N tends to ∞. That is, we quantify
the fluctuation of the EnKF sample covariance about the limiting covariance of the
classical Kalman–Bucy filter.

Theorem 5.4 Suppose Assumption O holds. For any n ≥ 1, t ≥ 0, any Q ∈ S
0
d , and

any N sufficiently large we have the uniform estimates,

E
[‖̂φt (Q) − φt (Q)‖n]1/n ≤ cn

1√
N

(1 + ‖Q‖7) (5.20)

In case (F2), for any N ≥ 1, any n ≥ 1, t ≥ 0, and any Q ∈ S
0
d , we have

E
[‖̂φt (Q) − φt (Q)‖n]1/n ≤ c

1√
N

(1 + ‖Q‖5)
(

1 +
√

n

N

)5

(5.21)

The estimates in Theorem 5.4 do not depend on Q ∈ S
0
d when t ≥ τ for any τ > 0

and with cn, c replaced with cn,τ , cτ ; e.g. similarly to (5.18) in Theorem 5.3.
The proof of the preceding Theorem is provided in [19, Theorem 2.3] and in [22].

The proof follows from a second-order expansion of the stochastic flow ̂φt about
the deterministic flow φt and then an appropriate bounding of the first- and second-
order stochastic terms. More generally, in [22] we consider a Taylor-type perturbation
expansion of the form,

̂φt = φt +
∑

1≤k<n

N−k/2

k! ϕ
(k)
t + 1

Nn/2 ϕ̂
(n)
t (5.22)

for any n ≥ 1, and a stochastic flow ϕ
(k)
t whose values do not depend on the ensemble

size N, and a stochastic remainder term ϕ̂
(n)
t . Odd order stochastic terms ϕ

(k)
t , with k

odd, are zero mean (i.e. centred). This representation allows us in [22] to present sharp
and non-asymptotic expansions of the matrix moments of the matrix Riccati diffusion
with respect to N.

In [22], we provide uniform estimates of the stochastic flow ϕ
(k)
t w.r.t. the time

horizon even when the matrix A is unstable. These estimates are stronger than the
conventional functional central limit theorems for stochastic processes. For example,
these results imply the almost sure central limit theorem on the sample covariance,

√
N
[

̂φt − φt
] −→N→∞ ϕt (5.23)

Bias and variance estimates based on the expansion (5.22) are also given in [22]. See
also in particular [22, Section 1.3] for detailed exposition of this functional central
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limit theorem and the bias and variance estimates. In the scalar case, we explore this
expansion (5.22) up to second-order in detail in a later section to illustrate this form.

The under bias result (5.15) holds with any N ≥ 1 in both the VEnKF of case
(F1), and in the DEnKF of case (F2). This under-bias is a motivation for so-called
sample covariance regularisation in practice; e.g. so-called sample covariance inflation
or localisation methods [7, 59, 65, 71, 108]. Later, we discuss the effects of inflation
in particular.

As with the deterministic Riccati equation, we may bound the moments of the
inverse of the stochastic Riccati flow ̂φt (Q) under stronger conditions on the number
of particles N required; e.g. see [19]. It follows that with Q ∈ S

+
d and with additional

conditions on N, that for t ≥ τ > 0 there exists a uniform positive definite lower
bound on E[̂φt (Q)].

A number of basic corollaries follow the proofs in [19, 22]; for instance, we have
the monotone property,

S
0
d � Q1 ≤ Q2 �⇒ E

[

̂φt (Q1)
] ≤ E

[

̂φt (Q2)
]

(5.24)

and, for any Q ∈ S
0
d , the fixed upper bound,

E
[

̂φt (Q)
] ≤ P∞ + Et (P∞) (Q − P∞) Et (P∞)′ (5.25)

These estimates hold for anyN ≥ 1without any additional assumptions, as in Theorem
5.2.

Several spectral estimates can be deduced from the estimates (5.16), (5.20) and
(5.21). For example, in case (F2), with κ = 0 and N ≥ 1 then combining (5.21) with
the n-version of the Hoffman-Wielandt inequality we have the uniform estimate,

sup
1≤i≤r

E
[∥

∥λi
(

̂φt (Q)
)− λi (φt (Q))

∥

∥

n]1/n ≤ cn(Q)
1√
N

(5.26)

Finally, it is worth noting briefly that all moment boundedness and fluctuation
results stated in this section hold with any N ≥ 1 and without further assumptions, if
one replaces the constants c, cn, cτ , cn(Q), . . .with functions that now depend on (and
grow with) the time horizon t ≥ 0. However, if these bounds depend exponentially
on time (as is quite typical in analysis), an exponent of the form (α t) > 200 induces
an exceedingly pessimistic estimate larger than the estimated number of elementary
particles of matter in the visible universe. In this sense, non-time-uniform bounds of
this form are clearly impractical from a numerical user-case perspective.

5.1.2 Contraction and long time properties of the Riccati diffusion

With Q ∈ S
+
d , we set �(Q) := ‖Q‖2 + ‖Q−1‖2 and we consider the collection of

�-norms on the set of probability measures �1, �2 on S
+
d , indexed by � > 0, and

defined by,

‖�1 − �2‖�,� := sup |�1(F) − �2(F)| (5.27)
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In the above display, the supremum is taken over all measurable function F on Sd

such that

‖F‖� := sup
Q∈S

+
d

|F(Q)|
1 + � �(Q)

≤ 1 (5.28)

It is known that the deterministic Riccati equation that describes the flow of the
covariance matrix in classical Kalman–Bucy filtering tends to a fixed point P∞ for
any initial point Q ∈ S

0
d when the (time-invariant) model (2.1) is detectable and

stabilisable; e.g. see (2.20) and [16]. The next result is the analogue of this idea in the
EnKF setting and describes the stability of the flow of the sample covariance.

Theorem 5.5 Assume the fluctuation parameter N is sufficiently large such that
E[‖̂φt (Q)‖] and E[‖̂φ−1

t (Q)‖] are uniformly bounded (e.g. as in Theorem 5.3 for
bounds on E[‖̂φt (Q)‖]). Then, there exists some finite constants c, α, � > 0 such that
for any t ≥ 0 and probability measures�1, �2 on S

+
d , we have the�-norm contraction

inequality

‖�1 ̂�t − �2 ̂�t‖�,� ≤ c e−α t ‖�1 − �2‖�,� (5.29)

Of course, setting �2 = ̂�∞ wherê�∞ is the unique invariant probability measure
described in Theorem 5.1 implies that for any initial probability measure Q ∼ � on
S

+
d we have that̂φt (Q) tends to be distributed according tô�∞. The proof of the above

theorem is provided in [19, Theorem 2.4] and is based on matrix-valued Lyapunov
and minorisation conditions (choosing the Lyapunov candidate, �(·)).

For one-dimensional models, the article [21] provides explicit analytical expres-
sions for the reversible measure of ̂Pt in terms of the model parameters. As expected,
heavy tailed reversible measures arise when κ = 1, and weighted Gaussian distri-
butions when κ = 0. The article [21] also provides sharp exponential decay rates to
equilibrium, in the sense that the decay rates tend to those of the limiting deterministic
Riccati equation when N tends to ∞.

In a later section, we explore the one-dimensional case in more detail and explicitly
examine the invariant measures in each model κ ∈ {0, 1}. The contrast between the
steady-state invariant measures in each case κ ∈ {0, 1} provides some insight into
various phenomenon seen in practice we believe, e.g. so-called catastrophic diver-
gence, and fluctuations of the sample covariance, etc. We also state the strong Ln-type
contraction of ̂φt (Q) in both cases (F1) and (F2).

5.2 Contraction properties of exponential semigroups

Recall that the stability properties of the deterministic (N = ∞) semigroups Es,t (Q)

associated with the classical Kalman–Bucy filter are rather well understood, e.g. see
(2.13), (2.15), and (2.14) and also [16, 18].We emphasise that in the deterministic case,
stability of the matrix-valued Riccati differential equation, e.g. as in (2.20), follows
from the contraction properties of Es,t (Q) in (2.13); see [16, 18] for the derivation.
Some intuition for this follows from the implicit form for the solution in (2.17).
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Similarly, in classical Kalman–Bucy filter, the stability properties of the error flow
(2.6) are related to the contraction properties of the state-transition matrix Es,t (Q).
Again, the intuition follows from the solution form in (2.16). The stability properties
of the classical Kalman–Bucy error flow are given in, e.g. (2.22) and (2.24); see [16].

We come now to the contractive properties of ̂Es,t (Q) defined in (5.8). The sta-
bility of ̂Es,t (Q) will naturally play a role in the derivation of contraction results on,
e.g. the sample error flow ̂ψt (z, Q), see (5.9). Indeed, we also require stability of
̂Es,t (Q) to derive fluctuation results on the sample error flow ̂ψt (z, Q). Note we did
not need stability of the exponential semigroup to derive fluctuation results on the
sample covariance ̂φt (z, Q) earlier.

Firstly, we remark that if S ∈ S
+
d , then up to a change of basis we can always

assume that S = I . Then, for any s, t ∈ [0,∞[ we immediately have the rather crude
almost sure estimate

μ (A) < 0 �⇒ ∥

∥̂Es,s+t (Q)
∥

∥

2 ≤ e t μ(A) −→t→∞ 0 (5.30)

for any logarithmic norm. Note again that if Absc(A) < 0, then μ (A) < 0 for
some log-norm. In any case, in general, asking for A to be stable is a very strong
and restrictive condition. We typically seek contraction results on ̂Es,t (Q) that accom-
modate arbitrary A ∈ Md matrices; in particular, we seek to accommodate unstable
signal matrices A, i.e. matrices with (some) non-negative eigenvalues. To this end, fix
Q ∈ S

0
d and consider the process ̂A defined by

̂A : t ∈ [0,∞[ → ̂At := A − ̂φt (Q)S (5.31)

We write A for the analogous process driven by φt (Q), i.e. with N = ∞, which we
know under just detectability conditions is a time-varying stabilising matrix process
[139].

We seek to characterise, in a useful manner, the fluctuation of the stochastic process
̂A about A, with the hope that the contractive properties of ̂Es,t can then be in some
sense related to the established contractive properties of Es,t .

For example, given Assumption O and κ = 0, combining (5.19) (5.21) and (2.15)
with Krause’s inequality [86] for any nd ≥ 1, we have the uniform fluctuation esti-
mate,

E

[

∥

∥SpecDist
(At , ̂At

)∥

∥

nd
]1/(nd) ≤ cn(Q)

1√
N

(5.32)

where we define the optimal matching distance between the spectrum of matrices
A, B ∈ Md by

SpecDist (A, B) = min
perm(·) max

1≤i≤d
|λi (A) − λperm(i)(B)| (5.33)

where theminimum is taken over the set of d! permutations of {1, . . . , d}. This spectral
estimate is of interest on its own, but is not immediately usable for controlling the
contraction properties of the exponential semigroups.
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By Theorem 5.3 and Theorem 5.4, under Assumption O, the collection of processes
(A, ̂A) satisfy the following regularity properties:

• Case κ ∈ {1, 0}: For any n ≥ 1, t ≥ 0, Q ∈ S
0
d , and any N sufficiently large, we

have the uniform estimates

√
NE

[

∥

∥At − ̂At
∥

∥

n
] 1
n ≤ cn (1 + ‖Q‖7) and E

[

∥

∥ ̂At
∥

∥

n
] 1
n ≤ cn (1 + ‖Q‖)

(5.34)

• Case κ = 0: For any n ≥ 1, t ≥ 0, Q ∈ S
0
d , and any N ≥ 1, we have the uniform

estimates

√
NE

[

∥

∥At − ̂At
∥

∥

n
] 1
n ≤ c (1 + ‖Q‖5)

(

1 +
√
n√
N

)5
, (5.35)

and

√
NE

[

∥

∥ ̂At
∥

∥

n
] 1
n ≤ c (1 + ‖Q‖) (1 + √

n)

The stability properties of stochastic semigroups associated with a general collection
of stochastic flows (A, ̂A) satisfying fluctuation and moment boundedness properties
in a general form accommodating both (5.34) and (5.35) have been developed in our
prior work [17]. Several local-type contraction estimates can now be derived.

Theorem 5.6 Let κ ∈ {1, 0} and suppose Assumptions O and C hold. Then, for any
increasing sequence 0 ≤ s ≤ tk ↑k→∞ ∞, and for any Q ∈ S

0
d , the probability of the

following event

lim sup
k→∞

1

tk
log ‖̂Es,tk (Q)‖ ≤ 1

2
μ(A − P∞S) < 0 is greater than1 − ν

(5.36)

for any ν ∈]0, 1[, as soon as N is sufficiently large (as a function of ν ∈]0, 1[).
This log-Lyapunov estimate (5.36) immediately implies the semigroup ̂Es,tk (Q) is

exponentially contracting with a high probability (in both cases κ ∈ {1, 0}); given a
sufficient number of particles, and the observability and controllability Assumptions
O and C.

A number of reformulations of this result that offer insight individually are worth
stating:

• Let κ ∈ {1, 0}. For any 0 ≤ s ≤ tk1 ↑k1→∞ ∞, there exists a sequence N :=
Nk2 ↑k2→∞ ∞ such that we have the almost sure Lyapunov estimate

lim sup
k2→∞

lim sup
k1→∞

1

tk1
log ‖̂Es,s+tk1

(Q))‖ ≤ 1

2
μ(A − P∞S) (5.37)
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• Let κ ∈ {1, 0}. Then, for any increasing sequence of times 0 ≤ s ≤ tk ↑k→∞ ∞,
the probability of the following event,

⎧

⎨

⎩

∀0 < ν2 ≤ 1 ∃l ≥ 1 such that ∀k ≥ l it holds that
1

tk
log ‖̂Es,tk (Q)‖ ≤ 1

2
(1 − ν2) μ(A − P∞S)

⎫

⎬

⎭

(5.38)

is greater than 1 − ν1, for any ν1 ∈]0, 1[, as soon as N is sufficiently large (as a
function of n ≥ 1 and ν1 ∈]0, 1[).

• Let κ ∈ {1, 0}. Consider any s ≥ 0, any increasing sequence of time hori-
zons tk ↑k1→∞ ∞, and any sequence N := Nk2,n ↑k2→∞ ∞ such that
∑

k2≥1 1/
√

Nk2,n < ∞ for some n ≥ 1. Then, we have the almost sure Lyapunov
estimate,

⎧

⎨

⎩

∀0 < ν ≤ 1 ∃l1, l2 ≥ 1 such that ∀k1 ≥ l1, ∀k2 ≥ l2 it holds that
1

tk1
log ‖̂Es,s+tk1

(Q)‖ ≤ 1

2
(1 − ν)μ(A − P∞S)

⎫

⎬

⎭

(5.39)

Thefirst dot-point result capturedby (5.37) is derived from (5.36) inTheorem5.6 via
the Borel–Cantelli lemma. The next two dot-point results provide some reformulation
of the supremum limit estimates (5.36) and (5.37) in terms of random relaxation time
horizons and random relaxation-type fluctuation parameters. The last reformulation
in (5.39) underlines the fact that after some random time (i.e. determined by l1), and
given some randomly sufficiently large number of particles (determined by l2) the
semigroup ̂Es,t (Q) is exponentially contractive. We have no direct control over the
parameters l1 and l2 in (5.39) which depend on the randomness in any realisation.

Stronger results hold if we restrict κ = 0, i.e. in case (F2). We have the following
immediate corollary of our prior work in [17] and the earlier fluctuation analysis
leading to (5.35):

Theorem 5.7 Let κ = 0 and suppose AssumptionsO and C hold. Then, for any n ≥ 1,
s ≥ 0, Q ∈ S

0
d , there is some time horizons tn <̂tn →N→∞ ∞ such that for any

tn ≤ t ≤̂tn we have
1

t
logE

[‖̂Es,s+t (Q)‖n] ≤ n

4
μ(A − P∞S) < 0 (5.40)

whenever N is sufficiently large such that̂tn > tn; see [17] for details on these time
parameters.

Importantly, in this last result we havêtn −→N→∞ ∞ and thus, we can control
(via N) the horizon on which the semigroup ̂Es,t (Q) is asymptotically Ln-stable for
any n ≥ 1 when κ = 0. In other words, the estimate (5.40) ensures that the stochastic
semigroup ̂Es,t (Q) is stable on arbitrary long finite time horizons, as soon as κ = 0,
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and when the ensemble size is sufficiently large.We have the following fact immediate
from Theorem 5.7:

• Assume κ = 0. For any n ≥ 1, s ≥ 0, we have

lim sup
N→∞

1
̂tn

logE
[‖̂Es,s+̂tn (Q)‖n] ≤ n

4
μ(A − P∞S)

Combining Theorem 5.6 and Theorem 5.7, we may draw the basic (qualitative)
conclusion that, after some initial time period, and given enough particles, the (noisy)
exponential semigroups ̂Es,t (Q) are exponentially contractive (in some sense, e.g.
almost-sure or Ln-type) at a rate related to a logarithmic norm μ(A − P∞S).

We remind the reader again that weak detectability and stabilisability assumptions
ensure Absc(A − P∞S) < 0 and consequently, via the earlier discussion and [131,
Theorem 5], there exists some logarithmic norm such thatμ(A−P∞S) < 0. Assump-
tions O and C imply weak detectability and stabilisability.

Finally, we also have the following new result which extends the exponential decay
results for one-dimensional models presented in [21] to the determinant of the matrix-
valued Riccati diffusions considered herein. This is a type of stochastic Liouville
formula.

Theorem 5.8 Suppose Assumptions O and C hold. Then, for any n ≥ 1, t ≥ 0, any
Q ∈ S

+
d , and N sufficiently large we have the exponential decay estimate

E
[

det(̂Et (Q))n
]1/n = E

[

exp

(

n
∫ t

0
Tr(A − ̂φs(Q)S) ds

)]1/n

≤ cn(Q) exp

(

−t
√

Tr
(

̂Rn̂Sn
)

)

(5.41)

with

̂Rn : = R

(

1− 1

N
(2n+d+1)

)

> 0 and ̂Sn : = S

(

1− 1

N
(2n+d+1)κ

)

> 0

(5.42)

In addition, there exists some function ν̂n with limN→∞ ν̂n = 0 such that

E
[

det(̂Et (Q))n
]1/n ≤ cn(Q) exp

(

−t (1 − ν̂n)
√

Tr(A)2 + Tr(RS)
)

(5.43)

The proof of this theorem is in [19, Theorem 2.7]. In the one-dimensional case, d = 1,
this result collapses to capture the strong exponential contraction results presented in
[21]. Indeed in one dimension, Theorem 5.8 can be seen as a significant improvement
over both Theorem 5.6 and Theorem 5.7 in both theoretical development and practical
usability.
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In the scalar case, strong stability results on the stochastic Riccati floŵφt analogous
to the deterministic setting, e.g. (2.20), also follow from Theorem 5.8; see also [21]
and the results and illustrative examples in a later section in this article.

5.3 Fluctuation and stability of the ensemble Kalman–Bucy filter

In this section, we consider the fluctuation of the sample mean (χ̂t (x, Q) := ̂Xt with
x ∈ R

d and ̂P0 = Q ∈ S
0
d ; or more typically the sample mean error ̂ψt (z, Q) := ̂Zt =

(̂Xt −Xt )with ̂Z0 = (x−X0) = z ∈ R
d . We also consider the contraction properties

of the error flow of ̂ψt (z, Q). This flow may be related to the Ornstein–Uhlenbeck
process (5.4) and whose solution can be written more generally as in (5.9).

The first result is a fluctuation result of the ensemble sample mean about the
Kalman–Bucy filter estimate, i.e. the true conditional mean; and also a conditional
bias, or fluctuation, result on the conditional expectation of the ensemble sample
mean given the observation sequence, with respect to the true conditional mean given
by the Kalman–Bucy filter.

The first result is given under the strong assumption that the latent signal is stable,
i.e. Absc(A) < 0, and this result holds for both the VEnKF and the DEnKF.

Theorem 5.9 Let κ ∈ {1, 0} and suppose Assumption O holds and Absc(A) < 0. For
any n ≥ 1, any x ∈ R

d , any Q ∈ S
0
d , and for N ≥ 1 sufficiently large, we have the

fluctuation estimate,

E

[∥

∥

∥ χ̂t (x, Q) − χt (x, Q)

∥

∥

∥

n]1/n ≤ cn(x, Q)
1√
N

(5.44)

We also have the conditional bias estimate,

E

[∥

∥

∥E [χ̂t (x, Q) |Yt ] − χt (x, Q)

∥

∥

∥

n]1/n ≤ cn(x, Q)
1

N
(5.45)

Proof of the fluctuation estimate (5.44) is given in [53]. Proof of the conditional
bias estimate (5.45) is given in [40, Theorem 2.4]. The latter result (5.45) is used in
[40] to study the estimation of the log-normalization constant associated with a class
of continuous-time filtering models.

The next theorem concerns time-uniform moment estimates on the sample mean
error; and the fluctuation of the sample mean error around its limiting value (found
when N tends to ∞). The next result relaxes the assumption that the latent signal be
stable.

Theorem 5.10 Consider only case (F2) and suppose AssumptionsO andC hold. Then,
for any n ≥ 1, z ∈ R

d , Q ∈ S
0
d , there exists a timêtn →N→∞ ∞ such that for any

0 ≤ t ≤̂tn we have,

E
[‖̂ψt (z, Q)‖n]1/n ≤ cn(z, Q) (5.46)
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and

E
[‖̂ψt (z, Q) − ψt (z, Q)‖n]1/n ≤ cn(z, Q)

1√
N

(5.47)

See [17] for details on the time parameter̂tn −→N→∞ ∞.

Note again thedifference (̂ψt (z1, Q1)−ψt (z2, Q2)) resumes to that of (χ̂t (x1, Q1)−
χt (x2, Q2)). Thus, e.g. (5.47) is comparable to (5.44), under different antecedent con-
ditions.

Unlike Theorems 5.3 and 5.4, the proof of both Theorems 5.9 and 5.10 requires
contraction properties to be established a priori for the stochastic transition matrix
̂Es,t (Q) defined in (5.8). Hence, in Theorem 5.9 we rely on Absc(A) < 0 which
ensures the contractive property holds for ̂Es,t (Q), see (5.30). In Theorem 5.10, we
rely on Theorem 5.7 which establishes the Ln-contractivity of ̂Es,t (Q) without asking
for A to be stable, but only in the case of the DEnKF with κ = 0, at least in the
multi-dimensional setting.

The proof of Theorem 5.10 is provided in [21] in the one-dimensional setting
where a detailed description of the (finite) parameters cn(z, Q) > 0 is provided.
The multi-dimensional result follows using similar proof methods to those used in
[21] in combination with the contraction properties of the transition matrix ̂Es,t (Q)

established in Theorem 5.7. In the one-dimensional setting studied in [21], contraction
of ̂Es,t (Q) is given under very general model conditions which also accommodate both
the VEnKF and the DEnKF. Consequently, in one dimension Theorem 5.10 holds on
an infinite time horizon for any t ≥ 0 and with any κ ∈ {0, 1}.

One may consider a perturbation expansion of the sample mean flow as

̂ψt = ψt +
∑

1≤k<n

N−k/2

k! ϑ
(k)
t + 1

Nn/2
̂ϑ

(n)
t (5.48)

for any n ≥ 1, and some stochastic flow ϑ
(k)
t that does not depend on the ensemble

size N, and some stochastic remainder term̂ϑ (n)
t . This implies the almost sure central

limit theorem on the sample mean,

√
N
[

̂ψt − ψt
] −→N→∞ ϑt (5.49)

See in particular [22, Section 1.3] for detailed exposition of this functional central
limit theorem.

Uniform propagation of chaos follows from the proceeding central limit theorems
and the development in this subsection. In particular, we have

Law(X i
t ) −→N→∞ Law(Xt ), ∀t ≥ 0, ∀i ∈ {1, . . . , N + 1} (5.50)

in some suitable metric (e.g. Wasserstein).
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Now,we turn to the stability of the error floŵψt (z, Q) and its contraction properties.
The subsequent study on the stability of ̂ψt (z, Q) relies again on the contraction of
̂Es,t studied previously.

The following uniform error contraction estimate follows from (5.9) and Theorem
5.7,

sup
Q∈S

0
d

∥

∥E
[

̂ψt (z, Q) |X0
] ∥

∥ ≤ c et α μ(A−P∞S) ‖ x − X0‖ (5.51)

and holds for the DEnKF, with κ = 0, for some α, c > 0, and under conditions
compatible with the conditions in Theorem 5.7. This contraction result is analogous
to (2.22) for the classical Kalman–Bucy filter; but under stronger conditions dictated
by the available results on the contraction properties of ̂Es,t stated in Theorem 5.7. In
particular, our methods prove this contraction (5.51) only in the case of the DEnKF,
with κ = 0, with N sufficiently large, and on time horizons compatible with those
detailed in Theorem 5.7.

If Absc(A) < 0 and Assumption O holds, then (5.51) holds on any infinite time
horizon for both the VEnKF and DEnKF; because in this case ̂Es,t (Q) is contractive
from (5.30). This is analogous to the setting of Theorem 5.9, as compared to that of
Theorem 5.10; in line with the earlier discussion on the conditions leading to stability
of ̂Es,t (Q).

The next results on the stability of ̂ψt (z, Q) similarly follow immediately from
those stability results in the preceding section, but are stated at the level of the process
̂ψt (z, Q) itself, rather than the stochastic exponential semigroup ̂Es,t .

Theorem 5.11 Let κ ∈ {1, 0} and suppose Assumptions O and C hold. Then, for
any increasing sequence of times tk ↑k→∞ ∞, any z1 �= z2 and any Q ∈ S

0
d , the

probability of the following event

lim sup
k→∞

1

tk
log ‖̂ψtk (z1, Q) − ̂ψtk (z2, Q)‖ < α μ(A − P∞ S) is greater than1 − ν

(5.52)

for any ν ∈]0, 1[ and some α > 0, as soon as N is sufficiently large (as a function of
ν).

Two reformulations of this result may shed insight individually and are worth
highlighting:

• Letκ ∈ {1, 0}. For 0 ≤ tk1 ↑k1→∞ ∞, there exists a sequenceN := Nk2 ↑k2→∞ ∞
such that we have the almost sure Lyapunov estimate

lim sup
k2→∞

lim sup
k1→∞

1

tk1
log ‖̂ψtk1

(z1, Q) − ̂ψtk1
(z2, Q)‖ < α μ(A − P∞S)

(5.53)
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• Let κ ∈ {1, 0}. Consider any increasing sequence of time horizons tk ↑k1→∞ ∞,
and any sequence N := Nk2,n ↑k2→∞ ∞ such that

∑

k2≥1 1/
√

Nk2,n < ∞ for
some n ≥ 1. Then, we have the almost sure Lyapunov estimate,

⎧

⎨

⎩

∀0 < ν ≤ 1 ∃l1, l2 ≥ 1 such that ∀k1 ≥ l1, ∀k2 ≥ l2 it holds that
1

tk1
log ‖̂ψtk1

(z1, Q) − ̂ψtk1
(z2, Q)‖ ≤ α (1 − ν) μ(A − P∞S)

⎫

⎬

⎭

(5.54)

Again we emphasise that the reformulation in (5.54) highlights that after some
random time (i.e. determined by l1), and given a random sufficiently large number of
particles (determined by l2) the difference of error flows (or sample means; see (5.7))
is exponentially stable.

We have stronger Ln-type stability results in those settings analogous to Theorems
5.9 and 5.10 and in line with the discussion after Theorem 5.10 on the conditions for
of ̂Es,t (Q).

Theorem 5.12 Let κ ∈ {1, 0} and suppose Assumption O holds and Absc(A) < 0.
Then, for any n ≥ 1, any z1 �= z2, and any Q ∈ S

0
d we have the stability estimate,

E
[‖̂ψt (z1, Q) − ̂ψt (z2, Q) ‖n]1/n ≤ cn(z1, z2, Q)‖z1 − z2‖ e t μ(A−P∞ S) (5.55)

whenever N is sufficiently large.

In the case (F2), i.e. for the DEnKF only, when κ = 0, we can relax the strong
assumption that the latent signal be stable.

Theorem 5.13 Let κ = 0 and suppose AssumptionsO andC hold. Then, for any n ≥ 1,
any z1 �= z2, and any Q ∈ S

0
d , there exists some time horizons tn <̂tn −→N→∞ ∞

such that for any tn ≤ t ≤̂tn we have the stability estimate,

E
[‖̂ψt (z1, Q) − ̂ψt (z2, Q)‖n]1/n ≤ cn(z1, z2, Q)‖z1 − z2‖ e t μ(A−P∞ S)

(5.56)

whenever N is sufficiently large such that̂tn > tn; see [17] for details on these time
parameters.

We emphasise again that̂tn −→N→∞ ∞. With regards to qualitative reasoning,
we may combine Theorem 5.11 and Theorem 5.13 and draw the basic (qualitative)
conclusion that, after some initial time period, and given enough particles, the differ-
ence in (noisy) error flows (̂ψt (z1, Q)−̂ψt (z2, Q)), or the difference in sample means
(χ̂t (x1, Q) − χ̂t (x2, Q)), is exponentially stable (in some sense) with a rate related to
μ(A − P∞S).

In the scalar case d = 1, stronger stability results on the error flow ̂ψt (z, Q) follow
from the contraction properties in Theorem 5.8 under weaker model and ensemble
size assumptions. The strong Ln-type stability results in the scalar d = 1 case are
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quantitative and hold over infinite horizons for both the VEnKF and the DEnKF, i.e.
with κ ∈ {0, 1}, with unstable latent signals, with differing initial variance states,
and with exponential rates that collapse to the optimal deterministic rates (explicitly
computable when d = 1) as N → ∞. See [21]; and the results, and illustrative
examples in the next section.

6 Strong results in one-dimensional illustrative examples

Throughout this section, we let d = 1 and R ∧ S > 0. The latter condition R ∧ S > 0
is both necessary and sufficient for observability and controllability to hold in one
dimension; and besides, in some cases, conditions on N ≥ 1 no other conditions are
needed in this section (and we emphasise that the latent signal may be unstable). The
purpose of this section is to illustrate in more detailed quantitative terms some of the
more abstract or qualitative results given in the general multi-variate setting. In some
cases, the derivation of a multi-variate counterpart of a result in this section remains
an open problem. In the scalar setting, the analysis of the EnKF is rather complete in
the linear-Gaussian case.

When P0 ∈ [0,∞[, the deterministic Riccati equation defined on [0,∞[, in the
classical Kalman–Bucy filter, satisfies the quadratic differential equation (2.3) which
may be written also as,

∂t Pt = Ricc(Pt ) = −S (Pt − �+) (Pt − �−), (6.1)

with the equilibrium states (�−, �+) defined by

S �− := A −
√

A2 + RS < 0 < S �+ := A +
√

A2 + RS (6.2)

With P0 ∈ [0,∞[, we have Pt →t→∞ P∞ = �+. It follows that,

A − P∞ S = −
√

A2 + RS (6.3)

and thus simplifying, e.g. (2.13), we have the equality,

Et (Q) = ct (Q) Et (P∞) ≤ c(Q) Et (P∞) and Et (P∞) = e−t
√
A2+RS (6.4)

where −√
A2 + RS may be viewed explicitly as the optimal semigroup contraction

rate in the scalar case. The explicit form of the constants ct (Q), c(Q) is also available
in the scalar case, see [21] and also the general Floquet-type multivariate result in [18].

The Riccati drift function Ricc(·) is also the derivative of the double-well potential
function

F(Q) = − S

3
Q (Q − ζ−) (Q − ζ+) (6.5)
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with the roots

ζ− := 3A

2S
−
[

(

3A

2S

)2

+ 3R

S

]1/2

< 0 < ζ+ := 3A

2S
+
[

(

3A

2S

)2

+ 3R

S

]1/2

(6.6)

In this situation, the general Riccati diffusion (5.2) describing the flow of the sample
covariance in both case (F1) and case (F2) resumes to the Langevin–Riccati drift-type
diffusion process,

d̂Pt = ∂F(̂Pt ) dt + 1√
N
̂P1/2
t �1/2

κ (̂Pt ) dMt (6.7)

with the mapping �κ defined in (5.3). Recall that case (F1) corresponds to the vanilla
EnKF, denoted by VEnKF, and case (F2) corresponds to the ‘deterministic’ EnKF,
denoted by DEnKF. Also observe that ∂F > 0 on the open interval ]0, ζ+[ and
∂F(0) = R > 0 = σ(0) so that the origin is repellent and instantaneously reflecting.

At any time t ≥ 0, we may comment on the boundedness of certain moments of
the sample variance and the fluctuation of the sample variance and sample mean about
their limiting (classical Kalman–Bucy variance and mean) values.

For example, we have the under-bias result E[̂φt (Q)] ≤ φt with any N ≥ 1 in both
the VEnKF of case (F1), and in the DEnKF of case (F2). This under-bias motivates
so-called variance/covariance regularisationmethods in practice; e.g. so-called sample
covariance inflation or localisationmethods. Later we discuss the effects of inflation in
particular. However, more generally, in the scalar case we have the result of Theorem
5.3 with explicit expressions on the ensemble size, i.e. we have for any n ≥ 1, t ≥ 0,
Q ∈ [0,∞[, and any N ≥ 1 ∨ 2 κ (n − 1), the uniform estimates,

E
[

̂φt (Q)n
]1/n ≤ cn(Q) (6.8)

We also have bounds on the inverseRiccati flow (leading to lower bounds on the sample
covariance) under stronger conditions on N; see [21]. We remark here, and again later
when we explicitly examine the invariant measure for ̂φt , that these conditions on N
while explicit, may still conservative (in the case of the VEnKF). From Theorem 5.4
and the scalar exposition in [21] we have the uniform fluctuation estimate E[̂φt (Q) −
φt (Q)n]1/n ≤ cn(Q)/

√
N with the explicit N ≥ 1 ∨ 2 κ (n − 1). The constant cn(Q)

is also studied in [21] with d = 1 in explicit detail.
Note that we may expand the stochastic flow of the sample variance as in (5.22).

Exploring this idea further in the scalar case for illustrative purposes, we may write
the first- and second-order fluctuations as,

ϕ̂t := √
N [̂φt − φt ], (6.9)

ϕ̂
(2)
t := √

N[ϕ̂t − ϕt ] (6.10)
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where in the second line we emphasise the superscript ·(2) is an order index (not a
power) and where,

ϕt (Q) :=
∫ t

0
(∂φt−s) (φs(Q))�1/2

κ (φs(Q)) dMs (6.11)

and the derivatives ∂kφt of any order are explicitly given in [21]. In this case, ∂φt (Q) =
E2
t (Q) (where the superscript here is now a power). We then have,

̂φt = φt + 1√
N

ϕt + 1

N
ϕ̂

(2)
t (6.12)

The natural central limit theorem follows, i.e.
√
N[̂φt − φt ] −→N→∞ ϕt . The (non-

)asymptotic variance is estimated in [21, 22].
The expansion (6.12) allows ones to better understand the bias properties of the

sample covariance ̂φt . Writing the third-order fluctuation as,

ϕ̂
(3)
t := √

N [ϕ̂(2)
t − ϕ

(2)
t /2] (6.13)

and expanding and taking expectations,

E
[

̂φt
] = φt + 1

2N
E

[

ϕ
(2)
t

]

+ 1

N3/2 E

[

ϕ̂
(3)
t

]

(6.14)

and limits we have the dominating (N -order-asymptotic) bias is given by

N
(

E
[

̂φt
]− φt

) −→N→∞
1

2

∫ t

0

(

∂2φt−s

)

(φs(Q)) �κ (φs(Q)) ds < 0

(6.15)

which is always negative (agreeing with the under-bias result E[̂φt (Q)] ≤ φt ). See
[21, 22] for further exploration of these general expansions. A detailed study of these
expansions may aid in the development and tuning of (adaptive) sample covariance
regularisation methods.

Significantly generalising Theorem 5.10 in the scalar case [21], we have for any
t ≥ 0, and anyN > 2(4n+1)(1+4κ), the uniformboundE[̂ψt (z, Q)n]1/n ≤ cn(z, Q).
We also have the generalisation that for any t ≥ 0, and any N > 2(6n + 1)(1 + 4κ),
the uniform fluctuation estimate,

E
[

̂ψt (Q) − ψt (Q)n
]1/n ≤ cn(z, Q)√

N
(6.16)

holds.
The expansion (5.48) of the sample mean (error) may be explored similarly to the

above expansion of the sample covariance. The first-order terms ϑt in (5.48) related
to the central limit theorem are studied in [22, Section 1.3].
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The infinitesimal generator of the diffusion (6.7) on ]0,∞[ is given in Sturm–
Liouville form by the equation

L( f ) = 2

N
ι �κ e

V ∂
(

e−V ∂ f
)

with V (·) = −N
2

∫ ·

δ

∂F(x) ι−1(x)�−1
κ (x) dx

(6.17)

for any δ > 0 and where we recall the identity function ι(x) := x . This implies that a
reversible measure of the Riccati diffusion (5.2) in the scalar d = 1 case is given by
the formula

̂�∞(dx) ∝ 1]0,∞[(x)
N

4 ι(x)�κ(x)
exp (−V (x)) dx (6.18)

In case (F1) corresponding to the VEnKF, we have that L is reversible w.r.t. the
probability measurê�∞ on ]0,∞[ defined by,

̂�∞(dx) ∝ 1]0,∞[(x) exp

(

N
A√
RS

tan−1

(

x

√

S

R

))

(

x

R + Sx2

) N
2 1

x(R + Sx2)
dx

(6.19)

See also [21] for alternate derivations/forms of this heavy tailed invariant measure.
The heavy tailed nature of the stationary measure implies that for the n-th moment to
exist one requires N > 0 ∨ 2(n − 2). As expected, this condition on N is generally
weaker than that required for n-th moment boundedness at any time t ≥ 0 in (6.8) in
terms of the VEnKF. In Fig. 2, we plot the line defined by (2n − 4)/N for various N
values. With any N ≥ 1, we have existence of the first two moments.

Higher-order moments even in one dimension are still troublesome (for theVEnKF,
κ = 1). In fact, the diffusion ̂Pt for the sample variance in case (F1) does not have
any exponential moments in the stationary regime for any finite N ≥ 1. That is, for
any t ≥ 0 and any finite α > 0 we have

Law(Q) = ̂�∞ �⇒ E
[

exp
(

α ‖̂φt (Q)‖)] = ∞ (6.20)

for any N ≥ 1.
We also remark that the heavy tailed nature of this stationary distribution, in the

case of the VEnKF, implies that numerical stability in practice may be worrisome. In
the stationary regime, it is realistic to expect samples from the tails in this case, and
thesemay be large enough and/or frequent enough to cause numerical divergence. This
property may lead to so-called catastrophic divergence as studied in, e.g. [82]. In [64,
66, 82], mechanisms for catastrophic divergence are studied in complex nonlinear
systems. Here, we argue that even in linear systems, the heavy-tailed nature of the
invariant measure of the sample covariance may lead to samples numerically large
enough to cause numerical catastrophe in any practical computing system.
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Fig. 2 Existence of moments for the VEnKF. Each line corresponds to some number Nwith Nmoving from
1 to 50 fanning left to right. The ‘x-axis’ corresponds to moment orders n and a moment n exists whenever
the line (2n − 4)/N is strictly less than one

In case (F2) corresponding to the DEnKF, we have that L is reversible w.r.t. the
probability measurê�∞ on ]0,∞[ defined by,

̂�∞(dx) ∝ 1]0,∞[(x) x
N
2 −1 exp

(

− S N
4 R

(

x − 2
A

S

)2
)

dx (6.21)

Note this measure has Gaussian tails, and we contrast this with the heavy tailed nature
of (6.19). This is significant, since it implies that the sample variance (and mean) of
this DEnKF will exhibit smaller fluctuations than the VEnKF, and that all moments
(including exponential moments) exist in this case for any choice of N ≥ 1. This latter
result is consistent with Theorem 5.3 at any time t ≥ 0 (and in the general multivariate
setting). We can also expect better numerical stability (e.g. less outliers); including
better time-discretisation properties [73] in case (F2). These better fluctuation proper-
ties are already apparent in the preceding results (e.g. see Theorem 5.3, 5.4 and 5.13)
in the full multi-dimensional setting.

As an illustrative example, take A = 20 (i.e. the underlying signal model is highly
unstable), R = S = 1 and N = 6. In Fig. 3, we compare the invariant measure for the
flow of the sample variance in each case.

We see in Fig. 3 the heavy tails of the invariant measure (6.19) for the vanilla
EnKF sample variance, and conversely the Gaussian-type tails in the case (6.21) of
the ‘deterministic’ EnKF. Note also the positioning of the mode/mean in each case. In
case (F1) of the VEnKF, n-th order moments exist only when (2n − 4)/N is strictly
less than one (in this case for n < 5); while all moments exist in case (F2) for the
DEnKF.
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Fig. 3 The invariant measure of the sample variance of the ‘vanilla’ EnKF in case (F1), versus that of the
‘deterministic’ EnKF in case (F2)

The benefit and real interest in the scalar case is the ability to explicate the conver-
gence rates, e.g. as in (6.4).Wefinally turn to the convergence/stability properties of the
EnKF sample variance and sample mean. In the case of the sample variance, we know
from Theorem 5.5 that convergence of̂φt to its invariant measurê�∞ (e.g. as depicted
in Fig. 3 and described by (6.19) or (6.21)) holds if N > 4+ (κ S)/(2 R). Proof of this
condition on N follows from Theorem 5.5, the original multivariate statement of the
same result in [19, Theorem 2.4] and bounds on the mean of the sample variance flow
and its inverse [19, 21]. In [21], we also consider contraction and stability properties
of the distribution of the sample covariance with respect to a particular Wasserstein
metric; as opposed to the �-norm contraction used in Theorem 5.5. An interesting
result from [21] is that when κ = 0, and for stable signal models (i.e. A < 0), the
Riccati diffusion (6.7) (describing the flow of the sample covariance) may converge
faster to its invariant measure in (6.21), than the deterministic Riccati (6.1) does to its
fixed point in (6.2).

In one-dimensional (d = 1) settings, we may say more on the (stochastic) stability
of the EnKF sample covariance φt and sample mean ψt based on the contraction
properties of the stochastic transition matrix ̂Et (Q) defined in (5.8). It follows from
Theorem 5.8 that we have the exponential decay estimate with N > 4 ∨ (4n − 2)κ
which comes from [19, Theorem 2.7],

E
[

̂Et (Q)n
]1/n = E

[

exp

(

n
∫ t

0
(A − ̂φs(Q)S) ds

)]1/n

≤ cn(Q) exp

(

−t
√

̂Rn̂Sn

)

(6.22)
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where ̂Rn and ̂Sn follow from (5.42). In addition, there exists some function (of N)
limN→∞ ν̂n = 0 such that

E
[

̂Et (Q)n
]1/n = cn(Q) exp

(

−t (1 − ν̂n)
√

A2 + RS
)

(6.23)

which we may relate (or contrast) with the exact contraction rate of the exponential
semigroup associated with the deterministic Riccati equation in (6.4) describing the
true filter variance in the classical Kalman–Bucy filter. The rate parameter ν̂n is dif-
ferent between the VEnKF and DEnKF. Details on the parameter ν̂n are given in [21]
but importantly for both κ ∈ {0, 1} we recover naturally the convergence rate of the
deterministic Riccati flow in (6.4).

The exponential decay of the exponential semigroup ̂Et (Q) plays a central role in
the stability of the pair of processes (̂φt , ̂ψt ). For large time horizons, the Lyapunov
exponent can be estimated by the formula

1

t
loĝEt (Q) = 1

t

∫ t

0
(A − ̂φs(Q)S) ds −→t→∞ A −̂�∞(ι)S, (6.24)

wherê�∞ denotes the reversible measure (6.19) or (6.21). We also have the following
estimates of the Lyapunov exponent (6.24) from [21], and that relate also to the under-
bias E[̂φt (Q)] ≤ φt . Let κ = 0 and let Law(Q) = ̂�∞ be the reversible probability
measure defined in (6.21). Then, for any t ≥ 0, we have

N > 4 �⇒ −
√

A2 + RS≤ A − E[̂φt (Q)] S ≤ −
√

A2+RS

(

1 − 4

N

)

< 0

(6.25)

Similarly assuming κ = 1 with Law(Q) = ̂�∞ and ̂�∞ defined in (6.19), we have
for any t ≥ 0,

N > 4 �⇒ −
√

A2 + RS≤ A − E[̂φt (Q)] S ≤ −
√

A2+RS
(

1−(4/N )2
)−4A/N

1+4/N < 0

(6.26)

As noted, the left hand inequalities in the preceding two equations follows immediately
from the under-bias result E[̂φt (Q)] ≤ φt

From the contraction properties onE[̂Et (Q)n], wemay deduce, in the scalar setting,
strong stability results on the stochastic Riccati floŵφt analogous to the deterministic
setting, e.g. (2.20). Similarly, strong stability results on the error flow ̂ψt follow from
the contraction properties of E[̂Et (Q)n]. Importantly, in the scalar d = 1 case of
̂ψt (z, Q) we may relax the multivariate results like Theorem 5.11 and Theorem 5.13
which require more restrictive model (e.g. the strong observability/stability μ(A −
P∞S) < 0 condition) and ensemble (particle) size assumptions.
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Fig. 4 Flow of the deterministic Riccati equation, and 100 sample paths of the VEnKF sample variance of
case (F1), and 100 sample paths of the DEnKF sample variance of case (F2)

From [21, Theorem 5.10], we have that for any N > 4 ∨ 4κ(n − 1),

E
[‖̂φt (Q1) − ̂φt (Q2)‖n

]1/n ≤ cn ‖Q1 − Q2‖ exp
(

−t (1 − ν̂n)
√

A2 + RS
)

(6.27)

for some function (of N) limN→∞ ν̂n = 0. Note we have found no analogue of this
result in the multivariate setting.

From [21, Theorem 6.1], we have that for any N > 2(4n + 1)(1 + 4κ),

E

[

‖̂ψt (z1, Q1) − ̂ψt (z2, Q2)‖n
]1/n

≤ cn(z1, z2, Q1, Q2) (‖z1 − z2‖ + ‖Q1 − Q2‖) exp
(

−t (1 − ν̂n)
√

A2 + RS
)

(6.28)

for some function (of N) limN→∞ ν̂n = 0. We may contrast this result with the more
restrictive Theorem 5.13 in the multivariate setting. Note in the scalar setting we
accommodate both the VEnKF and DEnKF, different initial variance states, and we
recover, over fully infinite horizons, a continuous relationshipwith the optimal stability
rates of (6.4).

The constants in (6.23), (6.27), and (6.28) are given explicitly in terms of the model
parameters in [21]. We remark that across these three stability results, the details of
ν̂n vary [21], but importantly we recover the optimal (classical Kalman–Bucy) rates
limN→∞ ν̂n = 0.

We consider an illustration of the fluctuation and stability properties of the sample
variance in the different EnKF variants. Consider again the model leading to Fig. 3,
and let ̂P0 = 0. The deterministic Riccati flow (N = ∞, in (6.1)) of the classical
Kalman–Bucy filter and with the chosen model parameters (A = 20, R = S = 1)
is given in Fig. 4, along with 100 sample paths of the sample variances for both the
VEnKF and the DEnKF (with N = 6).

Note in Fig. 4 the drastically reduced fluctuations in the ‘deterministic’ EnKF sam-
ple variance sample paths. At equilibrium, these fluctuations are related to the invariant
measures of the two EnKF varieties in (6.19) and (6.21).

In Fig. 5, we plot the flow of the first two central moments and the 3rd through the
9th standardised central moments for both the VEnKF and DEnKF sample variance
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Vanilla EnKF: Sample Variance Moments
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Deterministic EnKF: Sample Variance Moments
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Fig. 5 Flow of the sample variance moments for the VEnKF and the DEnKF

distribution. Recall that N = 6 in this example, and we expect moments of the VEnKF
sample variance in case (F1) to exist up to n = 4 with n = 5 the boundary case, while
all moments exist for the DEnKF of case (F2).

We note in Fig. 5 that the sample variance moments for the VEnKF in case (F1)
begin to destabilize around the 5th/6th moments as expected. Importantly, the mean
of the sample variance for the VEnKF is very negatively biased in this case, while the
mean of the DEnKF in case (F2) is quite accurate. Note also the very large variance
in the sample variance for the VEnKF.

Lastly, observe that (6.7) has non-globally Lipschitz coefficients in case (F1). The
drift is quadratic, while the diffusion has a polynomial growth of order 3/2. It follows
by [73] that the naive Euler-type time-discretization may blow up, regardless of the
boundedness properties of the limiting (continuous-time) diffusion.

7 Regularisations and comparisons

7.1 Covariance regularisation: inflation

Let (V i
t ,W i

t ,X i
0) with 1 ≤ i ≤ N + 1 be (N+1) independent copies of (Vt ,Wt ,X0).

Now, consider a modification of the individual particle update equations in the two
cases of interest,

(F1) dX i,ε
t = AX i,ε

t dt + R1/2 dV i
t + (̂Pε

t + ε T
)

H ′ R−1
1

[

dYt −
(

HX i,ε
t dt + R1/2

1 dW i
t

)]

(F2) dX i,ε
t = AX i,ε

t dt + R1/2 dV i
t + (̂Pε

t + ε T
)

H ′ R−1
1

[

dYt − H

(

X i,ε
t + ̂Xε

t
2

)

dt

]

(7.1)
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where ε ∈ [0,∞[, and T ∈ S
0
r is some given reference matrix. Here, ̂Pε

t = ̂φε
t (Q)

denotes the sample covariance-type function of X i,ε
t given by,

η̂ ε
t := η

N,ε
t = 1

N + 1

N+1
∑

i=1

δX i,ε
t

�⇒ ̂Xε
t := XN,ε

t = 1

N + 1

N+1
∑

i=1

X i,ε
t and

̂Pε
t := PN,ε

t = N + 1

N
Pη̂ ε

t

(7.2)

Recall the unified representation (for both the VEnKF and the DEnKF) for the flow
of the sample mean, sample covariance, and the sample error flow in equations (5.1)
through to (5.4).

Now, consider themodificationof the state estimator (samplemean) update equation
resulting from the (ε T )-modification to the particle updates,

d̂Xε
t = (A − (̂Pε

t + ε T )S) ̂Xε
t dt + (̂Pε

t + ε T ) H ′R−1
1 dYt

+ 1√
N + 1

�1/2
κ,ε (̂Pε

t ) dBt (7.3)

with the mapping,

�κ,ε(Q) := R + κ (Q + ε T ) S (Q + ε T ) with κ =
{

1 incase(F1)

0 incase(F2)

(7.4)

With ̂Z ε
t := (̂Xε

t − Xt ), we then also have that,

d̂Z ε
t = (A − (̂Pε

t + ε T )S)̂Z ε
t dt + (̂Pε

t + ε T ) H ′R−1
1 dWt

−R1/2 dVt + 1√
N + 1

�1/2
κ,ε (̂Pε

t ) dBt

law= (A − (̂Pε
t + ε T )S)̂Z ε

t dt + �1/2
κ,ε (̂Pε

t ) d ̂Bt (7.5)

with,

�κ,ε := �1,ε + 1

N + 1
�κ,ε (7.6)

In un-regularised ensemble Kalman filtering, we approximate φt by the sample
covariance ̂φt since the dimension of ̂Xt may be in the many millions; see [59].
However, when computing the sample covariance in high-dimensions, rank deficient
estimation is common due to a lack of enough samples. Covariance inflation, leading
to an approximation of the form (̂φε

t (Q) + ε T ), in the update equation (e.g. (7.1)),
is a common, simple means of addressing this rank deficiency [59]. The under-bias
result in Theorem 5.2 or equation (5.16) can also motivate the use of some form of
regularisation such as inflation.
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Note that the perturbation in the resulting flow of ̂φε
t (Q) comes from a (rather

delicate) feedback loop adding ε T to the covariance of the signal ̂Xε
t at each instant.

The flow of ̂φε
t (Q) is given by,

d̂Pε
t =

[(

A − (1 − κ)

2
ε T S − ̂Pε

t S

)

̂Pε
t + ̂Pε

t

(

A − (1 − κ)

2
ε T S − ̂Pε

t S

)′
+ R + κ ε2 T S T

]

dt

+ 2√
N

[

̂Pε
t
1/2 dMt �

1/2
κ,ε (̂Pε

t )
]

sym
(7.7)

In the limit N → ∞, we recover a perturbed, deterministic, Riccati equation that
describes the flowof the limiting covariance. This perturbedRiccati equation is studied
in [20, 24]. For any size ‖εT ‖ < ∞, the perturbed Riccati flow qualitatively retains
all the stability properties of the nominal Riccati flow (e.g. (2.20), but with a different
steady state value), and the size of the error between the two grows in a well-quantified
continuous way.

In the limiting case, we have via [20, Theorem 2.1] that φt (Q) ≤ φε
t (Q) in case

(F1). In case (F2), we have that φε
t (Q) ≤ φt (Q) in the limit N → ∞.

For any s ≤ t and Q ∈ S
0
d , we define the stochastic state-transition matrix,

̂E ε
s,t (Q) := exp

[∮ t

s

(

A − ε T S − ̂φ ε
u (Q)S

)

du

]

⇔ ∂t̂E ε
s,t (Q) = (A − ε T S − ̂φ ε

u (Q)S
)

̂E ε
s,t (Q)

(7.8)

Note that this semigroup ̂E ε
s,t (Q) is associated with the evolution of the (inflation)

regularised sample mean in (7.3) or the error flow (7.5) in both case (F1) and (F2).
Unlike the un-regularised setting, this same semigroup is not directly related to the
evolution of the sample covariance, in (7.7); for example, in case (F1) the semigroup
associated with the evolution of the sample covariance is just ̂Es,t (Q) as given in (5.8)
and studied throughout the preceding section.

We can comment on the effect of inflation regularisation on the contraction prop-
erties of ̂E ε

s,t (Q), as compared, e.g. to ̂Es,t (Q). Firstly, it is worth noting, given the
contraction estimates in Sect. 5.2, that,

μ((A − ε T S) − PS) ≤ μ(A − PS) (7.9)

for any fixed matrix P ∈ S
0
d and S ∈ S

0
d . Arguing as in (5.30), when S ∈ S

+
d , then up

to a change of basis we can always assume that S = I . We then have,

μ(A) < ‖ε T ‖ �⇒ ‖̂E ε
s,t (Q)‖ ≤ exp (μ(A − ε T )(t − s)) −→(t−s)→∞ 0

(7.10)

which illustrates the added stabilising effects of ε T in the extreme case in which ̂Pε
t S

has no stabilising effect at all. Contrast this with (5.30). Then, one interpretation of
the preceding relationship is that ε T extends the set of signal matrices A ∈ Md for
which one may immediately achieve stabilisation (regardless of the effect of ̂Pε

t S). In
practice, ̂Pε

t S will also act to stabilise the filter, see, e.g. (5.56). Indeed, in the classical
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Kalman filtering setting (2.2), (2.3) with ε = 0, the time-varying matrix (A − Pt S)

is stabilising [16] for any A ∈ Md , even A unstable. In the EnKF, we know that ̂Pt
will fluctuate about Pt , e.g. see Theorem 5.4. Therefore, the stabilisation properties
of (A − ̂Pt S) are unclear; indeed, the study of ̂Es,t (Q) in the preceding Sect. 5.2 is
concerned with precisely this issue. The above implies that the addition of ε T can act
to counter the negative effects of this fluctuation (and directly add a stabilising effect
on the state estimation error).

Finally, we have φt (Q) ≤ φε
t (Q) in case (F1) and φε

t (Q) ≤ φt (Q) in case (F2).
The semigroup associated with the error flow (7.5) in both cases is the same. The
inequality φt (Q) ≤ φε

t (Q) in case (F1) suggests that the diffusion fluctuation in (7.3)
or (7.7) will increase. However, we conversely expect that with S ∈ S

+
d we have

μ((A − ε T S) − φε
t (Q)S) ≤ μ((A − ε T S) − φt (Q)S) and thus, we gain a type of

stabilising effect. Inflation in case (F1) is then a delicate balancing tradeoff between
adding noise to the diffusion coefficients (which may kill the existence of sample
covariance moments, for example), and adding a stabilising effect on the sample
mean error flow. When ε > 0 is large enough we can achieve added stabilisation
in case (F2), as compared to the non inflated case. This is not automatic as in case
(F1) because φε

t (Q) ≤ φt (Q). However, the fluctuations are (further) decreased with
inflation in case (F2).

7.2 Discretisationmatters

The present article is primarily concerned with continuous-time filtering and EnKF
models. In practice, the stochastic models and analysis used for the continuous-time
EnKF are not applicable without an additional level of time-discretisation approxi-
mation. As alluded to earlier, the flow of the sample covariance for the VEnKF has
quadratic drift coefficients, while the diffusion term has a polynomial growth of order
3/2. In this particular case, it follows by [73] that a basic Euler time-discretization
may blow up, regardless of the boundedness properties of the diffusion.

In contrast with continuous-timemodels, discrete-time signal and observationmod-
els lead to the so-calleddiscrete-timeEnKF; e.g. see [34] and [125], respectively, for the
corresponding VEnKF and DEnKFmethods (also referenced in discrete-time earlier).
Convergence of the discrete-time EnKFmodels to their continuous-time counterparts
(studied herein) with appropriate model time-step parameterisations is studied in [92,
94, 95].

The purely discrete-time EnKF is not defined by a single coupled diffusion process,
but rather by a coupled two-step prediction-updating process (also known as forecast-
analysis steps in the EnKF and data assimilation literature). Moreover, the Gaussian-
nature of the diffusion models (e.g. the Riccati diffusion) arising in the analysis of
continuous-time EnKF theory is also lost, and an inherent difficulty in discrete-time
is the introduction of more sophisticated non-central chi-squared fluctuations.

We emphasize that the discrete-time DEnKF of Sakov and Oke [125] is not consis-
tent; i.e. it does not converge to the optimal filter as the number of particles tends to
infinity, even in the linear-Gaussian case. The VEnKF is consistent in discrete-time,
see [34]. In discrete-time, another class of EnKF methods, termed square-root EnKF
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methods [95, 136], are consistent [90, 93]. The discrete-time square-root and determin-
istic EnKF methods are closely related (see [125]) and in the continuous-time limit
they converge to the same object [92, 95], i.e. the continuous-time DEnKF studied
here.

Analysis of the discrete-timeVEnKF [34] was studied in the linear-Gaussian setting
in [50]. That article presents a rather complete analysis of the fluctuations and the long-
time behaviour of VEnKF for one-dimensional models, including uniform estimates
in the presence of transient and unstable latent signals.

7.3 Particle filter comparisons

We end this section with some theoretical comparisons between the discrete-time
VEnKF [34, 50] and the particle filter (abbreviated PF in this section) [45, 52, 57, 63,
83, 84].

We remark that the PF and the EnKF are, in general, built on different predic-
tion/correction mechanisms. The EnKF uses an empirical gain function to weight the
observationswith the predicted state estimate in amanner akin to the update/correction
stage of the classical Kalman filter. This mechanismwhich involves “moving” the cor-
rected state estimate has the potential to stabilise the state estimate about the, possibly
unstable, latent signal. This idea has played a central focus in this article. As shown
in Theorem 5.2, the empirical gain depends on an under-biased sampled covariance
matrixwhichmay fail to correct the effective unstable dimensions. TheEnKF literature
abounds with inconsistent but judicious ensemble transformations and regularisation
methods like inflation/localisation-type procedures, aimed at addressing this issue.
One basic inflation methodology is discussed in Sect. 7.1, see also [24], in the con-
text of continuous-time EnKFmethods where its action on the stabilisation properties
of the EnKF are shown. Conversely, both the continuous and the discrete-time PF
are based on genetic-type mutation-selection transitions: The basic discrete-time PF
methods, e.g. see [45, 63, 83], evolve as aMarkov chain on a product space. During the
mutation transition, particles evolve independently according to the signal transition
model. When an observation is delivered by the sensor, particles are selected with a
probability proportional to their likelihoods. Importance sampling tricks can also be
used to avoid degenerate mutations/predictions.

Next, we provide a detailed comparison of the PF and VEnKF for one-dimensional
linear-Gaussian models with a view toward their tracking capability in the event of
an unstable latent signal. The one-dimensional discrete-time version of (2.1) has the
following form,

Xt+1 = AXt + R1/2 Vt+1

Yt = H Xt + R1/2
1 Wt

(7.11)

where t ∈ N denotes the discrete time index and (Wt ,Vt+1) is a sequence of
two-dimensional Gaussian random variables with zero-mean and unit variance. The
initial condition of the signal X0 is Gaussian with mean and variance denoted by
(X−

0 , P−
0 ) (independent of (Wt ,Vt+1)), and (A, H , R, R1) are the model parame-
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ters. Any nonzero values for (A, H , R, R1) ensure that the model is (discrete-time)
detectable and stabilisable.

The discrete-time version of the conditional nonlinear McKean–Vlasov-type dif-
fusion process (F1) discussed in (3.2) is given by,

⎧

⎨

⎩

Xt = X−
t + G

η−
t

(Yt − (H X−
t + R1/2

1 Wt )) with G
η−
t

:= HP
η−
t

/(H2P
η−
t

+ R1)

X−
t+1 = AXt + R1/2 Vt+1

(7.12)

In the above display, η−
t denotes the conditional distribution of X−

t given Y−
t :=

(Y0, . . . ,Yt−1) and (Vt ,Wt ,X0) are independent copies of (Vt ,Wt ,X0). Using a
simple induction argument, it is straightforward to show that,

η−
t = Law(X−

t | Y−
t ) = Law(Xt | Y−

t ) (7.13)

is Gaussian with mean X−
t and variance P−

t ; and,

ηt = Law(Xt | Yt ) = Law(Xt | Yt ) (7.14)

is also Gaussian with mean Xt and variance Pt . Moreover, the conditional means
(X−

t , Xt ) and the variances (P−
t , Pt ) obey the Kalman filtering (update/correction

and prediction) equations,

{

Xt = X−
t + Gt

(

Yt − HX−
t
)

Pt = (1 − Gt H)P−
t

and

{

X−
t+1 = AXt

P−
t+1 = A2Pt + R,

(7.15)

where in this section Gt denotes the so-called Kalman gain parameter,

Gt : =HP−
t /(H2P−

t + R1) �⇒ 1 − Gt H=1/(1 + SP−
t ) with S := H2/R1

(7.16)

The particle approximation of the nonlinear Markov chain discussed above is given
by an interacting particle system defined sequentially for any 1 ≤ i ≤ N + 1 by the
formulae,

⎧

⎨

⎩

X i
t = X i−

t + ̂Gt (Yt − (HX i−
t + R1/2

1 W i
t )) with ̂Gt := H ̂P−

t /(H2
̂P−
t + R1)

X i−
t+1 = AX i

t + R1/2 V i
t+1

(7.17)

where ̂P−
t denotes for the normalised sample variance

̂P−
t := 1

N

∑

1≤i≤N+1

(X i−
t − ̂X−

t )2 with ̂X−
t := 1

N + 1

∑

1≤i≤N+1

X i−
t

(7.18)

The above model coincides with the discrete-time version of the VEnKF (i.e. in case
F1) in (4.1), and follows from early results in [34]. The conditional mean Xt =
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E(Xt |Yt ) is approximated by the sample mean,

̂XEnKF
t := 1

N + 1

∑

1≤i≤N+1

X i
t (7.19)

The next theorem provides uniform mean-error estimates.

Theorem 7.1 For any nonzero values of the model parameters (A, H , R, R1), any
n ≥ 1, and for N ≥ 1 sufficiently large, we have the uniform estimates

sup
t≥0

E
[|̂XEnKF

t − Xt |n
]1/n ≤ cn

1√
N

(7.20)

We also have the conditional bias estimate,

E

[∣

∣

∣E
[

̂XEnKF
t |Yt

] − Xt

∣

∣

∣

n]1/n ≤ cn(P
−
0 )

1

N
(7.21)

The proof of this discrete-time, one-dimensional, version of (6.16) is given in
[50]; see also [21] for continuous-time analogues. Contrast this result also with the
continuous-time multi-variate result in Theorem 5.9.

Particle filters, e.g. see [45, 46, 49, 52, 56, 57, 63, 83, 84], are a popular method
for approximate filtering in nonlinear state space models in relatively low dimensions.
The genetic-type particle filter (also referred to as the bootstrap filter) is a Markov
chain with a mutation and a selection transition,

(

ξ i−n
)

1≤i≤N
∈ R

N selection−−−−−−→
(

ξ in

)

1≤i≤N
∈ R

N mutation−−−−−−→
(

ξ i−n+1

)

1≤i≤N

(7.22)

The initial configuration
(

ξ i−0
)

1≤i≤N
is defined by sampling N independent copies

ofX0. In its simplest form, the selection transition involves sampling N independent
random variables

(

ξ it
)

1≤i≤N with the weighted distribution

∑

1≤i≤N

e−(Yt−Hξ i−t )2/(2R1)

∑

1≤ j≤N e−(Yt−Hξ
j−
t )2/(2R1)

δ
ξ i−t

(7.23)

The corresponding mutation transition coincides with prediction stage of the VEnKF
above; that is for any 1 ≤ N we set

ξ i−t+1 = A ξ i
t + R1/2 V i

t+1. (7.24)
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In this context, the conditional means Xt = E(Xt | Yt ) are approximated by the
sample means

̂X PF
t := 1

N

∑

1≤i≤N

ξ it (7.25)

A mature literature on the time-uniform contraction/convergence and fluctuation
results for the particle filter exists, and a survey of this topic is beyond the scope of
this article. However, typically the time-uniform particle filtering estimates discussed
in the literature rely on mixing-type or certain contractive conditions on the mutation
transitions, e.g. [47–49, 55, 113, 141]. In the case of linear-Gaussian state transition
models, none of these conditions hold for general unstable transient signals.

A natural question: Can the particle filter track unstable (latent) signals, like the
VEnKF can (as per Theorem 7.1), in the simple linear-Gaussian setting of this section?
Unfortunately, as we now show (and contrast with the VEnKF and Theorem 7.1) the
answer here is rather negative.

Following ideas of Mathieu Gerber (personal communication), whenever A > 1
we have

ξ i−t ≥ A inf
1≤i≤N

ξ i
t−1 + R1/2 V�−

t and ξ it ≥ inf
1≤i≤N

ξ i−t (7.26)

with

V�−
t := inf

1≤i≤N
V i
t (7.27)

This implies that,

ξ i−t ∧ ξ it ≥ X�−
t := AX�−

t−1 + R1/2V�−
t with X�−

0 = inf
1≤i≤N

ξ i−0
(7.28)

Thus, for any given initial conditions ξ−i
0 = xi0 with

inf
1≤i≤N

xi0 ≥ ε + R1/2

A − 1

√

2 log (N ) (7.29)

for some ε > 0, we have

inf
1≤i≤N

E(ξ it | Yt ) ≥ At ε + At R1/2

A − 1

√

2 log (N ) + R1/2
∑

0≤s<t

As
E
[V�−

t−s

]

(7.30)
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Recalling that E[max1≤i≤N Ui ] ≤ √

2 log(N ) for any sequence of N independent
centered Gaussian random variables Ui with unit variance, we conclude that

inf
1≤i≤N

E[ξ it | Yt ] ≥ At ε + At R1/2
√

2 log (N )

⎛

⎝

1

A − 1
−
∑

1≤s≤t

A−s

⎞

⎠

= At ε + R1/2

A − 1

√

2 log (N ) (7.31)

This yields the almost sure divergence result

lim
t→∞ E

[

̂X PF
t | Yt

] = +∞ (7.32)

This result is not restricted to proportional selection, but rather holds for any unbiased
selection transition. Importantly, we emphasise that this result is true even when the
unstable latent signal moves to −∞; in which case there is very quickly a drastic
divergence between the particle filtering estimate and the latent signal (and the optimal
filter). This already indicates that the particle filter is not able to track unstable signals.

Theorem 7.2 For any nonzero values of the model parameters (H , R, R1), and any
A > 1 and P−

0 > 0, any n ≥ 1, and for any N ≥ 1 we find,

lim
t→∞ E

[

∣

∣̂X PF
t − Xt

∣

∣

n
]1/n = ∞ = lim

t→∞ E

[

∣

∣̂X PF
t − Xt

∣

∣

n
]1/n

(7.33)

Before we proceed to the proof, we contrast the preceding result with the time-
uniform bound and error control achievable with the EnKF detailed in Theorem
7.1 above. Theorem 7.2 states that there is no hope in stabilising the particle fil-
tering estimate around an unstable and transient (latent) signal when using the same
mutation-prediction (7.24) as the EnKF (and which is common in basic particle filter-
ing implementations, cf. [45, 52, 57, 63, 83, 84]). Increasing the number of particles
yields no (long-term) benefits here. More specifically, and in contrast with the EnKF,
the selection-correction stage of the above particle filter cannot compensate or correct
for an unstable prediction-mutation.

Proof Following the proof of (7.32), for any A > 0, note that

ξ i−t ≥ A inf
1≤i≤N

ξ i
t−1 + R1/2 V�

t and ξ it ≥ inf
1≤i≤N

ξ i−t (7.34)

with

V�
t := (−Vt ) ∧ V�−

t (7.35)

Define,

X�
t := A X�

t−1 + R1/2V�
t with X�

0 := inf
1≤i≤N

ξ i−0 (7.36)
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Then, it follows that,

ξ i−t ∧ ξ it ≥ X�
t (7.37)

We also then have,

X�
t − Xt = A(X�

t−1 − Xt−1) + R1/2 (V�
t + (−Vt )

)

≥ A(X�
t−1 − Xt−1) + 2R1/2V�

t (7.38)

which implies that,

X�
t − Xt

At
≥ (X�

0 − X0) + 2R1/2
∑

1≤k≤t

V�
k

Ak
(7.39)

Thus, for any A > 1 and ε > 0 on the event

�ε :=
{

X0 ≤ 0 and X�
0 ≥ ε + 2R1/2

A − 1

√

2 log (N + 1)

}

(7.40)

we readily check that

E
[

̂X PF
t − Xt | X�

0,X0
] ≥ E

[

X�
t − Xt | X�

0,X0
] ≥ ε At −→t→∞ ∞

(7.41)

Moreover, we have,

E
[∣

∣̂X PF
t − Xt

∣

∣ | X�
0,X0

]

1�ε ≥ ∣

∣E
[

̂X PF
t − Xt | X�

0,X0
] ∣

∣ 1�ε

= E
[

̂X PF
t − Xt | X�

0,X0
]

1�ε

≥ ε 1�ε A
t (7.42)

In discrete-time, the variance Pt = E[(Xt − Xt )
2] is also uniformly bounded with

respect to any time horizon, e.g. see [4, 91] (and similarly to (2.19) in continuous-time),
and thus, we have,

ε P [�ε] At ≤ E
[∣

∣̂X PF
t − Xt

∣

∣

] ≤ E
[∣

∣̂X PF
t − Xt

∣

∣

]+ c (7.43)

for some finite constant c < ∞.
Finally, we confirm the nonzero probability,

P−
0 > 0 �⇒ P [�ε] = P [X0≤0] P

[

X0 ≥ ε + 2R1/2

A − 1

√

2 log (N + 1)

]N

> 0

(7.44)

This ends the proof of the theorem. ��
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To conclude this discussion, we note briefly that it is possible to stabilise the
prediction-mutation step (about an unstable latent signal) at the expense of also
changing the selection-correction stage (i.e. via importance sampling). For exam-
ple, a mutation-prediction step sampled according to the so-called optimal proposal
∼ Law(xt | xt−1,Yt ), see [57], or earlier in [46, Example 3], [47, Sections 2.4.3 and
12.6.6], is a stable option whenever A/(1+ H2R/R1) < 1. However, in general non-
linear filtering problems these mutation transitions and the corresponding importance
selection weights are intractable [57]. The terminology “optimal proposal”, see [57],
is somehow confusing as this importance sampling strategy and the one discussed
in (7.24) have the same Feynman–Kac-type mathematical structure and sampling
according to this proposal does not minimize the asymptotic variance. In this context,
following [46, Section 4.2.2], we can use an auxiliary local particle approximation to
sample Law(xt | xt−1,Yt ) and compute the corresponding importance weights. Given
the topic of this article and this section in particular, we note an interesting approach
in [114] employing an ensemble Kalman filter to define a proposal distribution (i.e.
in the mutation step) that depends on the observation history [46, 114]. We do not
explore this topic in further generality here.

8 Some topics for discussion

8.1 Comments on the results presented

In places, we switch between rather quantitative estimates to those more qualitative
in nature. In part this is to simplify presentation, or when the details are (likely) not
tight and thus perhaps of little quantitative interest. In some in places, it is because
we did not obtain more precise descriptions of the estimates involved. Refining these
estimatesmaybe of practical interest in some cases; e.g.when deriving estimates on the
required number of particles N for stability of the sample covariance (or convergence
to its invariant measure).

The results presented thus far consisted of constants, e.g. c, cn , cτ , etc., that depend
on the model parameters (A, R, S), but importantly not on the ensemble size (N+ 1)
or the time horizon t ∈ [0,∞[. Due to the dependence on the model (e.g. (A, R, S)),
these constants depend implicitly (via the matrix norms used) on the underlying sig-
nal dimension d. It would be of interest to pull this dependence out more explicitly
depending on the matrix norm we are using, so as to quantify, at least in some general
sense, the tradeoff between N and d. For example, in Theorem 5.4 or Theorem 5.10
detailing the fluctuation of the sample covariance and samplemean about their limiting
covariance and (Kalman–Bucy) state estimate values, it would be of interest to know
how this fluctuation scales with dimension d, say, e.g. with fixed N. Unfortunately,
the proof tools used in the development of this work do not lend itself naturally to this
analysis.

Thematrix S := H ′R−1
1 H plays a critical role throughout with regards to obtaining

time-uniform fluctuation and then subsequently stability/convergence results. In par-
ticular, the assumption that S ∈ S

+
d is strictly positive-definite, i.e. Assumption O, is

needed in numerous places. This assumption amounts to a type of strong observability
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result; e.g. a requirement on the “fullness” of the observations and the size and rank
of the observation matrix H . It is worth emphasising that this assumption appears in
many technical articles discussing the performance properties of the ensembleKalman
filter; e.g. [43, 44, 51, 53, 81, 137]. Typically, the tools used in the proofs in [19, 21,
22, 53] are not sophisticated enough to accommodate zero eigenvalues of S. A basic
example of this deficiency is in the proof of time-uniformmoment boundedness of ̂Pt ,
stated in Theorem 5.3. In that proof, we resort to taking trace or eigenvalue-type reduc-
tions of the matrix-valued Riccati diffusion and studying a scalar comparison Riccati
equation. This scalar reduction means that wemust look at the minimum eigenvalue of
S (because it appears with a minus sign in the Riccati equation), and thus, we cannot
allow this value to be zero (because we would lose this term completely in the scalar
comparison). To obtain uniform-in-time bounds, one needs the stabilising effect of
this nonzero S in the scalar comparison. See the proof in [19, Theorem 2.2] for this
very transparent example. In this example, one may relax the condition on S to S ∈ S

0
d

at the expense of time exponentially growing bounds. Related difficulties in allowing
S ∈ S

0
d instead of S ∈ S

+
d arise in numerous other places (and as noted in other

related works [43, 44, 51, 53, 81, 137]). One difficulty is related to stability of the
(time-varying) matrix (A − ̂Pt S) and the positive-definiteness properties of product
̂Pt S as discussed subsequently.

We have focused significant effort on relaxing the assumption that the underlying
signal is stable. Note that if A is stable, i.e. Absc(A) < 0, then the stability of μ(A −
̂Pt S), for some log-norm, may be trivially inherited whenever S ∈ S

+
d via a change of

coordinates, see [53]. We see here again the use of S ∈ S
+
d as it pertains to the product

̂Pt S. If S ∈ S
0
d is only positive semi-definite, then one can construct counterexamples

such that even if ̂φt = (φt + ϕ̂t/
√
N ) ∈ S

+
d is positive definite, there exists flows ϕ̂t

such that μ(A− ̂Pt S) = μ(A− φt S − ϕ̂t S/
√
N ) > 0. The fluctuation term ϕ̂t/

√
N

might not interact well with the only positive semi-definite S ∈ S
0
d . The assumption

μ(A) < 0 is made in [53] in the linear-Gaussian setting and follow also in, e.g. [44,
51, 81, 137] when reducing those studies to the linear-Gaussian setting.

If A is allowed to be unstable, then the asymptotic (time-varying) stability of
(A − Pt S) in the classical Kalman filter follows under so-called detectability (or
observability) conditions [89, 115, 139]. Detectability intricately relates the relevant
rank deficient directions in Pt and S in terms of the unstable directions in A (i.e. it
basically ensures those directions of A that are unstable are observed (as captured by
S) and nonzero weighted in the update Kalman gain via Pt ). The rank of the sample
covariance ̂Pt is at most N ≥ 1. If N < d, then ̂Pt is almost surely rank deficient
and thus, has zero eigenvalues in some directions. In general, we cannot control the
directions in which the random, sub-rank, ̂Pt has zero eigenvalues (e.g. to play nicely
with S in the sense of detectability). If A is unstable in those directions, the filter is
consequently unstable in those directions. Thus, there is a basic, unavoidable, but also
transparent tradeoff in requiring either stability of Absc(A) < 0 or sufficiently large
ensemble sizes N ≥ d in the derivation of uniform-in-time stability results for the
EnKF.

In the stability results stated in this work, we emphasised unstable models A but
required sufficiently large ensemble sizes N ≥ d. Nevertheless, most stability results
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stated in thisworkwith the hypothesis that “N is sufficiently large”maybe restatedwith
this condition replaced with “N ≥ 1 and Absc(A) < 0”, and such results hold time-
uniformly over infinite time horizons. In [19, 21, 22], the details on “N is sufficiently
large” are given more explicitly. Note some results that do not consider or rely on the
long time stability behaviour of the samples, e.g. the fluctuation size of the sample
covariance about its true value, hold with N ≥ 1 and any matrix A, e.g. this is true for
the DEnKF in Theorem 5.4.

We remark that the assumption that the true Kalman–Bucy filter is stable in the
sense μ(A − P∞ S) < 0 is used in a number of the fluctuation (on the sample mean)
and long-time behavioural results given in the cited, prior, work [17, 19, 21, 22, 53].
It was originally believed by the authors that this condition was a stronger assumption
than the more natural condition Absc(A − P∞ S) < 0. The latter follows from the
very natural model assumptions of detectability and stabilisability, see (2.11) and
the discussion following that equation, e.g. [91, Theorems 9.12, 9.15]. However, the
particular logarithmic normμ(·) used throughout the prior work in [17, 19, 21, 22, 53]
is unimportant, i.e. the matrix norm defining the log-norm can be chosen arbitrarily.
From [131, Theorem 5], it is now known that if Absc(A − P∞ S) < 0, then there
exists a particular log-norm μ(·) such that μ(A − P∞ S) < 0. Thus, the conditions
antecedent in much of the prior work, in which we ask for μ(A − P∞ S) < 0 can be
replaced with just asking for classical detectability and stabilisability conditions. (In
prior work, it was discussed and claimed by the authors that asking forμ(A−P∞ S) <

0 may be viewed as asking for a type of strong observability and controllability. This
may be true if one specifies first the log-norm of interest. But if one does not care
which log-norm is used, we can significantly relax the setting and simply ask for
detectability/stabilisabilitywhich leads toAbsc(A−P∞ S) < 0).Muchof the analysis,
as already discussed, requires S ∈ S

+
d which automatically implies detectability (in

fact a much stronger condition than observability).
It is worth noting again that all moment boundedness and fluctuation results stated

in this work hold with any N ≥ 1 and without further assumptions if one replaces the
constants c, cn, cn(Q), cn(z, Q) . . .with functions that depend on (and grow with) the
time horizon t ≥ 0.

8.2 Bridging the gap to nonlinear ensemble filtering

The focus of this article is ensemble filtering in the linear-Gaussian (continuous-time)
setting. The results surveyed herein portray a rather detailed theory of fluctuation and
stability/contraction results in that case. In practice, the ensemble Kalman filtering
methodology is applied in high-dimensional, nonlinear state-space models [59, 60].
The evolution equations for each ensemblemember in the case of nonlinear state-space
models are given in (4.10).

In [41, 132, 144], the novel idea of a McKean–Vlasov-type diffusion which has
conditional distribution equal to the true Bayesian filter is studied, see also [116].
The mean-field approximation of this McKean–Vlasov-type diffusion in [132, 144],
termed the feedback particle filter, resembles somewhat superficially the ensemble
filters in (4.10). However, the analogue of the gain function in (4.10) in the feedback
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particle filter of [132, 144] is derived as the solution of a certain Poisson-type partial
differential equation. In the linear-Gaussian case, the filter of [144] coincides with the
DEnKF.

In the nonlinear model setting, the ensemble filters in (4.10) are not derived as sam-
pled versions of an equation whose (conditional) distribution is equal to the Bayesian
filter. That is, these filters are not derived as sampled versions of the McKean–Vlasov-
type diffusion in [132, 144]. Conversely, in the limit (N → ∞) the ensemble filters in
(4.10) do not converge to an object with distribution equal to the optimal Bayes filter. In
fact, the object these filters converge to has not been rigorously established in general
and its properties, as compared to the true Bayesian filter, remain an open topic. Thus,
in the nonlinear setting, the ensemble filters discussed in this work, see (4.10), may
be viewed as approximations of the feedback particle filter in [132, 144] only in some
very weak sense (despite any superficial resemblance to the contrary). Indeed, the gain
function approximation in (4.10) is likely a very poor approximation of the solution
of the Poisson-type partial differential equation in [144]; except of course in linear-
Gaussian models. Rather, we may argue, as we have earlier in this article, that the
ensemble filters in (4.10) should be viewed in the context of so-called observer theory,
and related not to Bayesian filtering but rather to the more general topic of (dynamic)
state estimation [4, 10]. The goal of state estimation in this context is to design an
observer that tracks in some suitable (typically point-wise) sense the underlying signal
and perhaps provides some usable measure of uncertainty on this estimate. The goal
is not to develop an approximation (at each time) of the true conditional (Bayesian)
distribution of the signal given the observations. The latter contains significantly more
information than is perhaps needed in many practical applications. Nevertheless, we
also argue that the filtering ideas in [132, 144], and suitable approximations thereof,
are in need of further investigation.

In [51], a class of so-called ensemble extended Kalman filters (En-EKF) is devel-
oped that is based on a type of particle approximation of the linearisation-based
extended Kalman filter, see [4]. This ensemble filter is interesting because the sample
mean is shown to converge (in N → ∞) to the extended Kalman filter state estimate.
This extended Kalman state estimator has been widely studied in nonlinear filtering
and control theory [4, 10, 25, 80, 123] and may be viewed more as a type of nonlinear
state estimator rather than a Bayesian filter [10, 123].

When considering nonlinear signal models, the long time behavioural analysis of
various EnKF methods in [51, 81, 137] assumes a strong type of stability property on
the signal (which in the linear casewould reduce to assuming that A isHurwitz stable in
our model (2.1)). This stability assumption on the true signal is precisely what we aim
to relax in our work; albeit limited in our study to linear models. Filter stability without
assumptions on the stability of the true signalwill ultimately require somecontrol of the
fluctuation properties of the sampled observer, e.g. see the discussion in the preceding
section on this topic (in the linear-Gaussian model setting). This fluctuation analysis
is lacking somewhat in the nonlinear model setting. It is complicated in that case by
the absence of any closed-form evolution equations for the sample mean and sample
covariance.

Viewing, or even designing, an ensemble filter (or its sample mean for example)
as a (dynamic) state estimator (or observer) may have some benefits. In particular,
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stability may be a larger design consideration if starting from this viewpoint rather
than seeking Bayesian probabilistic properties. It may be possible to then also exploit
the properties of existing nonlinear state estimators which have traditionally been
rigorously analysed, e.g. [10, 25, 80, 123].

This is exemplified in the (En-EKF) in [51] that converges to the extended Kalman
filter in the limit N → ∞. The stability of the extended Kalman filter as a nonlinear
observer has been widely studied, e.g. see [10, 25, 80, 123]. Although strong signal
stability assumptions are taken in [51], it would be natural to consider the (En-EKF)
in [51] without the underlying signal stability assumption and look at developing
the fluctuation type analysis considered herein in the linear-Gaussian setting. We
may then also exploit the stability analysis that already exists [10, 25, 80, 123] for
the limiting extended Kalman state estimator. This is analogous in many ways to
the stability properties and observability/controllability properties used herein in the
linear-Gaussian setting.

Inflation is used in [81, 138] in the nonlinear model setting to aid in stability. This
is similar to the study considered herein on stability under inflation in linear-Gaussian
models. It seems natural that added inflation acts to stabilise the various ensemble
filters. In the context of the preceding discussion, inflation-based state estimators
may also be viewed in the context of stable nonlinear observers, rather than heuristic
adaptions of approximate Bayesian filters.

Finally, we remark that the transport-based ensemble filter DEnTF, see case (NF3)
in (4.10), is studied in [43] in a particular nonlinear setting. Non-asymptotic (i.e. finite
sample) uniform-in-time accuracy and stability of the DEnTF is studied in [43] under
the assumptions of small observation noise, and a square observation matrix, or in
other words with linear observations and a change of coordinate so that H = I . Note
this latter assumption ismade also in [44, 51, 81, 137]which otherwise consider certain
classes of nonlinear signals and different EnKF variants. Thus, this strong (and linear)
observability assumption seems key to analysis in the ensemble filtering literature
even when moving away from the linear signal model.

8.3 Other related literature

The focus of this article is a detailed fluctuation and contraction analysis of the relevant
ensemble Kalman filtering terms (e.g. the exponential semigroups, sample mean, and
sample covariance) in the linear-Gaussian setting. There is considerable work on the
periphery of this rather specific topic and analysis. A broad overview of the literature
on filtering is not possible, but we note below some topics and literature for further
study.

For example, the introduction of this article was focused primarily on (specific)
related literature in ensemble Kalman approximation methods, and so-called data
assimilation. The topic of filter stability in the case of the true nonlinear filter (e.g. as
given by theKallianpur-Striebel formula [76]) has been studiedwidely; see a broad but
necessarily incomplete snapshot in [8, 11, 14, 31, 88, 111, 139, 140]. Known results in
general suggest that sufficiently informative observation processes and/or sufficiently
contractive/ergodic latent signals translate to contractive stability of the nonlinear
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filter. Emphasis on the continuous-time, linear-Gaussian model setting is studied in
[3, 16, 18, 111, 139] where deeply understood observability and controllability model
conditions explicitly formalise the properties leading to filter stability. See also [28]
for a contraction analysis of a low-rank Kalman–Bucy filter particularly relevant in
the application domain of this article.

The fluctuation and stability of other approximations schemes in nonlinear filtering
have also been studied; e.g. see [15, 32, 39, 47, 55, 67, 96, 113, 141, 143] for a snapshot
of some of these methods. A detailed discussion of these approximation methods and
their fluctuation and stability properties is beyond the scope of the ensemble Kalman-
type methods studied here. However, the monograph [47] provides a detailed study of
the fluctuation and contractive properties of numerous particle filtering methods. We
note in passing that in general when studying the stability of filtering approximation
schemes it is rather common to assume the latent signal is stable/ergodic and/or the
observation sequence is stationary, e.g. see [15, 32, 47, 55, 141]. In this article, and in
prior work [19, 21, 22, 53], we relax those assumptions and primarily rely on a strong
form of observability (i.e. a strong form of observational informativeness). The results
presented here do not rely on any form of latent signal stability in general. This latter
fact distinguishes this work, but also the ensemble Kalman approximation method
in its ability to handle totally unstable latent signals. The latter point was illustrated
above via comparisons with the bootstrap particle filter in one-dimensional unstable
linear-Gaussian models.

In the introduction, we list some of the seminal data assimilation and ensemble
Kalman methodology articles. Here, we give a by no means complete list of some
methodological approaches that in some sense can be considered cousins of

Different particle filtering methods based on evolving particles according to an
ordinary differential equation that bridges the prior or predictive distribution with the
posterior have been developed, e.g. see [33, 42]. These so-called Bayesian homotopy
methods aim to introduce nonlinearities arising from the Bayes update in a tempered
fashion. See also [119] for an introduction with connections to ensemble Kalman
filtering. Applications of the multilevel Monte Carlo method [62] to ensemble Kalman
filtering have been considered in, e.g. [38, 68]. The continuous-time linear-Gaussian
case similarly formulated as in this article is considered in detail in [38]. A related
extension inmulti-index ensembleKalmanfilteringwas proposed in [69]. The problem
of unbiased ensemble Kalman filtering has been considered in [2] with an emphasis
and analysis closely related to the formulation considered herein.

The ensemble Kalman filter has been applied to the problem of (log) normalisation
constant estimation for continuous-time filtering problems; e.g. see [40, 124]. More
generally, ensemble Kalman methods for inverse problems have also been considered
in the literature [37, 74] with some related analysis [127, 128]. Particle filtering and
ensemble filtering methods have also been applied in optimisation [145]. See these
references for further details on the respective topics.

It was noted in the preceding section that certain McKean–Vlasov equations can be
derived [144] that superficially resemble the ensemble filters in (4.10), but with gain
functions derived as the solution of certain Poisson-type partial differential equations.
In general, the (conditional) law of these nonlinear diffusions is equal to the filtering
distribution. Applying mean-field particle approximations in the linear-Gaussian case,
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the filter of [144] coincides with the DEnKF. In the general nonlinear setting, other
gain function approximations can be employed such as discussed in [133, 134].

Finally, we remark in passing that different models involving backward matrix
Riccati diffusions arise in linear-quadratic optimal control problems with random
coefficients; see, e.g. [27, 72, 85]. Another class of randomRiccati equations, different
from theRiccati (matrix quadratic) diffusion equations studied herein arises in network
control and filteringwith randomobservation losses; see, e.g. [130, 135]. The details of
these works are beyond the scope of the forward-in-time Riccati diffusions considered
herein. The forward-in-time Riccati diffusion of (5.2) is nevertheless of interest on
its own, as with κ = 0 it is a prototypical model of a matrix stochastic differential
equation with a quadratic drift term. In the deterministic setting, it is worth noting
that the contraction of the Riccati equation, e.g. (2.3), (2.20), can naturally be studied
with different metrics, e.g. in the Riemannian space of positive definite matrices, see,
e.g. [28, 29, 100, 101], and such contraction results may be of interest and/or practical
value in the stochastic setting of the Riccati diffusion describing the flow of sample
covariances.

8.4 Some open problems

The stochastic analysis and stability of the EnKF models considered in this article
are rather well understood in the linear-Gaussian, continuous-time, setting even with
unstable latent signal processes. However, there are still some worthy gaps. In par-
ticular, we may contrast the very strong and complete picture in the one-dimensional
setting (following from [21] and presented above) with the more general and relevant
multivariate setting.

For example, the Ln contraction estimates on the Ricatti diffusion flow describing
the sample covariance in (6.27) are only available in the scalar case. We know, e.g.
see Theorem 5.5, that the Markov semigroup is contractive and that the law of the
sample covariance converges to an invariant measure in the multi-dimensional setting,
analogously to the convergence of the deterministic Riccati equation to an equilibrium
state. However,multi-variate versions of the contraction estimates (6.27) are unknown.

Moreover, multi-variate contraction estimates for the EnKF mean as in (6.28) are
known only on certain finite time intervals (with a finite sample size) and a general
multi-variate filtering contraction estimate as in (6.28) under mild assumptions would
be of interest. There is also a disparity in available results in the multi-variate setting
between the VEnKF and DEnKF.

In both (6.27) and (6.28) in the scalar case, we recover in the limit with the ensemble
size the deterministic optimal rates of the classical Kalman–Bucy filter. Extensions of
these rate estimates to the multi-variate setting would also be of interest.

Finally in reference to the scalar setting, we can explicitly state in closed form the
invariant measure of the sample covariance, e.g. see (6.19) for the VEnKF and (6.21)
for the DEnKF, and Fig. 3. It is unlikely that closed-form expressions are possible to
derive in the multivariate setting; however, it would be of further interest to confirm
various properties such as the heavy-tailed nature of the stationary measure in the case
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of the VEnKF. Such properties as discussed earlier have practical consequences such
as the potential to lead to so-called catastrophic divergence and numerical instability.

While not given explicitly, we may crudely introduce the signal dimension into
the constants of the results presented in this work. However, a detailed study of the
dimension as it pertains to stochastic fluctuation properties of the relevant sample
covariance and subsequently ensemble mean is warranted since dimensionality versus
computational expense is a primary driver of these methods in practice. Work in this
direction with various covariance inflation mechanisms was considered in [24] in the
linear-Gaussian setting and more generally in [44] for the transport-inspired ensemble
Kalman–Bucy filter DEnTF.

The main assumptions employed throughout are Assumptions O and C. The
Assumption C can be relaxed to just stabilisability and is thus completely in line
with classical Kalman filtering analysis. It would be of interest to relax Assumption O
to observability or even just detectability in line with classical Kalman–Bucy filtering.
We have discussed in the preceding sections various issues issues surrounding the need
for this stronger observability-type Assumption O, and difficulties with its possible
relaxation.

This article focused on the continuous-time linear-Gaussian model case, and the
preceding open problems also fall under this setting. Direct extensions of the results
presented in this article to the discrete-time linear-Gaussian model setting would be
of interest, and some work has been published in this case, particularly in the scalar
setting, e.g. see [50] and Theorem 7.1 and the earlier discussion. Finally, without
considering specifics and re-discussing the relevant literature, extensions of these
results to the nonlinear model setting are of great practical interest, particularly under
testable and natural model assumptions (e.g. observability-type assumptions) also
accommodating unstable or transient latent signal processes (with the latter relaxation
being a major driver of the results presented herein).
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