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Preface

This book contains the proceedings of the 15th International Conference on Human
Choice and Computers (HCC 2022), which was held at the Faculty of Global Infor-
matics (iTL), Chuo University, Japan, during September 8–9, 2002. The conference
was organized by the International Federation for Information Processing (IFIP)
Technical Committee 9 (TC9): Information and Communication Technology (ICT) and
Society.

All papers were double-blind reviewed by at least two members of the Program
Committee, during a six week review period. In total, 16 full papers were accepted,
calculated by review score. Papers submitted by a Program Committee member were
managed by the program chairs independently.

The conference co-chairs, Taro Komukai (Japan representative to TC9), David
Kreps, (chair of TC9), Robert M. Davison (chair of WG94), and Kaori Ishii (guest
program chair), chose the theme for this year’s conference: “Human Choice and Digital
by Default: Autonomy vs Digital Determination.” Tracks were advertised in the call for
papers addressing a range of concerns across the working groups of TC9, and the
accepted papers coalesced into two groups: ethics and law.

The papers selected for this book are based on both academic research and the
professional experience of information systems practitioners working in the field. It is
the continued intention of TC9 that academics, practitioners, governments, and inter-
national organizations alike will benefit from the contributions of these proceedings.

Details of the activities of IFIP TC9’s activities are posted at http://www.ifiptc9.org/

July 2022 David Kreps
Robert M. Davison

http://www.ifiptc9.org/


Human Choice and Digital by Default: Autonomy vs
Digital Determination

Robert Davison 1 and David Kreps 2

1 City University of Hong Kong
isrobert@cityu.edu.hk
2 University of Galway, Ireland

david.kreps@nuigalway.ie

1 Choice

Choice is a wonderful thing to have, and in a booming market of Internet-connected
devices, not to mention the millions of apps and programmes that service them, there
might appear to be a cornucopia of choices. But if it was that simple, why the need for a
conference about Human Choice and Computers? Perhaps the choices are not as
widespread as they seem, or perhaps darker forces mean that what goes for choice is
actually an illusion.

The first choice is whether to use a computer or not. That seems simple enough, but
it is increasingly the case that if you don’t have a computer, and an internet connected
one at that, it is very hard to survive in the developed economies of the world. Here
‘computer’ is interpreted quite liberally to mean any device with computer-like pro-
cessing power, memory, and storage, and thus includes phones, tablets, notebooks and
laptops, desktops, mainframes, and even super computers, if you have one at home, as
well as everything in between. A recent study from New Zealand [1] documented how
difficult it is for rural residents to live without the Internet because so many service
providers have moved all their services online, whether it be banking, retail sales, or
grocery shopping. Even though many of the people interviewed for this study stated
loudly and clearly that they really don’t want to be connected to the Internet, nor to use
a computer, actually they have very little choice. Even if they grow all their own food,
they still have to pay bills and e-banking is the only way. Meanwhile, in Hong Kong
under COVID-19 restrictions, access to many buildings, shops, offices, etc. is only
possible by scanning a QR code using an app on your phone. If you don’t have a
phone, clearly you can’t scan anything. Perhaps mobile phone ownership is so ubiq-
uitous that this seems strange. Who would NOT want to have a phone? But that’s not
the point. The point is, do we have a choice? Are we allowed NOT to have (and pay
for) a phone if we don’t want one? If we don’t have a phone, can we still receive the
same quality of services as everyone else who does have a phone? The answer is
clearly ‘no’, and thus phone ownership is essentially mandatory.
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Meanwhile, there is considerable pressure to upgrade our devices every few years,
whether because software is no longer supported or new versions of apps require better
hardware and the old versions don’t work anymore. Thus, we really don’t have either
the choice or the non-choice: use is compulsory.

Moving to other realms, those of us who like to read books increasingly find that we
have to buy books online as many physical bookshops have closed. Kindle Books is an
option, if you are happy with Amazon. For new paper books, Amazon will readily sell
them to you, as will Book Depository (owned by Amazon), and for second handbooks,
Abebooks (also owned by Amazon) is a good place to look. There are non-Amazon
choices (Wordery, Barnes and Noble), but it’s not always obvious who is the parent
company.

Of course, these examples are selective, and others could be picked. But what about
choice? Is choice a right or an illusion? It’s been 14 years since The Economist
declared that privacy is dead, but perhaps choice is going the same way. Although there
are some choices left, they are dwindling in number. The most fundamental choice – to
use or not to use a computer – seems to be a relic of the past.

2 Papers

As one of us stated in a recent paper elsewhere, “Ethics is a matter of professionalism,
generally understood as being outside the purview of law and regulation. Though law
often embodies ethical principles, law and ethics are not co-extensive; laws are created
based on a society’s ethics, to enforce behaviours we are expected to follow, but ethics
suggest what we ought to follow, and help us explore options to improve our
decision-making.” [2] The papers accepted for this conference fell broadly into two
categories: those which dealt with the more ethical side of the dilemma of choice in
contemporary society, and those which dealt more with the legal side.

In the first section, Salla Ponkala, Jani Koskinen, Camilla Lähteenmäki, and Antti
Tuomisto begin the proceedings with research into worker well-being in the era of the
data economy: if we have no choice but to adapt to digital transformation, the least our
employers can do is help us upskill and pay attention to our well-being needs in the
face of increasing technostress. Mikko Vermanen, Minna Rantanen, and Jani Koskinen
then present a study of employee privacy in Internet of Things ecosystems, trying to
establish what the prerequisites must be for ethical data collection and use in such
increasingly ubiquitous circumstances: surely, we ought to have some choice in what
data such systems can ethically gather about us?

Sticking with contentious issues for the ethics of modern digital technologies, Aimi
Ozaki then presents a study of live facial recognition technology use by private
companies in public places: here, certainly, there seems little if any choice, for
city-dwellers at least, whether or not they are thus surveilled (unless they cover up
completely with dark glasses/goggles, hat, balaclava, and more).

Johanna Sefyrin and Mariana Gustafsson then take us into the world of socioma-
terial relations, with a study on librarians’ and social workers’ roles and practices in
addressing the needs of vulnerable groups, which is followed by Barbara Nino Carreras
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and Sisse Finken’s research into autonomy alliances and data care practices in the
context of the digitalisation of welfare. In the care professions, matters of choice and
consent are paramount, and navigating the impact of digital technologies increasingly
difficult.

Staying with sociological analysis, Shigenori Ohashi, Noritaka Maeda, Shigeru
Fujimura, and Atsushi Nakadaira explore social capital types in Japan through the lens
of social networking sites: can bonding and bridging behaviour affect how we tweet?

Moving into eHealth, Mayu Terada presents a study of personal data use in Japanese
medical care, and Ryuta Yamashita, Tadaaki Shimizu, Natsuki Yoshinaka, Rintaro
Kataoka, and Naoki Sawada explore the impact digital advertising may be having upon
our eyes. As with the care professions and our social status, so in the health sector our
choices and consent are fundamental, and the impact of digital transformation a source
of many questions and anxieties.

Lastly, in this section, Markus Philipp Zimmer and Jonna Järveläinen introduce the
sustainability angle of an ethical approach to digital transformation, suggesting the
notion of the triple-bottom-line may help bring a more sustainable digital
transformation.

In the second section of the proceedings, Joey Jansen van Vuuren, Louise Leenen,
and Anna-Marie Jansen van Vuuren start things off with an increasingly common
example of digital law-breaking, presenting a study of ransomware in Africa.

Ayuki Saito, Michele Baccelli, Kazuto Kobayashi, and Mitsuyoshi Hiratsuka then
explore issues of patent law and AI, Toru Maruhashi presents a study of how Japanese
Law affects automated content moderation, and Mika Nakashima compares the EU,
US, and Japanese legal systems’ approaches to data portability.

Sticking with international comparisons, Casper Chigwedere, Sam Takavarasha, and
Bonface Chisaka present a literature review on regulatory frameworks in developing
countries, and Tetsunosuke Jinnai presents a study of international law and
cyber-conflicts from a Japanese eye-view.

To conclude the proceedings, Taro Komukai presents a study focusing on privacy
issues concerning personal data held by third parties during criminal investigations.

First, however, to begin the proceedings, our two keynote speakers kindly provided
summaries of their presentations for us to reproduce in this book. Jiro Kokuryo spoke
to us about “Designing Socio-Technical Systems for a Cyber Civilization”, and the key
element of traceabilty - advances in which “are so fundamental that they may change
the shape of our civilization.” Hiromi Yokoyama introduced us to her “Octagon
Measurements” and “ELSI score” for AI ethics – two key methodologies for advanced
science and technology if it is to “be checked for ethical issues from the development
stage.”

We hope and trust you will enjoy reading the texts within these pages.

Human Choice and Digital by Default: Autonomy vs Digital Determination ix
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Designing Socio-Technical Systems for a Cyber
Civilization

Jiro Kokuryo

Keio University, 5322 Endo, Fujisawa-City, Kanagawa 252-0882, Japan
jkokuryo@sfc.keio.ac.jp

As a business scholar, I have long been interested in the interactive evolution of social
institutions and technological systems. Recognizing that these are integral parts of
larger socio-technical systems [1], I propose that they should be developed concur-
rently to mutually reinforce each other (Fig. 1). Such an integral approach seems more
important than ever, as the social impact of information technology is becoming more
profound. In order to realize such an integral design, we need to have bridging concepts
that are meaningful to the design of both technical and social systems.

One such bridging concept that I have been focusing on is traceability, i.e., the ability
of shippers to track goods after shipment and of receivers to know the origins of the
goods they have at hand. This concept is often discussed in the context of supply chain
transparency. Technologies to improve traceability are rapidly developing due to
advances in sensors (e.g., QR codes) and network technologies (e.g., wireless).
Technologies such as NFT (non-fungible tokens) are expanding the scope of trace-
ability beyond traditional physical goods to people, money, and digital content.

I believe that advances in traceability are so fundamental that they may change the
shape of our civilization. To fully understand this, we should start by recognizing that
the industrial civilization we live in has been designed assuming a lack of traceability.
Factories that emerged following the industrial revolution produced more products than
local markets could consume. As a result, the goods had to be sent to distant markets
and strangers who could not be trusted. And in the absence of today’s sophisticated

Fig. 1 Socio-technical system design
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technologies, the goods were not traceable. In such an environment, the only alternative
for businesses was to sell “exclusive rights of disposal (property ownership)” for
money as goods were shipped. In other words, a market mechanism needed to be
established. One might notice that this mechanism was also about enabling anonymous
transactions. In the absence of traceability, businesses had to sell to the anonymous
masses. The supermarket, where customers could purchase anonymously without any
conversation, was a symbolic manifestation of the system.

One should note that social institutions were developed to support this market
mechanism. Constitutional, civil, and commercial laws were established to guarantee
ownership as an inviolable human right of individuals. Such institutions were backed
by nation-states with the enforcement powers of governments under democracy. Such a
combination of basic philosophy, economic institutions, and legal/political systems
vastly expanded industrial production.

Once we understand the background of the ownership/exchange model, it becomes
easier for us to understand why alternative models such as sharing, as-a-service, and
subscription models are emerging as traceability technologies advance. It is no longer
necessary to “complete the transaction” each time in the form of an ownership transfer.
When both the product and the customer are traceable, it becomes much easier to
“license” the accessing of assets.

An additional force driving this shared use of assets is the increasing concern
around the sustainability of our planet. The ownership/exchange business model is
focused on increasing the sale of goods and the number of transactions. While this
system gives strong incentives for businesses, it also burdens the environment by
attempting to sell ever more products, often only to be wasted. The world now needs an
economy where resources are shared and reused, where the level of utility gained from
each good is maximized once it is produced.

Figure 2 is an attempt to depict how enhanced traceability may be incorporated into
a “potluck economy” to promote the shared use of various kinds of assets for a
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sustainable future [2]. Technologies are developed to allow people to share their assets
for use by others while a platform monitors contributions and rewards the contributors
for their participation. One might note that the notion of ownership is still alive in this
design. The owner of an asset only has to license access to it when they are not using it
themselves.

A natural concern when envisioning such a system of sharing is the breach of
privacy. Any socio-technical system that promotes the social sharing of goods and data
should also incorporate mechanisms to protect the privacy of the people who partici-
pate in the system. We already face issues surrounding the governance of the data that
is in the hands of major platform providers. We need to address these issues if we want
this kind of “potluck economy” to flourish.

While I recognize the presence of technical and legal solutions to this issue, I would
like to allude to the benefit of focusing on incentive structures. I say this because I see
the current issues surrounding privacy primarily as issues of major platform providers
having the incentive to use personal data in the interest of sponsors rather than the
individuals who have contributed their data. Figure 3 is a proposal to separate “con-
sumer agents” that have no conflict-of-interest issue from the “supplier agents” that
work on behalf of the suppliers of goods.

One might note that this arrangement is a departure from the thinking that indi-
viduals should have complete control of their data. Instead, the arrangement assumes
that consumer agents remain loyal to consumers while consumers are encouraged to
contribute to society by allowing others to access and utilize their assets, including
data. Consumer agents should be penalized heavily for any breach of the trust placed
upon them.

Such design, based on trust and altruism, suggests that perhaps traditional Asian
ethics, which are based on trust and loyalty, may be helpful in developing the future
ethics of a cyber civilization. The Buddhist tradition of Asia, for example, asks people
to free themselves from an obsession with ownership and be altruistic while seeking a

Fig. 3 Resolving the structural conflict of interest
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society that is mutually protective of others. The Confucian tradition asks people to be
loyal to their superiors while giving justification for overturning the rules of those
superiors when they lack benevolence to people. These traditions have the potential to
provide a philosophical foundation for a “potluck economy” with its strong emphasis
on sharing and living in harmony within an ecosystem.

I should add that the notions of trust and loyalty are also present in Western ethics
in the form of fiduciary responsibility. There is no conflict with individualistic tradi-
tions here, either. The financial industry, for example, has adopted and institutionalized
ethics in a practical and sophisticated manner. Perhaps the design of socio-technical
systems in a cyber civilization should learn from such examples.

Any new technology is a double-edged sword. We must develop the capability to
design socio-technical systems wisely so that powerful technologies may be used to
contribute to the greater social good.
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“Octagon Measurements” and “ELSI score”
for AI ethics

Hiromi Yokoyama

University of Tokyo, Japan
jkokuryo@sfc.keio.ac.jp

Advanced research in science and technology must be checked for ethical issues
beginning in the development stage. So far, we have developed two ethics measure-
ments, Octagon Measurements and ELSI. Both may be applied easily by researchers in
the field of AI. In this talk, I would like to explain how we developed these two ethics
scores and how they can be applied.

Octagon Measures

We focused on eight themes that are common in AI guidelines: privacy, accountability,
safety and security, transparency and explainability, fairness and non-discrimination,
human control of technology, professional responsibility, and promotion of human
values. We also proposed Octagon Measurements, which directly scales these eight

Fig. 1 Octagon score for AI ethics



themes. We prepared four dilemma scenarios (i.e., AI singer, AI shopping, AI drone
weapon, and AI criminal tracking) that addressed both positive and negative aspects of
new AI technologies, and we checked these to allow for the comparison of overall
ethics levels. Our findings showed that older people, women, and those with higher
levels of education were more concerned about the social implementation of AI.
Figure 1 shows the eight categories, ethics issues, and international differences in the
Octagon scores.

ELSI Score for AI

ELSI scores for R&D are emphasized in the social theory of science and technology.
We developed the ELSI score using data collected in Japan and the U.S. based on four
scenarios. The ELSI score is so simple that it can be used for AI as well as other
technologies. It is currently being tested for application to genome editing technologies.
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