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Abstract. The abstract should summarize the contents of the paper in short 

terms, i.e. 150-250 words. The expansion of IoT implementations in organisa-

tions has resulted in more and more people getting involved in technical ecosys-

tems not only as users but also as data sources. While the surveillance capabili-

ties of IoT solutions grow in terms of scale and accuracy, it is inevitable that in-

dividuals end up in a position where information involving them is collected, ei-

ther directly or indirectly. While the motives behind data collection and distri-

bution may not be malicious, the availability of personal information always 

produces an opportunity for intentional or unintentional misuse. However, en-

suring complete privacy in highly surveilled environments is practically impos-

sible to achieve. While legislation appears to provide a comparatively safe envi-

ronment for employees, regulations alone do not guarantee that sufficient focus 

is directed towards ethics. Rather, we focus on proposing constructive ap-

proaches to ensure ethicality by deliberative and transparent cooperation be-

tween customers and companies likewise between employees and employers. 

Keywords: Customers, Employees, Employers, Ethics, Internet of Things 

(IoT), Privacy, Surveillance 

1 Introduction  

Internet of Things (IoT) is a term originally introduced by Kevin Ashton in 1999 [14]. 

IoT can be described as a network binding together the end-users and different mon-

itorable or measurable entities or targets ranging from physical objects, such as build-

ings and vehicles [16], to immaterial interests, for instance, collective traffic and con-

sumer behaviour [6]. The added value achieved from the data produced by IoT solu-

tions can appear in many forms, including personal, professional, and economical. 

Data gathered through IoT can be used by various groups or actors, including aca-

demia, industry, and government. [11] As an example from the business perspective, 

companies can aim for higher performance and reduced manual labour through more 

efficient and accurate data collection capabilities by utilising modern IoT solutions 

[26].  



However, the consequences towards employees or customers – from whom the da-

ta is collected directly or indirectly – may not be unambiguously positive.This is part-

ly due to the observation that the developed monitoring capabilities and the posses-

sion of personally identifiable data can provide opportunities for both intentional and 

unintentional misuse [26]. In addition to the human element, technological issues 

have a significant role in IoT privacy and security. The safety of every IoT device, 

sensor, and unit of information can become increasingly compromised, partly due to 

the vulnerabilities resulting from the rapid development of IoT as the security 

measures may not keep up with the risks. [5] Thus, a large variety of privacy-

threatening factors need to be acknowledged and addressed when implementing these 

solutions - not only related to the current practices but also in terms of potential long-

term risks resulting from gathering, storing, and distributing identifiable data.  

To tackle this conflict between benefits and negative consequences of data collec-

tion [4, 20], we need new kinds of procedures how to control data collection and use 

to achieve privacy that e.g. the General Data Protection Regulation act (GDPR) de-

mands [22]. Koskinen et al. [12] proposed an ethical governance model for data econ-

omy ecosystems where all stakeholders are creating the rules for the data ecosystem 

by rational discourse to ensure fair, ethical data use and supervision over the ecosys-

tem [12]. This kind of approach for data use helps to see the different viewpoints and 

demands for data use practices in a networked environment where a wide perspective 

is essential, instead of focusing on single views or merely fulfilling the demands of 

regulations.  

This paper focuses on examining the potential issues related to the privacy of indi-

viduals involved in IoT ecosystems as directly or indirectly identifiable information 

sources the from the perspective of employees and employers. On a practical level, 

the ethical sustainability of IoT implementations is supported by introducing guide-

lines aiming to help companies to retain the benefits of IoT while protecting the pri-

vacy of their employees, customers or other individuals.  

The paper is structured as follows. In Chapter Two, we introduce the concepts of 

surveillance and privacy in the context of IoT. Chapter Three provides further insight 

into the connection between surveillance and privacy, and what are the actions re-

quired to ensure privacy. In Chapter Four, we introduce topics for further investiga-

tion. Finally, conclusions are provided in Chapter Five. 

2 IoT, surveillance and privacy 

We have entered into an information society where mass surveillance has been real-

ised through the possibilities offered by modern information technology [7]. For ex-

ample, AI that uses the data collected via IoT offers new kinds of monitoring possibil-

ities for companies but with the cost of the privacy of the people connected with IoT 

devices if data is retrieved from them or traceable to them. Thus, implementing IoT 

devices in a working environment in an ethical manner is a matter of balancing need-

ed surveillance and privacy demands. 



 

2.1 Surveillance  

IoT solutions provide companies with a diversity of surveillance tools enabling them 

to inspect factors such as efficiency and performance of employees [24] or customer 

behaviour. While this kind of surveillance can be targeted towards material objects, 

individuals, environment, or a combination of those [25], we focus on settings where 

individuals are in some way connected to the data collection either directly or indi-

rectly.  

For instance, industrial companies can monitor machinery usage by tracking spe-

cific attributes, such as their movement, with a simple sensor-based IoT device. In 

this example, personal information is easily available if the monitored machine does 

not function fully automatically but is operated by employees. At least, it can be de-

rived by linking IoT-based information to other sources. As another example, a deliv-

ery company can track their vehicles with location and movement sensors. In these 

cases, employees practically always contribute to the created data while the vehicle is 

moving. What makes these surveillance solutions especially vulnerable in terms of 

privacy is that individuals can be tracked at any time while operating the vehicle, 

regardless of whether they are on duty or not.  

However, the availability of personal information does not mean that personal in-

formation is stored, processed or distributed in an identifiable form, as the party be-

hind the data collection is in many cases capable of determining the level of retaining 

privacy. For example, an IoT device can be configured so that attributes involving 

human contribution are not collected. Similarly, timestamps can be either removed, or 

their sample cycle lengthened, in which cases the data considers aggregate users in-

stead of separate individuals [2]. Additionally, methods such as pseudonymisation 

[17] can be leveraged to add a privacy layer to the collected information.  

Whether the actions and attributes of physical objects, environment or individual 

users are being surveilled affects how privacy-related matters should be considered 

[26]. Naturally, information from different sources will be involved in most cases, as 

it is often possible to track who was using a particular de vice at the given time and 

given environment. Notable is that surveillance tends to change the behaviour of the 

person who is under surveillance [7]. Changing the behaviour may be one of the aims 

that some organisations have in using surveillance technology — to affect e.g. em-

ployees or even customers to act efficiently, coherently, and predictable. However, 

this kind of constant monitoring and emphasise on efficiency is problematic at least 

from three points.  

First, it has a similar problem to Taylorism. Humans are not technical systems that 

can be boosted by forcing them to be more and more efficient like machinery. This 

phenomenon was noted, for example, in coal mine studies by Trist and Bamford [23], 

which led to the realisation of the socio-technical nature of systems [8] where indi-

viduals are not seen as a mere technical resource. Secondly, we do not know clearly 

the effects of surveillance on individual’s behaviour or attitude [29]. However, people 

who are monitored can alter their behaviour that can be judged as suspicious — phe-

nomenon known as chilling effect [19, 7]. However, the question is whether people 

act differently or just reveal the desired side of their actions, which affects the quality 



of the collected data and, therefore, reduces its usability. Thirdly, the constant moni-

toring of people itself is ethically, and legally problematic [1, 21, 18, 27]. 

2.2 Privacy 

Discussion of privacy is old as mankind and it has roots in protection of ones body 

and home [10]. The problem is, that privacy is a concept that is not self-evident even 

if it may look alike in first sight. Brandeis and Warren described privacy The right to 

the privacy —in their influential article—as a right to be let alone, although not with-

out exceptions [3].  

Another well-known article is Alan Westin’s Privacy and freedom [28], which de-

scribes privacy as self-determination, where individuals, groups, or institutions de-

termine how information about them is revealed [10]. Privacy as a right to be left 

alone, or self-determination of what information is revealed from one, is an under-

standable and even justified claim if those are not conflicting with the justified rights 

of others. However, the nowadays society, which is more and more "online", chal-

lenges these views of privacy.  

In the context of IoT, the boundaries of what is private and what is not are bending. 

Especially when technology —here IoT— is pervasive and ubiquitous in our society, 

via exploding number of artifacts that can monitor us and collect an enormous amount 

of data, we face the illusion of privacy. It seems that we can be physically alone, but 

we may be under constant surveillance by the surrounding IoT-artifacts — worn or 

even implemented in the near future. Once again, this should remind us to consider 

our privacy from the perspective of the information society era. Therefore frame-

works like PAPA [15] are more fruitful as those are created to describe the ethical 

issues of the information age that we are living in today. We narrow our focus on the 

Internet of Things (IoT), a topic that represents technology in the sense of how hidden 

it may be, and usually is, for people.  

In this chapter, we introduce central privacy-related implications and questions 

from the perspective of an individual employee, general management, and data man-

agement.  

Combining the variety of technical pitfalls with the potential risks resulting from 

the actions and decisions of human actors, we are facing a highly complicated ensem-

ble of threats towards the privacy of individuals involved in these ecosystems, diffi-

cult to comprehend even by the large companies and dedicated experts. Regardless of 

the potentially catastrophic consequences towards individuals’ privacy, little research 

has been conducted related to the nature and magnitude of human factors, especially 

from the ethical perspective. Thus, our contribution is to investigate the potential risks 

and causes thereof by examining the role of ethical factors and the related managerial 

decisions. However, we must acknowledge that building an all-encompassing, yet not 

exhaustive or unusable, ethical framework is not a realistic expectation. Rather, our 

goal is to provide understandable guidelines on an abstraction level that fits the pur-

pose of remaining practical. 



 

3 Securing privacy in IoT surveillance implementations  

Finding the balance between maintaining personal privacy and enabling companies to 

benefit from IoT is crucial when pursuing practical value, compared to conducting a 

one-sided analysis. In this chapter, we introduce potential advantages and disad-

vantages related to different approaches to IoT data collection and distribution from 

the standpoint of employees and management involved in IoT ecosystems.  

Considering the position of employees, we should clarify whether they are given 

an ability to control what, how, when, and why data is collected and/or distributed 

[26]. Autonomy is seen as one of the key issues in ethics. Without autonomy, actors 

do not have the possibility to choose and thus make ethical decisions. When employ-

ees are the sources of information, it would be questionable that they do not possess 

any control over information that might compromise their privacy.  

Another relevant question is, can the gathered data be combined and attributed to a 

specific person within the organisation. In general, the employees involved in IoT 

ecosystems should be able to approve, prohibit, or control [2] the collection and dis-

tribution of any identifiable data which may potentially cause personal harm. We find 

this important not only from the perspective of ethics but also as a factor affecting the 

employees’ acceptance towards the change.  

As a whole, the justification for surveillance must be based on the interest of both 

parties, the employer and the employee. If the gathered data remains anonymous 

throughout its life-cycle or can be guaranteed not to cause negative effects on an indi-

vidual, significant ethical violations are less likely to occur. Even then, we propose 

that data collection should be kept to a bare minimum in terms of scale, time and loca-

tion. This is emphasized in settings where individuals can be monitored continuously, 

for example, when sensors are attached to vehicles or devices that employees carry 

with them — sometimes on and off duty. This reduces the number of potential ethical 

pitfalls caused by unnecessary surveillance. Similar issues should be considered be-

tween the customer or companies if customers are monitored in similar manners.  

From the perspective of general management, conducting ethical IoT implementa-

tions requires collecting informed consent from the employees from whom data is 

collected and distributed. To fulfill this criterion, management should define equitable 

and documented conditions that employees can voluntarily comply with. For this 

purpose, the employees should be thoroughly educated about what, how, when, and 

why data is collected and/or distributed, to whom the data is distributed, and how the 

privacy and security of the employees are guaranteed. A transparent and well-

documented approach will not only provide fair, practical foundations but can also 

positively affect the employees’ voluntary contribution and the aforementioned level 

of acceptance, which has been questionable in the context of IoT, both technological-

ly and socially [2].  

In terms of data management, it is critical for the management, employees and 

even customers to be aware of what information is revealed to external parties, how 

the data is protected, and who is responsible for the protection. When sharing data 

with external parties, the default approach should be to minimize the volume of indi-

viduals’ information or avoid it altogether. However, to actually reach the benefits of 



collaboration with partners and other related parties, companies are forced to distrib-

ute information. If and when data sharing cannot be avoided, it should be carefully 

considered what is truly necessary to distribute and whether it could violate the posi-

tion of the related individuals. 

4 Discussion  

While aiming to build socially just implementations and ecosystems, we must 

acknowledge that technologies such as IoT rely on the collected data. If we were to 

focus solely on the position of individuals, we would likely end up discouraging data 

collection and distribution altogether. Hence, the consequences of heightened privacy 

protection may not be solely positive [13]. In fact, ending up under surveillance is 

practically inevitable in any area or environment where a sensor network is deployed 

[2], and as the number of IoT implementations keeps growing, it becomes clear that 

complete privacy cannot be achieved. This leads us to an intersection where a satis-

factory balance between the individuals’ and organisations’ benefits and needs has to 

be achieved in order to support technical development.  

From a legislative perspective, the challenge is how ethical factors can be regulated 

in the first place, partly due to the subjectivity in defining what is ethical. While regu-

lations do contribute significantly to enhancing the privacy of individuals, following 

proper practices from both legislative and ethical standpoint is eventually dependent 

on the behaviour of the people in control — in this case, the management. As long as 

no formal ethical regulations exist, it is not possible to force employers to change 

their approach in terms of respecting individual privacy to a further degree than what 

is required by law. Hence, we are only able to offer general recommendations and 

guidelines that eventually require voluntary compliance from the companies. Thus, 

we see motivation as the strongest utility for driving development towards an ethical-

ly sustainable direction.  

Therefore we propose using the concept of fair governance model for data econo-

my ecosystem, where the rules are commonly agreed on between all relevant stake-

holders [12]. There the rules and procedures — how information is collected, used, 

and distributed — are decided by the rational discourse that is open and emancipatory 

by the nature [9]. This kind of discourse is based on respect of people as equal partic-

ipants; pays attention to peoples’ needs, preferences, and socio-cultural circumstanc-

es; adopts the individuals’ and communities’ perspectives; enables people the educa-

tion and support they need and acts fairly for the common good [12].  

This kind of deliberative way of defining the rules of how collected data is used is 

suitable for all stakeholders (here employees and employers) and thus more likely 

ethically justified. Ideally the situation is like Koskinen et al. [12] state: 

"fair data economy ecosystem governance model is model that includes  

the rules, technical and non-technical requirements for actors, controlling  

bodies and representation of all stakeholders(board) to ensure legal, ethical, 

transparent, trustworthy, secure and fair data use and supervision of it — in de-

fined data economy ecosystem." 



 

This approach is applicable in the IoT context, where we are currently building 

foundations for ethical implementations rather than proposing strict and exact re-

quirements for the ethical use of IoT. In conclusion, we aim to contribute to creating a 

culture that takes into account the whole IoT ecosystem (here, especially employees 

and employers) and encourages participating in ethically sustainable development 

through the common adoption of ethically sustainable practices by the deliberative 

approach.  

A complex dimension besides data distribution itself is the related responsibility. In 

this paper, we mainly challenge the organisation’s responsibilities within a controlled 

and limited ecosystem, as potential parties forming privacy threats do not end there. 

While internal data collection and distribution restrictions are crucial, IoT ecosystems 

can involve a variety of external actors, such as service providers and partners with 

whom data may be shared. Additionally, phenomena such as rising cybercrime form 

significant risks, further underlining that gathering and storing personal data comes 

with high responsibility for the organisations. Be it a result of negligence or becoming 

a victim of an attack, the outcome for the compromised personal data remains as se-

vere. The responsibility of organisations should cover the use of IoT even when some 

risks are from outside. 

5 Conclusions  

Leveraging the surveillance capabilities of IoT solutions while protecting employees’ 

privacy forms a challenging combination because IoT is dependent on collecting data, 

which in many cases is inevitably linked to individuals either directly or indirectly. 

Hence, to provide applicable practical recommendations aiming for implementing 

ethics as an integral part of doing business, it is necessary to build balanced IoT de-

ployment approaches that aim to protect the position of individuals and support the 

technical development and financial competitiveness of companies. Even as compro-

mises cannot be avoided from the standpoint of either party, foundational ethical prin-

ciples can be applied without losing the majority of the available benefits. We claim 

that companies are, in most cases, able to configure the deployed IoT solutions in a 

manner that respects the privacy of their employees and customers, as a variety of 

different data collection and distribution approaches are available. Organisation can, 

for example, limit data gathering to anonymous targets, use aggregated data instead of 

small sample sizes that allow identification, and utilize pseudonymisation in cases 

where identification cannot otherwise be avoided. Similarly, we see that majority of 

privacy risks related to data distribution can be avoided by carefully limiting the 

group of receivers and defining what specific information is necessary to be shared 

with each party.  

In current circumstances, where the deployment rate of IoT keeps rising rapidly, 

the collection and distribution of data connectable to specific individuals cannot be 

entirely eliminated. Rather, we encourage focusing on minimizing redundant surveil-

lance, which could either significantly endanger privacy or does not provide meaning-

ful value to the company. Hence, moderation must be applied when proposing re-



formed procedures, which the companies are in many cases not formally obligated to 

follow, as the coverage of ethical regulations is reasonably limited. We claim that 

enhancing the companies’ motivation to respect the privacy of their employees and 

customers through motivation and collective contribution to the fairness of the econ-

omy is one of the most efficient methods to support ethically sustainable develop-

ment.  

Modern legislation appears to provide a comparatively safe environment for indi-

viduals. However, regulations alone cannot be assumed to result in a holistically ethi-

cal mindset. Financial motives may overshadow ethical principles, especially if spe-

cific surveillance methods are not prohibited from a legal perspective. From a long-

term perspective, we should aim for building practises that prevent misuse and negli-

gence. However, in current reality, the implementation of ethics as an axiomatic fea-

ture of doing business is in its infancy. 
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